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Abstract: Mining product reviews and sentiment analysis are of great significance, whether for academic research
purposes or optimizing business strategies. We propose a feature-level sentiment analysis framework based on
rules parsing and fine-grained domain ontology for Chinese reviews. Fine-grained ontology is used to describe
synonymous expressions of product features, which are reflected in word changes in online reviews. First, a
semiautomatic construction method is developed by using Word2Vec for fine-grained ontology. Then, feature-
level sentiment analysis that combines rules parsing and the fine-grained domain ontology is conducted to extract
explicit and implicit features from product reviews. Finally, the domain sentiment dictionary and context senti-
ment dictionary are established to identify sentiment polarities for the extracted feature-sentiment combinations.
An experiment is conducted on the basis of product reviews crawled from Chinese e-commerce websites. The results
demonstrate the effectiveness of our approach.
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1.0 Introduction ample, users can access required material or information

services via the internet, such as online shopping, movie
People’s lifestyles have changed in the era of mobile inter- or music downloads, social interactions, and information
net. Almost nothing is separable from the internet, includ- browsing, Moreover, users can express their opinions and
ing food, clothing, and transportation. Everyone is both a experiences through the internet, such as product reviews

recipient and a potential provider of information. For ex- on e-commerce websites, movie reviews on film websites,
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and news reviews on social networking websites. Because
of the large number of users, review data are increasing
exponentially. These visible data are only the tip of iceberg,
and a large part of the value is hidden at a deeper level.
Mining and utilizing these reviews are of great significance

By analyzing the sentiment of user reviews, website op-
erators or merchants can analyze the pros and cons of a
product, speculate on users’ preferences to develop a rea-
sonable marketing strategy, and propose plans to improve
the product’s reputation and profitability. Producers of lit-
erary works such as movies (Kumar et al. 2019) and the
tourism industry (Afzaal et al. 2019) can also understand
popular trends and users’ perceptions for the works. These
reviews, which reflect users’ opinions and sentimental
tendencies, are increasingly of great value.

Review mining and sentiment analysis have become hot
topics in both academia and industry, with many scholars
having contributed excellent research. However, compared
with abundant English resources, Chinese corpora for sen-
timent analysis are relatively limited (Chen and Huang
2019). Due to the complexity of Chinese text and non-
standard expressions in web reviews, some issues and dif-
ficulties in research on sentiment analysis yet remain. For
example, nonstandard punctuation, unreasonable gram-
matical structure, and typos are abundant, but the current
dependency parser can identify only standardized sentence
elements. In feature-level sentiment analysis, most studies
fail to notice the contextual specificity of sentiment words,
and some sentiment words are often specific to only a cer-
tain product feature. In many studies that combine ontol-
ogies for feature extraction, traditional domain ontologies
are based on mostly standardized professional terminol-
ogy. Reviews frequently feature a large number of nonpro-
fessional vocabularies and colloquial expressions that are
not present in the ontologies and, therefore, ignored,
which reduces the accuracy of sentiment analysis. In addi-
tion, the automated or semiautomatic construction of on-
tologies has always been a difficult aspect of research.

To address these issues, this study proposes a domain
ontology construction and sentiment analysis method
based on review mining. Fine-grained domain ontology for
review mining is proposed to solve the issue of different
types of synonymous or irregular descriptions of product
features in Chinese reviews. We propose a domain ontol-
ogy construction method based on Word2Vec. With assis-
tance from machine learning to sort out fine-grained de-
scription words of product features, semiautomatic con-
struction of product ontology is realized. Feature-level
product review sentiment analysis involves two key steps
in our study: feature extraction and sentiment classifica-
tion. For feature extraction, rules parsing and domain on-
tology are used to extract features as explicit or implicit.
For sentiment classification, we construct 2 domain senti-

ment dictionary and a context sentiment dictionary to
overcome the defects of the existing general sentiment
dictionary.

The remainder of this paper is organized as follows:
Section 2 reviews previous research on review sentiment
analysis, product feature extraction, and product review
domain ontology. Section 3 explains the proposed ap-
proach and gives a detailed description of domain ontol-
ogy and sentiment analysis. Section 4 presents the experi-
ments and discusses the results. Section 5 concludes the
paper and provides directions for future work.

2.0 Literature review
2.1 Feature-level sentiment analysis

Systematic research on sentiment analysis began with Tur-
ney’s work in 2002. He used unsupervised machine learn-
ing algorithms to classify reviews into thumbs up and
thumbs down (Peter 2002). In later research, sentiment
analysis was divided into three levels: chapter-level senti-
ment analysis, sentence-level sentiment analysis, and fea-
ture-level sentiment analysis.

The main task of chapter-level sentiment analysis is to
conduct sentiment classification of an entire document.
Research ideas on this process can be divided into two
types: those based on sentiment knowledge and those
based on machine learning (Arruda et al. 2017). Sentence-
level sentiment analysis divides an entire document into
sentences and uses individual sentences as the object of
the sentiment analysis. Review texts usually include two
types of statements: subjective sentences and objective
sentences. Sentences containing the users’ sentiment
tendencies are considered to be subjective sentences, while
the objective sentences contain the users’ descriptions of
a certain target without emotional sentiment. As research
progressed, people gradually discovered that many objec-
tive sentences describe a certain fact but still have senti-
ment tendencies. Therefore, the task gradually evolved
from the recognition of subjective sentences to the recog-
nition of sentiment sentences.

Feature-level sentiment analysis is also known as aspect-
level analysis and is a fine-grained model of sentiment
analysis that deals with determining the opinion or senti-
ment tendencies intended by social media users about a
specific feature (aspect) of a product, service, or other en-
tity (Medhat et al. 2014). This type of analysis usually in-
cludes identification of the opinion holders, extraction of
the evaluation objects, extraction of sentiment words, and
extraction of sentiment evaluation units. The opinion
holder is the initiator of the sentiment opinion. The eval-
uation object is the target of the sentiment word in sen-
tences, which may be the product feature. This technique
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will be detailed in Section 2.2. Sentiment words are the
words that contain sentimental information in sentences,
mostly adjectives and verbs. The sentiment evaluation is
extracted as a mutual auxiliary unit rather than an evalua-
tion object and a sentiment word separately. This is im-
portant because sentiment words do not always indicate
sentiment tendencies when they appear alone, and the
same sentiment word may have different sentiment
tendencies when applied to different evaluation objects.
According to Hu (Hu and Liu 2004; Togir and Yu 2016), a
feature-level sentiment analysis task can be divided into
three main subtasks: feature extraction, sentiment lexicon
analysis, and opinion summarization.

2.2 Product feature extraction

Features are the objects described by sentiment words in
product reviews. For example, in the review “The screen
of iPhone X is very large,” the product feature is “screen.”
To develop and evaluate sentiment analysis at the feature
level, feature extraction is a crucial process that can be ei-
ther explicit or implicit. The feature is considered explicit
if it is mentioned explicitly in the review sentences; other-
wise it is considered implicit (Hu and Liu 2004).

Methods for the extraction of explicit features can be
divided into two types: rule-based methods and machine
learning-based methods. Li et al. (2010) improved a fea-
ture-mining method based on English reviews and applied
it to Chinese reviews; a series of rules were proposed to
define noun phrases, and association rules were used to
mine Chinese product features. Wouter et al. (2014) pro-
posed a method of matching the syntactic dependency
path among different words in a sentence. To identify
product features and their opinion words, ten handcrafted
dependency paths were defined. The superiority of this
method is that it requires only a small seed set, whereas
other classifiers require a large trained corpus (Schouten
and Frasincar 2016). The application of machine learning
in explicit feature extraction can be divided into sequence
models and topic models. The main principle of the se-
quence model is that a sentence is a grammatical relation-
ship that connects words, so the feature extraction is re-
garded as a sequence tag task. The main research methods
of sequence models are hidden Markov model (Wei 2009),
conditional random field (Tang 2019), and maximum en-
tropy model (Huang and Sun 2017), while topic models
include latent Dirichlet allocation (LDA) (Cui et al. 2018)
and probabilistic latent semantic analysis (PLSA) (Zhou
2016). Since LDA is designed to operate on the document
level, employing it for much finer-grained feature-level
sentiment analysis is not straightforward. Tang et al. (2019)
proposed a joint aspect based sentiment topic model that
extracted multi-grained aspects and opinions through the

simultaneous modeling of aspects, opinions, sentiment
polarities, and granularities by means of supervised learn-
ing, while using maximum entropy to improve perfor-
mance.

The extraction of implicit features is of great help for
sentiment analysis and can greatly improve the recall rate.
Implicit feature extraction techniques can be classified into
three approaches, namely, unsupervised, semi-supervised,
and supervised (Mohammad et al. 2018). Because unsuper-
vised methods do not require data annotation for implicit
features or any sort of training, they are the most fre-
quently used methods for feature extraction in previous
research works. Commonly used methods for unsuper-
vised implicit feature extraction include dependency pars-
ing (Zainuddin et al. 2016), association rule mining
(Mankar and Ingle 2015), ontology (Lazhar and Yamina,
2017), topic modeling (Rana et al. 2018), co-occurrence
(Prasojo et al. 2015), and rule-based (Wan et al. 2018). Liao
etal. (2019) focused on the recognition of fact-implied im-
plicit sentiment at the sentence level. A multi-level seman-
tic fusion method was proposed to learn the features.
Semi-supervised implicit feature extraction utilizes both la-
beled and unlabeled data to extract implicit features from
the corpus or require little training. Xu et al. (2015) ex-
tracted implicit features using both support vector ma-
chine (SVM) and explicit topic models. Semi-supervised
methods are still not sufficiently explored compared with
other types of methods. The supervised methods require
labeled data and cannot be generalized easily. Schouten and
Frasincar (2014) labeled the dataset with implicit features
and computed the co-occurrence score between the la-
beled implicit features and other dictionaries. Hajar and
Mohammed (2016) used a hybrid approach of the labeled
corpus, WordNet, and Naive Bayes classifier for implicit
feature extraction.

2.3 Product review domain ontology

Domain ontology is a professional ontology that describes
the concepts and the relationship between concepts in a
specific domain. The product review domain ontology is
an ontology built on the reviews of a certain product,
which represents the concepts, attributes, and relation-
ships of a product domain.

Some scholars have applied ontological approaches to
sentiment analysis. Yin et al. (2013) established a review
mining model to identify feature-sentiment combinations
based on domain ontology. Tang et al. (2016) constructed
product feature ontology to classify feature words and
then identified implicit features by calculating the colloca-
tion weights between sentiment words and product fea-
tures. Santosh et al. (2016) presented an ontology to im-
prove the performance of LDA. They used the ontology
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to identify appropriate features after clustering and showed
that the accuracy of the feature extraction greatly im-
proved. Sophie et al. (2018) focused on semantic enrich-
ment by employing ontology features in determining the
sentiment value of a given pair of review and feature.
Chen et al. (2018) designed a text analytics framework to
assess secondhand sellers’ reputations and developed a
feature extraction method that combined the results of
domain ontology and topic modeling to extract topical fea-
tures. Farman et al. (2019) proposed an ontology, LDA-
based and word embedding approach for sentiment classi-
fication using ontology-generated topics and features.
According to Schouten and Frasincar (2016), because se-
methods
knowledge with domain knowledge, ontologies are being

mantic naturally combine common sense
used to improve feature detection. Combining concept-cen-
tric semantic methods with the power of machine learning
will give rise to algorithms that can reason with language and
concepts at a whole new level. However, the ontologies

mentioned above are less suitable for the diverse and flexible

online language expressions of web users in regard to re-
view mining ot social media analysis and basically con-
structed manually. We will improve upon this aspect.

3.0 Proposed approach

The overall architecture of the proposed approach is di-
vided into two parts: fine-grained domain ontology con-
struction based on Word2Vec and sentiment analysis
based on rules parsing and domain ontology. These two
parts are respectively shown in the upper half and lower
half of Figure 1 and will be discussed in detail in Section
3.1 and Section 3.2.

3.1 Fine-grained domain ontology construction
based on Word2vec

As the importance of review mining increases, the use of
existing ontologies with standard terminology for know-
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Figure 1. Overall architecture for domain ontology construction and sentiment analysis.
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for the diverse and irregular expressions of social media
users.

The architecture for domain ontology construction and
sentiment analysis richness and complexity of Chinese ide-
ograms makes these expressions more flexible and change-
able. For example, the same entity or attribute may be rep-
resented in a vatiety of ways, and the inclusion of internet
slang and buzzwords makes these expressions richer. A
great breadth of informal vocabularies and spoken lan-
guage is contained in web reviews, and different users may
use different manners to describe the same product fea-
ture. According to word changes in user reviews, the do-
main ontology is no longer limited to professional vocab-
ularies. For example, “film” in the review “This film is

EENTS

great” is synonymous with the concepts “movie,” “motion
picture,” or “cinema.” Fach concept can have its own syn-
onym set. In studies of review mining based on lexicons
or ontologies, these words that do not appear in the dic-
tionaries or ontologies are often missed and ignored. As a
result, the effect of review mining is reduced. The fine-
grained domain ontology (FDO) for review mining pro-
posed in this paper can solve this problem. FDO is used
to describe synonymous expressions of product features,
which are reflected word changes in reviews. The ontology
constructed is designed for the diverse and flexible online
language expressions of social media users in regard to re-
view mining or social media analysis.

Based on deep learning, we propose a domain ontology
construction method based on Word2Vec. Through ma-
chine learning assisting in sorting fine-grained description
words of product features, semi-automatic construction
of product ontology is realized. The architecture for build-
ing a FDO based on Word2Vec is shown in the upper part
of Figure 1. The process is divided into three main mod-
ules, namely, data pre-processing, construction of a do-
main ontology concept-relation framework, and an ontol-
ogy concept words set extension based on Word2Vec. Tak-
ing the phone product as an example, we build a fine-
grained phone product domain ontology (phone FDO)
based on review mining.

The phone FDO adopts a semiautomatic construction
method that includes manual construction of the domain
ontology concept-relation framework, an automatic exten-
sion of the domain ontology concept words set, and the
sentiment assignment of the concept words. The purpose
of automatic extension of the domain ontology concept
words set is to automatically form synonymous relation-
ships in the ontology. The sentiment assighment of the
concept words is an extension of sentiment description
for ontology concepts, which will be described in Section
3.2.2.

3.1.1 Data pre-processing

This module collects the required corpus data from the in-
ternet and processes the data for cleaning, noise reduction,
and word segmentation. This section includes two data
sets: the ontology concepts set and the word vector model
training set.

The ontology concepts set is used to construct the con-
cept-relation framework of the phone domain ontology.
The construction of product domain ontology requires
some authoritative expertise that can represent the con-
cepts of the product and the relationships between con-
cepts. Domain concepts and relationships between con-
cepts can be extracted from authoritative and specialized
data, such as HowNet’s Chinese structural information
base, product parameter descriptions of e-commerce web-
sites, and professional portals.

The word vector model training data set is used to pro-
vide data support for the Word2Vec tool. The training
mode used by the Word2Vec model is the Skip-Gram in
which we can obtain the context or similar words associ-
ated with an entered word. The Skip-Gram requires a large
corpus for model training, so we must collect sufficient re-
view data. Because the training of the Word2Vec model is
based on words, word segmentation must be applied to the
training corpus. To facilitate a unified language style be-
tween the training corpus and experimental data, the same
type of mobile phone review data are selected as the
Word2Vec training data.

3.1.2 Domain ontology concept-relation framework

This module is used to construct a concept-relation frame-
work for the phone product ontology. The relationships
between concepts in the phone product ontology mainly
include synonymous relationships and subordinate rela-
tionships. For example, a synonymous relationship exists
between “mobile phone” and “phone,” and an overall-par-
tial relationship exists between “phone” and “screen.” The
“screen” and “resolution” is the upper and lower position
relations associated with the attribute.

The construction process of the concept-relation
framework for phone domain ontology includes the seed
concept words, the upper and lower positions, and the re-
lationships between concept words. Phone product pa-
rameters and product manual data collected via an elec-
tronic product portal are summarized and extracted to
form the seed concept words, which contain more special-
ized classification and descriptions of parameters, func-
tions, and components in the phone field. Then, we refer
to HowNet’s conceptual subordinate relationship docu-
ment, which includes the subordinate relationships be-
tween entity class, attribute class, and instance class, and
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the upper and lower position relationships between these
classes. After these two steps, the concept-relation frame-
work of the phone domain ontology is obtained.

3.1.3 Ontology concept words set extension

This module utilizes the Word2Vec tool to train the word
vector model and then extends the seed concept words set.
Word2Vec is a deep learning-based tool developed by
Google and is an effective auxiliary for the semiautomatic
construction of domain ontology.

An iterative algorithm is adopted to obtain an extended-
words set of the seed concept words set. Figure 2 presents
the process, and the details are as follows:

1) Initialize the input vocabularies by the seed concept
words set obtained in Section 3.1.2.

2) Call the Word2Vec word vector model. Generate the
concept words candidate set by setting a similarity
threshold to obtain words with high similarities as the
input vocabularies.

3) Iteratively input the difference sets between the output
vocabularies and input vocabularies into the word vec-

tor model to include words larger than the similarity
threshold and obtain the concept words candidate set.

4) Set the termination condition for iteration to end the
algorithm.

The concept words candidate set extracted by the iterative
algorithm should be further filtered. The Domain Mem-
bership Degree (Yu and Dang 2009) is used to analyze
each candidate words. The basic idea of this method is that
if a candidate word has a higher probability of appearing
in the foreground corpus than in the background corpus
and is evenly distributed in the foreground corpus, then
the word is an ontology concept word in this field. Then,
the words are arranged in descending order of Domain
Membership Degree. According to the scale of ontology
and the popularity of words, the words that best reflect
product properties are identified as fine-grained ontology
concept words. Finally, the resulting concept words set are
written as the extended words of the seed concepts into
the ontology conceptual framework.

[Seed Concept

Words

Input Z

Vocabularies / h

Y
Calculate Similar
Wo;&doge;:tor Words With the Seed
. Concepts Calculate the
Difference Sets
Output h
Vocabularies

Concept Words
Candidate Set

Figure 2. The process of ontology concept words set extension.
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3.2 Feature-level sentiment analysis based on rules
parsing and fine-grained domain ontology

The previous section introduced the construction process
of fine-grained phone product ontology, and this section
conducts feature-level sentiment analysis based on rules
dependency syntax and this domain ontology. The re-
search model is presented in the lower half of Figure 1.
The feature-level sentiment analysis in this study includes
an explicit feature extraction module based on rules pars-
ing, an implicit feature extraction module based on fine-
grained domain ontology, sentiment dictionary construc-
tion module, and the sentiment classification module.

3.2.1 Explicit feature extraction

This module performs dependency syntax analysis on the
preprocessed review sentences to obtain semantic depend-
ency relationships between words. All the combinations of
feature word and sentiment word in a sentence are regarded
as feature-sentiment combinations. By setting a series of ex-
traction rules, the feature-sentiment combinations, includ-
ing the evaluation object and the sentiment word, are ex-
tracted from the dependency relationship. However, the re-
sults of the dependency syntax analysis indicate that not all
the dependency relationships can extract valid feature-senti-
ment combinations. Most of the evaluation units exist in
only a small number of dependencies. Through the compat-
ative analysis of a large number of Chinese dependency re-
lationships and original sentences, relationships containing
valid feature-sentiment combinations are identified that ex-
ist only in the dependency relationships, such as the subject-
verb relationship (SBV), attribute relationship (ATT), adver-
bial relationship (ADV), left adjunct relationship (LAD),
and right adjunct relationship (RAD).

Therefore, we develop the following series of rule algo-
rithms for extracting Chinese explicit feature-sentiment
combinations. The inputs of the following algorithms are
all dependency parser documents after segmentation and
syntactic analysis of the review corpus. Each line contains
a dependency relationship of a word. The total number of
lines is set to n, where the first line is t; and the nth line is
t.. Bach line is treated as a list of three elements: the first
element t[0] is the original word, the second element t[1]
expresses the dependency relationship, and the third ele-
ment t[2] represents the word indicated by the dependency
relationship. The extraction rules are as follows.

1. ASA extraction rule

The ASA extraction rule is a combination of AS and
SA. AS is used mainly for the reviews containing noun
phrases, that is, ATT+SBV dependencies; SA is used

mainly for the reviews containing sentiment adverbs,
that is, SBV+ADV dependencies.

The first partis AS. In Chinese product review sentences,
we often see reviews such as “fast delivery speed” and
“not enough screen sensitivity,” where the feature words
are noun phrases composed of two nouns, i.c., “delivery
speed” and “screen sensitivity” Word segmentation
models are not yet able to automatically recognize these
phrases. After these corpora are segmented, noun
phrases are often identified separately as two separate
words, and thus noun phrases that should be distributed
as a whole are assigned to different dependencies.

Then, the SA part, which can be viewed as an optimi-
zation of the AS part, is implemented. According to the
analysis of a large number of review corpora, many
user reviews contain sentiment adverbs such as “very”
in “very big screen” and “unsatisfactory” in “unsatis-
factory power failure.”” These sentiment adverbs often
play a role in strengthening, weakening, or transforming
the sentiment orientation in sentences. For example,
“very” can strengthen sentiment, “a little” can slightly
weaken sentiment, and “no” directly changes the senti-
ment. In Chinese syntactic patser, sentiment adverbs
and sentiment words are usually divided into two words
and thus often do not appear in the same dependency
relationship. As a result, the extracted sentiment
tendencies might differ from those of the original texts.

Therefore, negative adverbs in the ADV relationship
must be extracted to ensure that the original sentiment
tendencies are unchanged. Based on a large number of
analyses and verifications, we propose the ASA
(ATT+SBV+ADYV) extraction rule.

ASA extraction rule:

a Set the number of document lines to t, 1 initialized
to 1;

b If ATTEg[1], SBVEt+1[1], SBVEti+2[1] //
Determine whether t, ti+1, and tir2 meet the
extraction rules
Then, extract t;, ti+1 and ti+o; perform step c;
Otherwise, i=i+1; return to step b;

c Ifg [Z]Zti+1 [0], ti+1[2]:ti+2[2], ti+2[0]: sentiment
adverbs // Determine whether the elements
in the lists of t;, ti+1, and ti+2 match the rules
Then, output feature-sentiment combinations,
where t[0]+ ti+1[0] is the feature word,
ti+2[0]+ti+2[2] is the sentiment word; 1 =i + 1, loop
step b;

Otherwise, i=i+1; return to step b;

d until i=n-2

am 13.01.2026, 01:02:43.


https://doi.org/10.5771/0943-7444-2020-2-105
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

112

Knowl. Org. 47(2020)No.1

Wei Wei, Yi-Ping Liu and Lei-Ru Wei. Feature-level Sentiment Analysis Based on Rules and Fine-Grained Domain Ontology

II. AAS extraction rule

Because product reviews are unwritten language pub-
lished by web users, the language style is casual, so some
linguistic phenomena, such as omission of punctuation
and irregular punctuation, exist. For example, in a Chi-
nese sentence ! THLIDRERR AJG S (that
means the mobile phone is powerful and superior in
quality, but punctuation is missing from the sentence).
In Chinese, “function” and “powerful” form a pair of
feature-sentiment combinations, and “quality” and “su-
perior” constitute a pair of feature-sentiment combina-
tions. Due to the nonstandard user review sentences, no
punctuation is placed between the two pairs of feature-
sentiment combinations, making it impossible for the
dependency parser to accurately identify the pairs. The
feature words and the sentiment words within the same
pair of feature-sentiment combinations are assigned to
two dependency relationships. The unit “quality-supe-
riot” in the latter half of the sentence is identified as a
SBV relationship, while the unit “function-powerful” in
the first half of the sentence has not been extracted.
Therefore, we need to set a rule to extract the word
pairs from the first half of the sentence. After analyzing
a large number of these Chinese structural dependen-
cies, we propose the following AAS (ATT+ATT+SBV)

extraction rules.

AAS extraction rule:

a. Set the number of document lines to t;, with i
initialized to 1

b. If ATT €t [1], ATT€t[1], SBVEti+2[1] //
Determine whether t;, tir1 and tir» meet the
extraction rules.

Then, extract t;, ti+1 and ti+2; perform step c;
Otherwise, i =1 + 1; return to step b;

c. If 6[2] = 6+1[2] = t+2[0] // Determine whether the
elements in the lists of t;, ti+1, and ti+2
conform to the rules
Then, output feature-sentiment combinations,
where t[0] is the feature word, t+1[0] is the
sentiment word; i =1 + 1; loop step b;
Otherwise, i=i+1; return to step b;

d. untili = n.

III. AS extraction rule

The mode of AS is included in both the ASA and AAS
extraction rules, that is, a2 combination of AAT and
SBV. The ASA rule considers the case of negative ad-
verbs, and the AAS rule includes the case where multi-
ple feature-sentiment combinations are parallel and un-
divided on the basis of AS. However, 2 more normal
dependency pattern exists. These dependencies have
noun phrases and no negative adverbs, and punctuation

is more standardized. The dependent syntax analysis re-
sults are more accurate and thus can be directly ex-
tracted. However, because the combination modes set
in the previous ASA and AAS rules already contain a
part of the AS mode, direct extraction would result in
duplication. Therefore, we add the judgment to exclude
the first two rule modes in the AS rules. The specific
extraction rules are as follows.

AS extraction rule:

a. Set the number of document lines to t;, i initialized
to 1;

b. If ATT € t[1], SBVEti+1[1],ADVE&tir» // When
i=1, determine whether t;, ti+1, and ti+» meet the
extraction rules
Then, extract t; ti+1; perform step d;

Otherwise, i=i+1; perform step c;

c. If ATT € ti4 [l], ATT € ti[l], SBV Eti+1[1],
ADV€ti+2 // WheniZ 2,determine whether t;1, t;,
ti+1,
and ti+2 meet the extraction rules
Then, extract t;, ti+1; perform step ds
Otherwise, i=i+1; perform step c;

d. If [2] = t1[0] // Determine whether the
elements in the lists of t; and ti+1 match the rules
Then, output feature-sentiment combinations,
where t;[0]+ ti[1] is the feature word, ti+1[2] is the
sentiment word; i=it1; loop step c.

Otherwise, i=i+1; return to step ¢

e. until i=n-1

IV. SA extraction rule

The SA extraction rule algorithm allows the combined
extraction of SBV and ADV relationships, which be-
long to the generalization based on ASA. In the ASA
rules, we consider the situation that punctuation is not
standardized. However, some treviews contain more
standardized punctuation. The evaluation object and
sentiment word are distributed in the same dependency
relationship. In this case, only the combination of SBV
and ADV can be extracted.

SA extraction rule:

a. Set the number of document lines to t, i initialized
to 1;

b. If SBVE t[1], ADVEti[1] // When i =1,
determine whether t;, ti+1, meet the extraction rules
Then, extract t;, ti+1; perform step d;

Otherwise, i=i+1; perform step c;

c. If ATT € t-1[1], SBV € [1],ADV €t+1[1] //

When i 2 2,determine whether ti-1, ti, tit1 meet

the extraction rules
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Then, extract t;, ti+1; perform step d;
Otherwise, i=i+1; perform step c;

d. If t[2]=ti+1]2], tix1[0]= sentimental adverb //
Determine whether the elements in the lists of t
and tj+; match the rules
Then, output feature-sentiment combinations,
where t[0] is the feature word, ti+1[0]+ti+1[2] is the
sentiment word; i=i+1; loop step c;

Otherwise, i=i+1; return to step c;

e. until i=n-1

V. SL+ extraction rule

LAD is the left additional dependency relationship.
Usually, semantic relations such as juxtaposition, com-
parison, and selection can be expressed according to the
keywords such as “and” and “or.”” Chinese product re-
views frequently compare two products, for example,
“i0S is more fluid than android” and “color and ap-
pearance both are very good.” In this sentence pattern,
one sentiment word often corresponds to multiple fea-
ture words, or multiple feature words may appear in the
sentence with only one sentiment word. In the previous
sentence, the sentiment word described by “fluid” is
i0S; in the latter sentence, the feature words corre-
sponding to the sentiment word “good" are the two
words “color” and “appearance.” Since the existing de-
pendency parser is not able to accurately identify this
Chinese phenomenon, some manual rules must be set
to extract these dependencies.

After analyzing a large number of dependency parsing
results, we find that the combination patterns of effec-
tive semantic components mainly follow the patterns
SBV + LAD + SBV, SBV + LAD + ATT, and SBV +
LAD + COO. The number of these combinations is
small in the dependency parsing results; thus, the ex-
traction rules are designed to extract these combina-
tions. The proposed SL+ extraction rules are as follows.

SL+ extraction rule:

a. Set the number of document lines to t;, i initialized
to 1;

b. If SBVE t[1], LADEti+1[1], SBVEti+[1] or
ATTEtii;[1] or COOEtis2[1]; // when i=1,
determine whether t;, ti+1, and ti+2 meet the
extraction rules
Then, extract ti, ti+1 and ti+2; i=i+1; loop step c;
Otherwise, i=i+1; return to step c;

c. Until i=n-2

In summary, the ASA extraction rule concentrates on the
combination occurrence of noun phrases and negative ad-
verbs. The AAS extraction rule focuses mainly on the fea-

ture-sentiment combinations that are assigned to different
dependencies due to nonstandard punctuation. The AS ex-
traction rule is used to identify the noun phrases combina-
tions that do not contain negative adverbs. The SA extrac-
tion rule is used to extract negative adverb combinations
without noun phrases. The SL+ extraction rule applies to
the case in which one sentiment word corresponds to mul-
tiple feature words.

3.2.2 Implicit feature extraction

Implicit feature extraction includes identification of im-
plicit sentiment words, sentiment weight assignment based
on the ontology concept, and matching of implicit fea-
tures. Some sentiment words in product reviews do not
point to obvious product features. For example, in a com-
mon Chinese review, “It’s too expensive for me,” although
the feature of “price” is described; from the perspective
of Chinese sentences and words, the sentiment word “ex-
pensive” does not match the obvious product feature. We
call such sentiment words implicit sentiment words. If the
sentiment words in review sentences are not explicit senti-
ment words, they must be implicit sentiment words. Im-
plicit sentiment words usually have two characteristics:
sentiment words with clear expression of sentiment
tendencies and sentiment words that do not match explicit
evaluation objects. Therefore, we propose a method to
identify implicit sentiment words based on explicit feature-
sentiment words. First, the sentences containing the ex-
plicit feature-sentiment combinations are filtered out from
the original reviews. Second, by performing segmentation
and part-of-speech tagging on the filtered texts, verbs and
adjectives ate collected for each review to form the implicit
sentiment words document. In Chinese, most sentiment
words are adjectives or a combination of adverbs and ad-
jectives. In the extraction of implicit sentiment words, we
recognize adjectives by default.

To assign implicit sentiment words to their correspond-
ing evaluation objects, we must first construct a corre-
sponding relation library between the sentiment words and
product features. According to the feature words, senti-
ment words and sentiment weights in the library, the most
suitable feature words will be matched with the implicit
sentiment words.

In Section 3.1, a semiautomatic method is used to con-
struct a fine-grained phone product ontology that includes
the concept of mobile phone and subordinate affiliation
in phone products. Combining the collocation relationship
between these feature words and the sentiment words, we
propose a method for assigning sentiment values to the
domain ontology concepts based on the weight of the ex-
plicit feature sentiment. The process is as follows.
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1) Identify sentiment words from explicit feature-senti-
ment combinations and cluster according to different
sentiment words.

2) In each cluster, the feature weight value is given accord-
ing to the occurrence frequency of each feature word.
The assignment formula of the feature weight value is
the number of occurrences of feature words in the clus-
ter divided by the total number of word pairs in the clus-
ter. For example, in the cluster of the sentiment word
“ugly,” there are sixteen pairs of feature-sentiment com-
binations, and “color-ugly” appears four times. Thus, un-
der the cluster of the sentiment word “ugly,” the feature
weight value of “color” is 0.25; “notch screen-ugly” ap-
pears twelve times, and thus, the feature weight value of
“notch screen” is 0.75.

3) Add corresponding sentiment words and weights to
each concept in the domain ontology based on the cal-
culated feature weights. Notably, when a sentiment
word is matched with multiple feature words, and these
words are synonymous under the same concept in the
FDO, the weight values should be added.

4) The feature word with the largest weight value in the
ontology is assigned to the implicit sentiment word.

3.2.3 Sentiment dictionary

The sentiment dictionary consists of three parts: the Gen-
eral Sentiment Dictionary, the Domain Sentiment Diction-
ary, and the Context Sentiment Dictionary.

The General Sentiment Dictionary is a universal affective
dictionary used in vatious fields. We use HowNet sentiment
dictionary for sentiment analysis. The dictionary contains
sentiment words and polarity indications represented by
numbers. These general and nonspecific terms have shown
their flaws in sentiment analysis for specific fields. For in-
stance, words such as “flashback” and “broken screen”
show up frequently in mobile phone reviews, but these sen-
timent words usually do not appear in the General Senti-
ment Dictionary. Thus, the Domain Sentiment Dictionary
is indispensable when performing sentiment analysis for a
specific field.

The construction of the Domain Sentiment Dictionary
includes two key steps: the acquisition of domain senti-
ment words and the judgment of sentiment categories. We
select product reviews from e-commerce websites as the
source of the Domain Sentiment Dictionary. Analysis of
a large number of corpora indicates that most sentiment
words are adjectives, and a small number are verbs. There-
fore, we set the recognition range of sentiment words as
adjectives and verbs in the reviews corpus. First, the re-
views corpus is segmented, and parts of speech are tagged,;
second, the adjectives and verbs are sorted according to
their frequency of occurrence, and words whose fre-

quency is greater than a certain threshold are extracted as
sentiment benchmark words. Then, the word vector model
trained by Word2Vec is used to find high-similarity words
to expand the sentiment benchmark words. Finally, senti-
mental categories are assigned to each sentiment word.
The structute of the Domain Sentiment Dictionary is
shown in Table 1.

Sentiment words Sentiment polarity
SEBL (crash) -1
AR (flashback) -1
&% (run hot) -1
FEBE (black screen) -1
R (stuck) -1
MZEILIR (network delay) -1
8 (smooth) 1
K (yellowing) -1

Table 1. Part of the Domain Sentiment Dictionary.

Morteover, some sentiment words belong to general senti-
ment words but in different contexts may show different
sentiment polarities. For example, “fast” in “logistics is
fast” is a positive sentiment, while in “power out too fast,”
it is a negative sentiment. Such sentiment words are usually
included in the General Sentiment Dictionary and are of-
ten given a fixed sentiment tendency. If only one sentiment
tendency is inclined to define such sentiment words in dif-
ferent contexts, the accuracy of the sentiment classifica-
tion will inevitably be reduced. Therefore, a Context Sen-
timent Dictionary is needed to express the different senti-
ment polarities for such sentiment words when they are
matched with different evaluation objects. For this senti-
ment dictionary, we manually sort the contextual sentiment
words and their evaluation objects from mobile phone re-
views and then mark the sentiment polarities for each
match. The structure of the Context Sentiment Dictionary
is shown in Table 2.

Feature-sentiment classification is the last step in senti-
ment analysis. The previously extracted explicit and implicit
feature-sentiment combinations are summarized. One
word pair per line represents a record. Each record is
matched to the dictionaries in the following order: Contex-
tual Sentiment Dictionary, Domain Sentiment Dictionary,
and General Sentiment Dictionary. If a sentiment word is
matched, the sentiment polarity is recorded. If the record
matches a certain sentiment dictionary successfully, it is no
longer matched against the next sentiment dictionary. All
the combinations are clustered according to the feature, the
sentiment values of all the records in the feature cluster are
added, and the average value is obtained as the final senti-
ment score for the feature.
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Sentiment Sentiment
Feature words .
words polarity
x BERE ] R ;
(big) (screen availability)
x TS B
(big) (phone thickness)
i I P
(high) (price)
% PRI ;
(high) (cost performance)
et futk P
(simple) (package)
fafEf S 1
(simple) (operating)
P ks P
(fast) (power out)
e &Rt 1
(fast) (delivery)
1 ke 1
(slow) (power consumption)
T Wit P
(slow) (logistics)

Table 2. Part of the Contextual Sentiment Dictionary.
4.0 Experiment and results analysis
4.1 Data description

For the ontology concepts set, we obtained product param-
eters and manual data from professional portals, such as
Mobile China and Pacific Internet. For the word vector
model training set, we wrote Python programs to crawl
nearly 300,000 mobile phone review data from Chinese
websites, such as Jingdong and Taobao, and mobile phone
forums.

Due to the different format of review text from various
websites, some noise data, such as emoticons, advertise-
ments, and links, were intermixed with the original data.
After the preprocessing steps of cleaning and noise reduc-
tion, 250,760 pieces of review data remained as the train-
ing corpus for Word2Vec word vector model.

The experimental data of the feature extraction and
sentiment analysis were obtained from Chinese reviews for
the latest mobile phone product, iPhone X, in Jingdong
Mall. After the preprocessing steps of cleaning and noise
reduction, 10,000 phone review sentences with at least one
sentiment word were selected for sentiment analysis.

4.2 Fine-grained domain ontology construction

The mobile phone product parameters and manual data
crawled from the official electronic portal are summarized
to obtain the seed concept words set of the phone prod-
uct. Referring to HowNet’s Chinese information structure
library, the seed concepts are defined by the upper and

Camera, Photograph, Camera Type, Pixel
Camera, Wide Angle, Telephoto, Video, Au-
dio, GPS, Payment, APP, MP3, Entertain-
ment, Game, Sound Effect

RAM, ROM, Memory Capacity, OS, iOS,
System and | Android, WP, Symbian, Battery, mAh, Bat-
Hardware tery Capacity, Charger, Headset, Data Wire,
USB

Color, Size, Bar Phone, Clamshell, Slide
Phone, Keyboard, Thickness, Weight, Mate-
rial, Operation Type, Glass Body, Virtual
Button Bar

Screen Size, Screen Style, Screen Color,
Resolution, Screen Availability, Main Touch
Screen, Touch Panel, MultiTouch, OLED,
HD

Bluetooth, Signal, Network Mode, CPU,
Dual SIM, Operator, GSM, GPRS, CDMA,
3G, 4G, 5G, WCDMA, SIM Card, Volte,
WiFi, TD-LTE, FDD-LTE

Customer Service, After Sale, Warranty, Lo-
gistics, Delivery, Package, Three Guarantees
Certificate, Return Policy, Invoice Nation-
wide Warranty

Function

Appearance

Screen

Operator
and
Network

Services

Table 3. Some important terms of the phone product on-
tology.

lower positions and the relationships that form the con-
ceptual relationship framework of the fine-grained phone
product ontology. Table 3 shows a selection of important
terms involved in the phone product ontology.Then, the
concept of each node in the ontology is synonymously ex-
tended. We use the Word2Vec toolkit provided by the Py-
thon gensim module to train the corpus. Based on the sim-
ilarity calculation for a large number of words, the similar-
ity threshold is set to 0.634. Words with similarity greater
than this threshold are used as synonymous extensions of
the seed concept words. Finally, these words are arranged
in descending order of Domain Membership Degree. Ac-
cording to the scale of the experimental ontology, the
number of synonymous extended words of each ontology
concept is set to no more than eight.

The phone product ontology “class” is based on the
properties of the phone product. To design the class and
class hierarchical structure, the general concepts are de-
fined first, and then the defined concepts are specialized.
The hierarchical structure of this ontology mainly includes

EENT3

several major classes, including “brand,” “functions,” “sys-
tems and hardwate,” “appearance,” “screen,” “operator
and network,” and “services.” Each major class contains
the corresponding subclass. Important attributes involved
in the phone product ontology include “is_part_of,”
“is_attribute_of,” and “has_appearance_of,” among other
object attributes and datatype attributes corresponding to

various product parameters.
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We adopt the knowledge engineering method (Natalya
and Deborah 2001) to construct the phone product ontol-
ogy. This method assumes that there is no absolutely cor-
rect way to model a certain domain, all solutions must be
adapted for practical application, and the process of on-
tology development is one of continued iteration. The
generated phone product domain ontology is visualized by
Protégé5.2.

Protégé is an open java-based tool that integrates ontol-
ogy editing and supports knowledge representation of
class, class multiple inheritances, class properties, and class
individuals. Part of the phone product ontology is shown
in Figure 3. The fine-grained synonymous concepts are
stored in the ontology by adding individuals. Figure 3
shows the synonymous concepts of “camera,” including
“photo,

EENNTS

picture,” “lens,” “shot,” and “photography.”

4.3 Feature-level sentiment analysis

Dependency syntax analysis is performed on the review
texts. We adopt Pyltp, the implementation version of the
Harbin Institute of Technology Language Platform (LTP)
in Python, which provides rich and efficient natural lan-
guage processing techniques, such as Chinese word seg-
mentation, part-of-speech tagging, named entity recogni-
tion and dependency syntax analysis. Then, according to
the five extraction rules proposed in Section 3.2.1, namely,
ASA, AAS, AS, SA, and SL+, explicit feature-sentiment
combinations ate obtained, and the format is shown in Ta-
ble 4. We can observe that explicit feature-sentiment com-
binations with negatives, noun phrases, and degree adverbs
are correctly extracted.

[Actwe Ontology xIEntltles :ﬂ Individuals by class xIDL Query leOWL ngWLV'z xJ_CI

S[WECE]  Annotations | U_sagé |

8 X Y5 Rl Annotations: photo

v @ owl:Thing
» @ Brand
v @ Services
© Package
> @ Logistics
» @ CustomerService
v Operator_and_Network
O wifi
@ Bluetooth
@ Signal
» @ NetworkMode
v @ Screen

—  Ann

otations

N
S e Descr:ptlon photo pos=a|f

» @ ScreenStyle

» @ ScreenSize 1ypes §
» ) Apprearance ® Camera
» ) System_and_Hardware
v Function
© app Same Individual As .
— @ GPS
» O Entertainment @ victure
v @ Photography
O Pixel
O CameraFeatures s ©® shoot
@ shot
Instances: photo BISEE @ photograph
& X @ screen
; @ lens
For: ® Camera @ video. camerd
& lens -
Different Individuals
@ photograph -
& Photography
& picture
@ screen
& shoot ~!

Figure 3. Part of the phon

e ontology and ontology hierarchy.
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Explicit feature words Sentiment words

PEIN L (cost performance) | AN (low)

RICHEE (delivery speed) IR (very fast)

SRR (response/ reaction) R (responsive /quickly)

IBATHE (running speed) | {RHR (very fast)

R R (delivery man) AN (good)
FI (touch) To 518 (unbeatable/nice)
OLEDJ# (OLED screen) A (good)

Table 4. Part of the explicit feature-sentiment combinations.

To evaluate the performance of our method in extracting
explicit feature- sentiment combinations, a total of 30%
of records are randomly selected from the experimental
corpus. The five proposed rules are used to analyze these
3,000 records by rules dependency syntax and to extract
explicit feature-sentiment combinations. At the same time,
these 3,000 records are manually identified to extract ex-
plicit feature-sentiment combinations. Three students are
instructed to perform the identification task, and each fea-
ture-sentiment combination is recognized by all the three
students.

We use precision (P), recall (R), and F-measure (F) to
evaluate the extraction effect. Some parameters are defined
as follows: TP is the number of valid feature-sentiment
combinations extracted by the rules, TN is the number of
invalid feature-sentiment combinations extracted by the
rules, and N is the number of feature-sentiment combina-
tions recognized manually.

Precision (P) = TP:% M
Recall R) === (2)

2xP*R
o O

F-measure (F) =

The total number of explicit feature-sentiment combina-
tions extracted by the rule algorithms is 2,418, and the
number of valid explicit feature-sentiment combinations
is 2,082. The number of explicit feature-sentiment combi-
nations recognized manually is 2,455. Table 5 shows the
evaluation results of our rule algorithms.

Precision Recall F
0.861 0.848 0.854

Table 5. Performance evaluation of the extraction rules.

Although we consider the fact that some punctuation is
not standardized in the extraction rules, nonstandard
punctuation, unreasonable grammatical structure and ty-
pos are abundant. Since the current dependency parser can
identify only standardized sentence elements, further rules
need to be developed for the identification of these irreg-
ular words.

Next, we use the FDO with sentiment weight to match
implicit sentiment words and feature words. The steps in
3.2.2 are followed to identify implicit sentiment words and
to assign sentiment weights to ontology concepts. The vis-
ual results of some ontology concepts after sentiment
weight assignment are shown in Figure 4.

According to the sentiment words and the weight of
each concept in the ontology, the concept with the highest
weight for an implicit sentiment word is used as the feature
word. For example, for the Chinese review sentence “too
expensive, my heart hurts,” the sentiment word “expen-
sive” is matched with the feature “price.”

To evaluate the performance of our method in extracting
implicit feature-sentiment combinations, explicit feature-
sentiment combinations recognized manually in the experi-
mental corpus are filtered out, and 402 pieces of review cor-
pus with adjectives or combination of adverbs and adjec-
tives obtained from the remaining reviews corpus are iden-
tified as implicit sentiment words. The FDO with sentiment
weights is used to match the implicit sentiment words and
feature words. At the same time, the 402 pieces of review
sentences and extracted implicit feature-sentiment combina-
tions are judged manually, of which 327 extracted implicit
feature-sentiment combinations are identified as valid.
These findings indicate that the knowledge-enhanced
method with semantic information can improve the effec-
tiveness of feature detection and sentiment analysis.

The final step is to calculate the sentiment value of each
product feature. After summarizing the explicit feature-
sentiment combinations and the implicit feature-sentiment
combinations extracted above, the Contextual Sentiment
Dictionary, Domain Sentiment Dictionary, and General
Sentiment Dictionary are sequentially matched in order,
and the sentiment polarities are marked for the combina-
tions. Part of the sentiment classification results of fea-
ture-sentiment combinations are shown in Table 6. We can
observe that sentiment polarities of feature-sentiment
combinations with negatives, noun phrases, and degree ad-
verbs are correctly judged.

The performance is evaluated on the basis of precision,
recall, and F-measure. The parameters are defined as fol-
lows: precision is the number of feature-sentiment combi-
nations correctly judged as (+/-) divided by the number
of featute-sentiment combinations judged as (+/-) by the
rules; and recall is the number of feature-sentiment com-
binations cotrectly judged as (+/-) divided by the number
of feature-sentiment combinations that actually belong to
(+/-).

Comparative experiments are conducted between our
method and the method using only the General Sentiment
Dictionary. Table 7 shows the sentiment classification re-
sults of experiments. We can observe that all the evaluation
indicators detected the classification results by our method
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Figure 4. Part of the sentiment weight assignment of the domain ontology concept

Feature-sentiment combinations Sentiment polarity
M --15HE (appearance--stunning) 1
[ AT I E AR K (screen availability--very high) 1
R SN (screen--big enough) 1
{36515 (package-- perfect) 1
K- (delivery--fast) 1
T EE (touch--nice) 1
PEAS LB (cost petformance-—-low) -1

Table 6. Part of the sentiment classification results of feature-sentiment combinations.

Method Polarity Precision Recall F-measure
Positive 0.92 0.93 0.92
(0] thod
urmetho Negative 0.90 0.81 0.85
c . hod Positive 0.75 0.77 0.76
t
omparative metao Negative 0.67 0.55 0.61

Table 7. Performance evaluation of sentiment classification.
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are better than those detected by the comparative method.
The precision achieved by the proposed method is nearly
90%, which is an improvement over setting more appropri-
ate rules and more contextualized knowledge mapping for
the Chinese corpus. Our approach can provide more de-
tailed sentiment analysis results. Furthermore, the positive
sentiment classification results consistently outperform the
negative sentiment classification results in both methods.
This occurs because review users are more inclined to give
a positive evaluation than a negative evaluation, and thus the
higher cardinality of positive reviews than of negative re-
views causes an imbalance in the experimental results.
Finally, all the feature-sentiment combinations are clus-
tered according to the feature words, and the sentiment
values of all the records in each feature word cluster are
added and averaged to obtain the final sentiment score of
the feature words. Figure 5 presents the calculation results
of some feature sentiment values for iPhone X. The direc-
tion and values in the histogram discriminate the uset’s sen-
timent orientation towatrds a certain feature. The results
show that users positively evaluate the features of “OLED

2 <«

screen,” “delivery,” “camera,” and “appearance” but nega-

2

tively evaluate the features of “price,” “cost performance,”’
and “notch screen.” For the features of “customer service”

and “screen size,” the overall opinions are relatively neutral.
5.0 Conclusions and future work

Pursuant to its aim to obtain sentiment polarity and senti-
ment scores for the product feature level, this study ex-
tracts the explicit features of products based on rules pars-
ing, extracts implicit features of products based on domain
ontology, and establishes a series of sentiment lexicons to
analyze the sentiment value of the product features, which

can provide new ideas for feature-level sentiment analysis.
Furthermore, we propose the concept of FDO for review
mining, which is used to describe synonyms of the same
entity or attribute in reviews. A semiautomatic method is
adopted to construct FDO for review mining, which uses
machine learning to determine synonymous internet
words and improve the efficiency of ontology construc-
tion. The method proposed in our study improves the ac-
curacy of feature extraction and the effect of sentiment
analysis to some extent.

Odur study is also subject to limitations and deficiencies.
In the process of domain ontology construction, the ac-
quisition of seed concept words and the upper and lower
relationships are still manually constructed. Algorithms in-
stead of manual operations could be used to improve the
automation level of domain ontology construction. In ad-
dition, a large number of language irregularities exist in ac-
tual Chinese review texts, such as omitted punctuation, ab-
breviated words, and typos. Therefore, future work will fo-
cus on proposing rule algorithms for different grammati-
cal irregularities to further improve the extraction perfor-

mance.
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