1. Computer und Telekommunikation in den USA
(1950er/1960er Jahre)

Das Zeitalter des vernetzten Computers begann mit einem Wettbewerbsverfahren. Am
24. Januar 1956 akzeptierte ein Bundesgericht in New Jersey eine Ubereinkunft, mit der
das amerikanische Justizministerium und der grofite Telekommunikationskonzern der
Welt einen jahrzehntelangen Konflikt beilegten. Im sogenannten Consent Decree ver-
pflichtete das Bell System sich, seine Geschiftstitigkeit auf den Telekommunikations-
markt zu begrenzen und auf seine mehr als 8.700 Patente zu verzichten. Im Gegenzug
wurde der Konzern nicht zerschlagen und durfte sein ertragreiches Telefonmonopol
behalten.!

Die Bedingungen, zu denen das Wettbewerbsverfahren beigelegt wurde, definier-
ten fir die nichsten dreiflig Jahre den amerikanischen Telekommunikationssektor und
pragten die Entwicklung von Datenverarbeitung und Telekommunikation auch iiber die
USA hinaus. Im ersten Teil dieses Kapitels stehen daher Hintergriinde und Folgen des
Consent Decree von 1956 im Mittelpunkt. Es bildete die Grundlage dafiir, dass die junge
Datenverarbeitungsindustrie von der technologischen Leistungsfihigkeit des Bell Sys-
tems profitieren konnte, das seit der Jahrhundertwende einer der fithrenden Technolo-
giekonzerne der Welt war, ohne die Konkurrenz des finanzstarken und einflussreichen
Monopolisten fiirchten zu miissen. Durch das Consent Decree konnte sich die amerika-
nische Computerindustrie daher schnell zu einem einflussreichen und selbstbewussten
Wirtschaftszweig entwickeln.

Im zweiten Teil dieses Kapitels liegt der Fokus auf der Entwicklung der Datenverar-
beitung in den 1950er und 1960er Jahren, die stark von der Kybernetik beeinflusst war.
Die Konzeptualisierung von Menschen und Computern als unterschiedliche Auspri-
gungen desselben Phinomens, der informationsverarbeitenden Maschine, stellte die
Kommunikation von Menschen und Computern in den Mittelpunkt. Damit erhielt Te-
lekommunikation eine neue Bedeutung fiir die Datenverarbeitung. Als reguliertes Mo-
nopol war das Bell System durch das Consent Decree verpflichtet, den Anwendern von

1 Vgl. Sterling/Weiss/Bernt, Shaping American telecommunications, S.107-108.
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Datenverarbeitung einen diskriminierungsfreien Zugang zu seinen Netzen zu gewih-
ren. Die Unternehmen der amerikanischen Datenverarbeitungsindustrie konnten da-
her in den 1960er Jahren Computer an das Telefonnetz anschlieflen und ihren Kun-
den tiber diesen Weg Zugang zu ihren Produkten anbieten. Als sich gegen Ende der
1960er Jahre dann abzeichnete, dass Menschen nicht nur mit Computern interagieren
konnen, sondern dass Computer auch als michtige Werkzeuge zur Kommunikation
zwischen Menschen genutzt werden kénnen, war allerdings unklar, ob der Computer
als Kommunikationsmedium den Regeln des Telekommunikationssektors unterliegen
oder dem Wettbewerb des Datenverarbeitungsmarktes itberlassen werden sollte.

l.a Der amerikanische Telekommunikationssektor zu Beginn
des Computerzeitalters

Historische Hintergriinde

Mit der Unterzeichnung des Consent Decree wurde am 24. Januar 1956 ein Wettbe-
werbsverfahren beigelegt, mit dem die Truman-Regierung 1949 die Macht des Bell Sys-
tems begrenzen wollte. Dabei ging es um die Frage, in welchem Umfang einem pri-
vatwirtschaftlichen Unternehmen ein Monopol zugestanden werden sollte, um ein gut
funktionierendes Telefonsystem zu erhalten. Diese Frage stellte sich in den USA, da
das Telefonnetz nicht, wie in vielen anderen Lindern, von einer staatlichen Institution
betrieben oder von einem staatlichen Monopol geschiitzt war. Der amerikanische Tele-
kommunikationssektor war stattdessen seit der zweiten Hilfte des 19. Jahrhunderts von
einem wechselnden Spannungsverhaltnis zwischen staatlicher Regulierung und privat-
wirtschaftlicher Autonomie gepragt.

Nach der Patentierung des Telefons durch Alexander Graham Bell im Jahr 1876 war
es seinen Investoren gelungen, durch Aufkauf von Patenten, Gerichtsverfahren und Li-
zenzabkommen ein Unternehmensgeflecht aufzubauen, das als Bell System ein fak-
tisches Monopol auf den Betrieb von lokalen Telefonnetzen hatte. Die Ertrige seines
Monopols investierte das Bell System in den Aufbau eines Netzes fiir Ferngespriche.
Nachdem das grundlegende Telefonpatent 1894 ausgelaufen war, konnte das Bell System
sein Monopol zunichst nicht im selben Umfang aufrechterhalten, und es begann eine
wettbewerbsgepragte Phase, in der der amerikanische Telefonmarkt stark wuchs. In
dieser Zeit bauten unabhingige Telefongesellschaften eigene Telefonnetze auf und ex-
pandierten zunichst in lindlichen Regionen, die bis dahin vom Bell System unversorgt
geblieben waren. Nach der Jahrhundertwende intensivierte sich auch in den Stidten
der Wettbewerb. Als Folge stieg die Zahl der Telefonanschliisse deutlich an. 1907 zahlte
die amerikanische Zensusbehérde bereits mehr als 6 Millionen Telefonanschliisse, von
denen 3,1 Millionen zum Bell System gehérten.>

Das Verhiltnis zwischen dem Bell System, an dessen Spitze seit dem Jahr 1900 das
Unternehmen American Telegraph und Telephone (AT&T) stand, und den unabhingi-
gen Telefongesellschaften war von Vorwiirfen des unfairen Wettbewerbs gepragt, da

2 Vgl. Brooks, Telephone, S.127.
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AT&T nur seinen eigenen Telefongesellschaften Zugang zu ihrem Netz gewihrte. Dies
fithrte fir die Kunden der unabhingigen Telefongesellschaften zu der unbefriedigen-
den Situation, dass sie keine Bell-Anschliisse anrufen oder Ferngespriche fithren konn-
ten, da den unabhingigen Gesellschaften das Kapital zum Aufbau eines eigenen Fern-
netzes fehlte. Statt vom Wettbewerb durch mehr erreichbare Telefonanschliisse oder
niedrigeren Preisen zu profitieren, sahen Unternehmen sich in dieser Zeit gezwungen,
unterschiedliche Telefonanschliisse zu unterhalten, um fiir alle Kunden erreichbar zu
sein. Sofern eine unabhingige Telefongesellschaft in finanzielle Schwierigkeiten geriet,
nutzte das Bell System diese Gelegenheit und kaufte das Unternehmen auf und schloss
die Kunden an sein Netz an.?

Diese unbefriedigende Situation auf dem Telefonmarkt veranlasste die amerikani-
sche Regierung, sich mit der Regulierung des Telefonmarktes zu befassen. 1910 wurden
die Betreiber von Telefonnetzen zunichst zu »common carrier« erklirt, die ihre Dienst-
leistungen diskriminierungsfrei und zu fairen Preisen anbieten mussten. Da dies nur
wenig an der Situation auf dem Telefonmarkt dnderte, eréffnete die amerikanische Re-
gierung im Sommer 1913 ein Wettbewerbsverfahren gegen das Bell System. Um eine
weitergehende Regulierung oder eine Zerschlagung zu verhindern, erklirte sich der
Konzern in einem Brief seines Vizeprasidenten Nathan Kingsbury an das Justizminis-
terium bereit, unabhingigen Telefongesellschaften Zugang zu seinem Netz zu gewih-
ren und sie nur noch in Ausnahmefillen aufzukaufen. Im Jahr 1921 wurde die Wett-
bewerbsphase des amerikanischen Telefonmarktes dann durch den Willis Graham Act
beendet, der lokale Monopole erlaubte. Damit hatte der amerikanische Telefonmarkt
seine Struktur gefunden, die bis in die 1980er Jahre bestehen sollte: Neben einer Viel-
zahl von regionalen Telefonanbietern des Bell Systems betrieben in manchen Regio-
nen unabhingige Gesellschaften lokale Telefonnetze, die iiber das Fernnetz von AT&T
an das landesweite Netz angeschlossen waren.* Damit wurde der amerikanische Tele-
fonmarkt von privatwirtschaftlichen Unternehmen kontrolliert, Wettbewerb zwischen
diesen Unternehmen fand aber kaum statt.

Im Jahr 1934 wurde die Uberwachung und Regulierung des Telefon- und Telegrafen-
marktes dann, gemeinsam mit der Aufsicht iiber den Rundfunk, in der Federal Commu-
nications Commission (FCC) zusammengefasst. Wihrend die FCC ihren gesetzlichen
Auftrag, allen Amerikanern Zugang zu leistungsfihigen Kommunikationsmdéglichkei-
ten zu fairen Preisen zu ermbglichen,s in den nichsten Jahren vor allem zur Gestaltung
der amerikanischen Radiolandschaft nutzte,® hielt sie sich beim Telefon zunichst zu-

3 Vgl. ebenda, S.109.

4 Vgl. Sterling/Weiss/Bernt, Shaping American telecommunications, S.64-85; Wu, The Master
Switch, S. 54-57; John, Network nation, S. 340-369.

5 »[...] to make available, so far as possible, to all the people of the United States a rapid, efficient,
nationwide, and worldwide wire and radio communication service with adequate facilities at rea-
sonable charge [...]«. §1 des Communications Act von 1934.

6 Mit dem Argument, dass das fiir Rundfunkibertragungen nutzbare elektromagnetisches Spek-
trum begrenzt sei, hatte bereits die Vorgangerinstitution der FCC, die Federal Radio Commissi-
on (FRC), die Zulassung von Rundfunksendern von einem 6ffentlichen Interesse (»public interest,
convenience and necessity«) abhdngig gemacht. Durch die Definitionsmacht iiber diese unklaren
Begriffe gewann die FCC grofden Einfluss auf die Auswahl und Programminhalte der ansonsten
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riick. Die FCC stand hier vor der Herausforderung, dass sie angemessene Preise fiir Te-
lefonanschliisse und Gespriche festlegen musste, die die Qualitit und den Ausbau des
Netzes sicherstellten und gleichzeitig den Anteilseignern der Telefongesellschaften ei-
ne angemessene Rendite erméglichten. In regelmifRigen Abstinden ermittelte die FCC
daher, welche Einnahmen die Telefongesellschaften bendtigten, um das Telefonnetz zu
finanzieren und ihren Investoren eine marktiibliche Rendite zu zahlen. Auf Grundlage
der festgelegten Einnahmen konnten die Telefongesellschaften dann ihre Preise kalku-
lieren.”

Bei ihrer Griindung sah sich die FCC vor das Problem gestellt, dass sie wenig tiber
den Telefonmarkt und die Strukturen des Bell Systems wusste. Um dieses Wissensde-
fizit zu beseitigen, gab die FCC bei ihrer Griindung eine breit angelegte Untersuchung
in Auftrag. Bis 1939 erforschte ein Team unter der Leitung des Kommissars Paul Walker
den amerikanischen Telefonmarke seit seinen Anfingen und die internen Strukturen
des Bell Systems. 1938 legte Walker einen Vorabbericht vor und warf dem Bell System
vor, die Preisregulierung durch die FCC zu manipulieren, indem es seine Ausriistung
ausschlieflich von seiner eigenen Tochterfirma Western Electric herstellen liefk. Durch
dieses exklusive Verhiltnis war AT&T in der Lage, die Kosten der Telefonausriistung
selbst zu bestimmen und als itberhéhte Gebithren an seine Telefonkunden weiterzuge-
ben. Um diese Preismanipulation zu unterbinden, schlug Walker vor, dass das Bell Sys-
tem seine Ausriistung kiinftig im Wettbewerb kaufen sollte. Die Walker-Untersuchung
hatte allerdings vorerst keine unmittelbare Auswirkung, da AT&T und Western Electric
mit Beginn des Zweiten Weltkrieges in die Riistungsforschung integriert wurden und
alle Eingriffe in das amerikanische Telekommunikationssystem vorerst zuriickgestellt
wurden.®

Erst nach dem Ende des Krieges kamen die Strukturen des Telefonmarktes wieder
auf die politische Tagesordnung. Im Januar 1949 er6ffnete die Regierung unter dem de-
mokratischen Prisidenten Truman ein Kartellverfahren, das schliefRlich zum Consent
Decree fithrte. Die Regierung forderte, Western Electric aus dem Bell System heraus-
zulosen und Wettbewerb auf dem Marke fir Telefonausriistung herzustellen. Um faire
Bedingungen auf diesem Markt zu ermdglichen, sollte sich das Bell System zusitzlich
auch von seiner Beteiligung am konzerneigenen Forschungsinstitut, den Bell Labs tren-
nen und dessen Patente freigeben.’

privaten Sender und konnte damit die amerikanische Radiolandschaft und ab den 1940er Jahren
auch das Fernsehen gestalten. Vgl. Wu, The Master Switch, S. 75-85.

7 Vgl. Sterling/Weiss/Bernt, Shaping American telecommunications, S. 95-99. Fiir die Regulierung
der Preise von Telefongesprachen innerhalb eines Bundesstaates war nicht die FCC zustandig, son-
dern die Regulierungsbehérde des jeweiligen Staates. Die Frage, wie die lokalen und nationalen
Kosten des Telefonnetzes ermittelt werden, spielte daher eine grofie Rolle fiir die Preisstruktur
des Telefonsystems. In den 1940er Jahren begann die FCC, die lokalen Kosten niedriger anzuset-
zen, was zu niedrigen Anschlussgebihren fiithrte, wodurch sich mehr Menschen einen Telefonan-
schluss leisten konnten, der indirekt iiber hdhere Preise von Ferngesprachen subventioniert wur-
de. Vgl. ebenda, S. 99-104.

8 Vgl. ebenda, S.107-108.

9 Vgl. Brooks, Telephone, S.197-199; Sterling/Weiss/Bernt, Shaping American telecommunications,
S.110.
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1. Computer und Telekommunikation in den USA
Zur Bedeutung der Forschung und Patente des Bell Systems

Um die Forderung des amerikanischen Justizministeriums nach Offenlegung der Pa-
tente der Bell Labs nachzuvollziehen, ist es wichtig zu verstehen, welche Bedeutung
Forschung und Patente fiir das Bell System hatten. Wihrend die Telefongesellschaften
in anderen Landern durch gesetzliche Monopole vor Konkurrenz geschiitzt waren, fuf3-
te die Stirke des Bell Systems vor allem auf der Kontrolle iiber eine Technologie, der
Ubertragung von Sprachsignalen iiber Kabeln. Die strategische Kontrolle von alternati-
ven Technologien war fiir den Konzern daher ein zentrales Element fir den langfristi-
gen Erfolg. Das Bell System investierte darum hohe Summen in Grundlagenforschung
und den Aufbau eines Patentportfolios.

Bereits in den 1880er Jahren basierte die Dominanz des Bell Systems auf Patenten,
und in den Jahren des Wettbewerbs hatte der Konzern als einziger die Technologie des
Telefons so weit gemeistert, dass er seinen Kunden mit seinem Fernnetz einen klaren
Mehrwert bieten konnte.’® Das Wissen iiber den Wettbewerbsvorteil eines Fernnetzes
fithrte auch dazu, dass AT&T die Rechte am Audion, einer von dem amerikanischen
Erfinder Lee de Forest entwickelten einfachen Form der Elektronenrohre, aufkaufte
und zu einem brauchbaren Telefonverstirker weiterentwickelte, mit dem ab 1915 erst-
malig Telefongespriche von Kiiste zu Kiiste méglich waren.™ Da dieses neue Bauteil
allerdings auch elektromagnetische Schwingungen modulieren konnte, wurde damit
ebenfalls eine drahtlose Ubertragung von Tonsignalen iiber Funkwellen méglich. In den
1910er Jahren war allerdings noch unklar, ob die kabellose Ubertragung von Sprache als
eine disruptive Technologie den Telefonmarkt verindern kann. Als ein Konzern, des-
sen wichtigstes Kapital aus den Kabeln seines Fernnetzes bestand, intensivierte AT&T
ab 1913 daher seine Forschungen zum Rundfunk und stirkte durch eine strategische
Patentpolitik seinen Einfluss auf diese Technologie.™

1925 wurden die Forschungs- und Entwicklungsabteilungen von Western Electric
und AT&T dann in den Bell Laboratories (»Bell Labs«) zusammengefasst.”® Die meisten

10 Vgl. Sterling/Weiss/Bernt, Shaping American telecommunications, S. 67-68.

1 Eine Errungenschaft, die AT&T offentlich wirksam zu inszenieren wusste, indem sie Alexander
Graham Bell und seinen ehemaligen Assistenten Thomas Watson ein transkontinentales Telefon-
gesprach fithren liefSen. Vgl. Brooks, Telephone, S. 138-139; John, Network nation, S. 389-392.

12 Vgl. John, Network nation, S.382. Die Forschungen von AT& resultierten im Oktober 1915 in der
ersten Transatlantikiibertragung eines Sprachsignals, das von Arlington in Virgina zum Eiffelturm
in Paris tibermittelt wurde. Allerdings verzichte das Bell System vorerst darauf, die kabellose Tele-
fonie im grof3en Stil weiterzuentwickeln. Vgl. Leonard S. Reich, Industrial research and the pursuit
of corporate security. The early years of Bell Labs, in: Business history review 54 (1980), S. 504-529,
hierS. 518-522. Stattdessen versuchte AT&T zu Beginn der1920er Jahre, mit seinem Kabelnetz vom
aufkeimenden Rundfunk zu profitieren. Als einziger Betreiber eines Telekommunikationsnetzes,
das zur Ubertragung von Sprache geeignet war, baute AT&T ein Netzwerk von Rundfunkstationen
auf, welches sie Uber ihr Fernnetz mit Radioprogramm versorgten. 1924 konnten sie mit diesem
Rundfunknetz bereits 65 Prozent der amerikanischen Haushalte erreichen. 1926 ibergab AT&T
sein Rundfunknetzwerk an seinem Konkurrenten RCA und legte damit einen Patentstreit nieder
und verhinderte eine kartellrechtliche Untersuchung ihrer Rundfunkaktivititen. Vgl. hierzu Wu,
The Master Switch, S. 74-81.

13 Vgl. Reich, Industrial research, S. 524-525.
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Mitarbeiter waren mit der kontinuierlichen Optimierung des Telefonsystems beschif-
tigt, aber ein bedeutender Teil befasste sich auch mit grundlegenden Forschungen zu
allen Themengebieten, die im weitesten Sinne mit Kommunikation zu tun hatten, wie
Elektrotechnik, Physik, Mathematik oder Psychologie.™

Wahrend des Zweiten Weltkrieges waren die Bell Labs, neben dem Radiation Lab des
MIT, die wichtigste Forschungseinrichtung der USA, in dem an der Entwicklung von
Radarsystemen geforscht wurde. Bis Kriegsende produzierte Western Electric mehr als
57.000 Radarsysteme und konnte so umfassende Kenntnisse im Umgang mit Hoch-
frequenztechnik, der Massenfertigung von zuverlissigen elektronischen Bauteilen und
ihrer Integration zu komplexen elektronischen Schaltungen sammeln.’

Der Entwicklungssprung, den die Elektronik wihrend des Krieges durch die Ra-
dartechnik machte, war ein zentraler Baustein, der die Fertigung der ersten elektroni-
schen Computer ermdglichte.’® Durch die Erfahrungen mit der Kriegsproduktion von
Radaranlagen galt Western Electric in der unmittelbaren Nachkriegszeit als das Unter-
nehmen, das die besten Voraussetzungen hatte, um elektronische Computer in Serie
zu fertigen. In den 1950er Jahren produzierte Western Electric allerdings nur einzel-
ne Computer fiir das US-Militir,"7 stattdessen nutzte der Konzern seine Kenntnisse
in der Hochfrequenztechnik zunichst zur Weiterentwicklung des Richtfunks. Mikro-
wellenrichtfunk galt in der Nachkriegszeit als disruptive Kommunikationstechnologie,
die die Vorteile von streckenbasierten Kommunikationsnetzen mit denen des kabello-
sen Funks vereinte.'® Das Bell System unternahm daher grofle Anstrengungen, diese
Technologie zu beherrschen und in ihr Telekommunikationssystem einzubinden.'

Unabhingig davon verinderte die Grundlagenforschung der Bell Labs in der un-
mittelbaren Nachkriegszeit mit zwei fundamentalen Entwicklungen die technologische
Entwicklung grundlegend und nachhaltig: mit dem Transistor und der Informations-
theorie.

Der Transistor war ebenfalls eine indirekte Folge der Radarforschung. Bereits seit
dem 19. Jahrhundert waren die ungewéhnlichen elektrischen Eigenschaften von Halb-
leitermetallen bekannt, und in den 1920er und 1930er Jahren hatte die Quantenme-
chanik ein besseres Verstindnis dieser Effekte ermoglicht. Im Zuge der Radarentwick-
lung waren Halbleiter dann als elektronische Bauteile neu entdeckt worden, da sie bei

14 Vgl. Certner, The idea factory, S. 32. Die Grundlagenforschung der Bell Labs wurde 1937 mit einem
ersten Nobelpreis fiir Physik belohnt, den Clinton Davisson fiir seine Forschungen zum Wellen-
charakter von Materie erhielt.

15 Vgl. Gertner, The idea factory, S. 67-70; Brooks, Telephone, S. 221.

16  Vgl. Paul Ceruzzi, Electronics Technology and Computer Science, 1940-1975. A Coevolution, in: [EEE
Annals of the History of Computing 10 (1988), S. 257-275.

17 Vgl. Ceruzzi, A history of modern computing, S. 65.

18  Bei Richtfunk wird mit einem hochfrequenten Funksignal auf eine Antenne gezielt, sodass Signa-
le nur auf der direkten Linie zwischen Sendeanlage und Empfinger empfangen werden konnen.
Durch mehrere in Sichtweite aufgestellte Relaistiirme kénnen mit Richtfunk Nachrichten Gber
groflere Strecken gesendet werden, ohne dass entlang der gesamten Strecke Kabel verlegt wer-
den miissten.

19 Bereits1951 er6ffnete AT&T eine erste transkontinentale Richtfunkstrecke zwischen New York und
San Francisco. Vgl. Gertner, The idea factory, S.173-174.
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héheren Frequenzen den Elektronenréhren als Gleichrichter iiberlegen waren. Als mit
dem Ende des Krieges viele militirische Projekte der Bell Labs ausliefen, schien die
Erforschung von Halbleitern daher ein vielversprechender Ansatz fiir die Entwicklung
neuer Bauteile zu sein.>° Unter der Leitung von William Shockley befasste sich eine
Forschergruppe daher zunichst mit der Entwicklung eines halbleiterbasierten Telefon-
verstarkers. Im November 1947 hatte die Gruppe einen Versuchsaufbau mit Germanium
gefunden, der den gewiinschten Verstirkereffekt zeigte,! im Friihjahr 1948 konnten
erste Prototypen als Telefonverstirker?* getestet werden, und im Sommer 1948 wurde
der Transistor dann auf einer Pressekonferenz prisentiert.??

Anders als beim Transistor wurde die fundamentale Bedeutung der fast zeitgleich
publizierten Informationstheorie von Claude Shannon zunichst nur in Fachkreisen er-
kannt, lieferte aber die Grundlage fiir ein radikal neues Verstindnis von Telekommuni-
kation.** Vor der Informationstheorie konnten Telefongesellschaften ihre Titigkeit als
die Ubertragung von elektromagnetischen Schwingungen zwischen zwei Punkten be-
greifen. Wie die Informationstheorie zeigte, kann die Ubertragung von Ténen, Bildern
oder Texten aber auf die Ubermittlung von Informationen in Form von zwei Zustinden,
etwa o0 oder 1, reduziert werden — und war daher kaum von einer Datenverarbeitung
zu unterscheiden.?

20 Vgl. Riordan/Hoddeson, Crystal fire, S.108-110.

21 Vgl. Certner, The idea factory, S. 92-97.

22 Vgl. Riordan/Hoddeson, Crystal fire, S.159.

23 Vgl. Riordan/Hoddeson, Crystal fire, S.163-167; Andreas Fickers, Der »Transistor« als technisches
und kulturelles Phdnomen, Bassum 1998, S. 25.

24  Die Informationstheorie lieferte die Basis dafiir, verschiedene Methoden der Telekommunikation,
wie Telegrafie oder Telefonie, als einheitliches Phinomen zu begreifen: der Ubermittiung von In-
formationen. Wahrend des Kriegs beschaftigte sich der Mathematiker Claude Shannon mit der
Verschliisselung von Sprachsignalen, was zur Entwicklung der Informationstheorie fiihrte. Die
Grundfrage, die Shannon damit zu beantworten versuchte, war, wie eine Nachricht vom Sender
libertragen werden muss, damit sie beim Empfianger exakt wiedergegeben werden kann. Shannon
konnte zeigen, dass sich der Informationsgehalt einer Nachricht, egal, ob Telefongespréch, Tele-
grafennachricht oder Fernsehbild, auf Unterscheidungen von zwei Zustinden reduzieren lasst, Ja
oder Nein, o oder 1, und prégte fir diese Grundeinheit der Information den Begriff Bit. Vgl. C. E.
Shannon, A Mathematical Theory of Communication, in: Bell System Technical Journal 27 (1948),
S.379-423; C. E. Shannon, Communication Theory of Secrecy Systems, in: Bell System Technical
Journal 28 (1949), S. 656-715; Soni/Goodman, A mind at play, S.141.

25  Bereits in den 1940er Jahren gab es mit der »Puls Code Modulation« (PCM) eine mégliche An-
wendung der Informationstheorie in der Telekommunikation. Dabei werden Schallwellen in bi-
ndre Werte iberfiihrt, tibertragen und beim Empfinger wieder zuriickgewandelt. Aus Sicht der
Telekommunikationsingenieure bestand der Vorteil von PCM daraus, dass sich binare Werte iiber
lingere Distanzen stérungsfrei (ibertragen lassen. Vgl. W. M. Goodall, Telephony by Pulse Code
Modulation, in: Bell System Technical Journal 26 (1947), S. 395-409; D.D. Grieg, Pulse Code Modu-
lation System, in: Tele-Tech 6 (1947), September, S. 48-52; B. M. Oliver/]. R. Pierce/C. E. Shannon,
The Philosophy of PCM, in: Proceedings of the IRE 36 (1948), S.1324-1331. Der Einsatz vom PCM
scheiterte allerdings zunachst an der Komplexitat der Schaltungen, sodass PCM erst durch den
Fortschritt der Mikroelektronik im Telefonnetz eingesetzt wurde. Die digitale Ubertragung von
Telefongesprachen wurde von AT&T ab 1962 zunichst zur lokalen Verbindung von Vermittlungs-
stellen eingesetzt, ab 1972 dann auch im Fernnetz. Vgl. Sheldon Hochheiser, Telephone Transmis-
sion, in: Proceedings of the IEEE 102 (2014), S.104-110, hier S.109.
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Das Consent Decree

Ohne Zweifel war das Bell System im Januar 1949, als das Justizministerium das Wett-
bewerbsverfahren eroffnete, einer der technologisch fithrenden Konzerne der Welt und
hitte auch die neue Technologie des elektronischen Computers beherrschen konnen.

Der Ausgang des Verfahrens wurde entscheidend davon beeinflusst, dass sich in
der ersten Hilfte der 1950er Jahre der Kalte Krieg verschirfte und die USA mit dem Be-
ginn des Koreakrieges wieder militirisch aufriistete. Diese Situation machte das ame-
rikanische Verteidigungsministerium zu einem gewichtigen Fiirsprecher eines starken
und integrierten Bell Systems. Western Electric galt als wichtiger Baustein der Hoch-
technologieriistung und hatte 1950 mit der Entwicklung und dem Bau von neuartigen
Nike-Flugabwehrraketen begonnen, denen eine zentrale Funktion in der amerikani-
schen Luftverteidigungsstrategie zukam. Die Intervention des Verteidigungsministe-
riums fithrte zunichst dazu, dass sich das Wettbewerbsverfahren verzogerte. Als mit
der Wahl von Eisenhower die Republikaner dann die Regierung iibernahmen, sah AT&T
einen giinstigen Zeitpunkt gekommen, um mit geringen Zugestindnissen einen jahre-
langen Rechtsstreit zu verhindern. Zwischen 1953 und 1955 verhandelte der Konzern
daher mit dem Justizministerium, dem Verteidigungsministerium und der FCC.26

Die Einigung, mit der das Kartellverfahren Anfang des Jahres 1956 beigelegt wurde
(Consent Decree), wurde formal zwischen Western Electric und dem Justizministerium
getroffen; an der Formulierung wirkten aber auch das Verteidigungsministerium und
die FCC mit. AT&T konnte durch Fiirsprache des Verteidigungsministeriums erreichen,
dass Western Electric integraler Bestandteil und einziger Ausriister des Bell Systems
bleiben durfte. Dafiir bot es der FCC und dem Justizministerium an, auf seine existie-
renden Patente zu verzichten und zukiinftige Erfindungen mit anderen Unternehmen
zu teilen.?” Obwohl das Bell System damit einen Teil seiner strategischen Kontrolle iiber
Technologie aufgab, war dies fiir das Management von AT&T ein bezahlbarer Preis, um
die Integritit des Konzerns zu bewahren. Bereits zuvor hatte der Konzern mit der Inno-
vationskraft seiner Forschungsabteilung eine offensive Offentlichkeitsarbeit betrieben
und war unter dem Eindruck des laufenden Wettbewerbsverfahrens freiziigig mit sei-
nem zu der Zeit wertvollsten Erfindung umgegangen, den Transistor.28 Die Freigabe
der Bell-Patente entsprach auch dem Interesse des Verteidigungsministeriums, das auf
eine schnelle Adaption des Transistors und weiterer Spitzentechnologie durch andere
Unternehmen dringte.?®

Zusitzlich musste das Bell System sich verpflichten, sich auf den Telekommunika-
tionsmarkt zu beschrinken, um eine Regulierung durch die FCC zu erleichtern. Auch

26  Vgl. Sterling/Weiss/Bernt, Shaping American telecommunications, S. 110-112.

27  Die Patentnehmer mussten Western Electric allerdings die kostenpflichtige Nutzung ihrer eige-
nen Patente gestatten. Ausgenommen von dieser Regelung waren die drei direkten Konkurrenten
von Western Electric, RCA, General Electric und Westinghouse, welche die Patente der Bell Labs
nur gegen Lizenzgebiihren nutzen durften, sofern sie Western Electric nicht ebenfalls die freie
Nutzung ihrer Patente erlaubten. Vgl. ebenda, S.112.

28  Vgl. Fickers, Der »Transistor« als technisches und kulturelles Phianomen, S. 25-27.

29  Vgl. Riordan/Hoddeson, Crystal fire, S. 196.
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1. Computer und Telekommunikation in den USA

dieses Zugestindnis schien aus der Perspektive der 1950er Jahre fiir den Konzern un-
problematisch, immerhin war das Bell System in erster Linie ein Telefonkonzern, und
allein der weitere Ausbau des Telefonnetzes bot auf Jahrzehnte hinweg Wachstums-
chancen.3° Alles in allem sah das Consent Decree daher wie ein Erfolg des Bell System
aus.

Es waren aber diese Zugestindnisse, die die zukiinftige Entwicklung von Com-
putern und Telekommunikation langfristig und mafigeblich beeinflussten. Bis in die
1980er Jahre hinein verhinderte das Consent Decree, dass das Bell System auf den Com-
putermarkt aktiv werden konnte, obwohl es schon in den 1950er Jahren gute Chancen
gehabt hitte, aus dem Stand heraus zum fithrenden Anbieter von Datenverarbeitung
zu werden. Bei einem anderen Ausgang des Wettbewerbsverfahrens hitte das Bell Sys-
tem eventuell innerhalb kurzer Zeit die Kontrolle iitber den amerikanischen Compu-
termarkt erlangen konnen, und der Datenverarbeitungsmarkt wire vermutlich frither
oder spiter unter das Regulierungsregime der Telekommunikation gefallen. In anderen
Lindern hitten die staatlichen Post- und Telekommunikationsbetreiber Computer und
Datenverarbeitung dann in ihr Monopol einordnen kénnen. So aber bewirkte das Con-
sent Decree, dass sich in den USA eine eigenstindige Computerindustrie entwickeln
konnte, die vor der Konkurrenz des michtigen Telekommunikationsmonopolisten ge-
schiitzt war. Mit dem Zugang zu den Patenten der Bell Labs konnte diese Industrie ab
der zweiten Hailfte der 1950er Jahre schnell wachsen und trat, als in den 1960er Jahren
die Synergien von Computern und Telekommunikation entdeckt wurden, selbstbewusst
fiir ihre Interessen ein.

1.b  Computer auf dem Weg von Rechenmaschinen
zum Kommunikationsmedium (1950er/1960er Jahre)

Der Einfluss der Kybernetik

Elektronische Computer wurden wihrend des Zweiten Weltkrieges als Rechenwerkzeu-
ge erfunden, da der Krieg neue Ansitze zur Losung von mathematischen Problemen
erforderte und die technologischen und theoretischen Voraussetzungen vorhanden wa-
ren, um die Berechnung von ballistischen Kurven oder das Mitlesen von verschliisselten
Nachrichten zu automatisieren.! In den 1950er Jahren entwickelte sich dann, vor al-
lem durch den Einfluss von IBM, ein Markt fiir Computer als moderne, schnelle und
elektronische Form von Rechen- und Biiromaschinen.?* Fiir die Transformation von
Computern zu Werkzeugen der zwischenmenschlichen Kommunikation war aber in
erster Linie die Kybernetik verantwortlich.

30 Vgl. Sterling/Weiss/Bernt, Shaping American telecommunications, S.112-113; Wilson, Deregulat-
ing telecommunications, S. 108-110; Temin/Galambos, The fall of the Bell system, S.15-16.

31 Vgl. Campbell-Kelly/Aspray, Computer, S. 79-104.

32 Vgl. Campbell-Kelly/Aspray, Computer, S.105-130; James W. Cortada, IBM. The rise and fall and
reinvention of a global icon, Cambridge, Mass. 2019, S.127-202.
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Die Kybernetik entstand als neuer, interdisziplinirer Wissenschaftszweig in der un-
mittelbaren Nachkriegszeit aus der Kombination unterschiedlicher Theorien und Er-
kenntnisse zur Kommunikation. Als ihr Griindungsvater und Namensgeber gilt der
amerikanische Mathematiker Norbert Wiener, der sich wihrend des Krieges mit der
Entwicklung einer Zielhilfe fir den Luftkampf befasste. Bei der geplanten Flugabwehr-
kanone sollte ein menschlicher Schiitze das Ziel anvisieren und damit einer maschinel-
len Zielhilfe mitteilen, wo sich das Ziel derzeit befindet und wie es sich zuvor bewegt
hat. Das Instrument sollte aus diesen Informationen berechnen, wo sich das Objekt mit
einer gewissen Wahrscheinlichkeit in Zukunft befinden wird. Sowohl der Mensch als
auch die Maschine verarbeiten in diesem System der Flugabwehrkanone Informationen
und tauschen diese miteinander aus. Fiir die theoretische Betrachtung durch Wiener
spielte es nur eine untergeordnete Rolle, welche Aufgaben der Mensch und welche die
Maschine itbernahm. Beide liefRen sich als informationsverarbeitende und kommuni-
zierende Teile eines Gesamtsystems beschreiben.3

Diese Erkenntnis bildete die Grundlage, auf der Wiener in der Nachkriegszeit ge-
meinsam mit anderen Wissenschaftlern die Kybernetik aufbaute.>* Auf den sogenann-
ten Macy-Konferenzen kamen zwischen 1946 und 1953 renommierte Wissenschaftler
unterschiedlicher Disziplinen zusammen, diskutierten ihre Forschungsergebnisse und
versuchten sie zu einer einheitlichen Theorie zu vereinen. Die Neurowissenschaftler
Warren McCullochs und Walter Pitts stellten auf den Konferenzen ein Modell vor, mit
dem sich die Aktivititen vom biologischen Nervengewebe in eine Aussagenlogik iiber-
tragen liefen. Das Modell versprach, Nervenaktivitit vom biologischen Medium zu 16-
sen und berechenbar zu machen.® Claude Shannon lieferte mit seiner Informations-
theorie eine Moglichkeit zur mathematischen Erfassung des Informationsgehaltes von
Kommunikation und schuf damit die Grundlage, den Informationsgehalt vom Triger-
medium zu I6sen und mathematisch-abstrakt zu erfassen und zu iibertragen.3® Die
dritte Grundlage der Macy-Konferenzen bildeten die Uberlegungen von Norbert Wie-
ner, die er zusammen mit seinem Assistenten Julian Bigelow und dem Neurophysiolo-
gen Arturo Rosenblueth weiterentwickelt hatte. IThr Modell ging davon aus, dass Syste-
me, etwa Menschen oder eine Mensch-Maschinen-Kombination, durch den Informati-
onsaustausch ihrer Bestandteile in Form von Feedbackschleifen, die einen erwarteten
mit einem tatsichlichen Zustand abgleichen, zu einem zielgerichteten Verhalten befi-
higt werden.?”

33 Vgl. Lars Bluma, Norbert Wiener und die Entstehung der Kybernetik im Zweiten Weltkrieg. Eine
historische Fallstudie zur Verbindung von Wissenschaft, Technik und Gesellschaft, Miinster 2005,
S.99-109.

34  Alsnamensgebendes Grundlagenwerk der Kybernetik gilt: Norbert Wiener, Cybernetics or control
and communication in the animal and the machine, New York 1948.

35  Vgl. Warren S. McCulloch/Walter Pitts, A logical calculus of the ideas immanent in nervous activity,
in: Bulletin of Mathematical Biophysics 5 (1943), S. 115-133; Claus Pias, Zeit der Kybernetik —eine Ein-
stimmung, in: Claus Pias (Hg.), Cybernetics/Kybernetik. The Macy-Conferences 1946-1953. Band 2.
Essays & Dokumente, Ziirich 2004, S. 9-41, hier S.13.

36  Vgl. Shannon, A Mathematical Theory; Bluma, Norbert Wiener, S. 46-49.

37  Vgl. Arturo Rosenblueth/Norbert Wiener/Julian Bigelow, Behavior, Purpose and Teleology, in: Phi-
losophy of Science 10 (1943), S.18-24; Bluma, Norbert Wiener, S.123-130.
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1. Computer und Telekommunikation in den USA

Diese drei Theorien und ihre Kombination in der Kybernetik beeinflussten in der
Nachkriegszeit die Perspektive auf den Computer und gaben der Erfindung der elektro-
nischen Rechenmaschine eine weitreichende Bedeutung, denn diese Maschinen waren
»turingmichtig«. Der englische Mathematiker Alan Turing hatte 1936 das Konzept der
universellen Turingmaschine entwickelt. Diese theoretische Maschine ist — mathema-
tisch beweisbar — in der Lage, alle berechenbaren Probleme zu lésen, sofern man die
Begrenzung seiner Ressourcen aufler Acht lisst. Folgt man daher dem Versprechen der
Kybernetik, dass menschliches Denken berechenbar ist, so wiren Computer grundsitz-
lich in der Lage, auch menschliches Denken zu berechnen, und damit nichts Geringeres
als »Giant Brains, or Machines That Think«*®, wie sie im Titel eines der ersten populiren
Biicher tiber die neuartigen Maschinen bezeichnet wurden. Mit diesem Versprechen
beeinflusste die Kybernetik vor allem die wissenschaftliche Auseinandersetzung mit
Computern. Die Erforschung von Artificial Intelligence (AI) war in den 1950er Jahren
der einflussreichste Zweig der neu entstehenden Computer Science an den amerikani-
schen Hochschulen.?

Mittelfristig war es aber nicht der Versuch, menschliches Denken zu simulieren, mit
dem die Kybernetik die konzeptionelle Weiterentwicklung von Computern beeinfluss-
te. Da die Computer der 1950er Jahre bei weitem nicht mit der Leistungsfihigkeit des
menschlichen Gehirns konkurrieren und daher den Menschen nicht ersetzen konnten,
versprach vorerst eine enge Zusammenarbeit der beiden informationsverarbeitenden
Systeme Mensch und Computer bessere Ergebnisse. Mit dieser Idee beeinflusste die
Kybernetik in den 1950er Jahren vor allem das militirische SAGE-Projekt, bei dem in
groflem Umfang die direkte Interaktion von Menschen und Computern erprobt und
umgesetzt wurde.

Das SAGE-Projekt

Nachdem die Sowjetunion im August 1949 mit einem Kernwaffentest gezeigt hatte, dass
sie ebenfalls itber Atomwaffen verfigt, wurde die Kontrolle des amerikanischen Luft-
raums zur zentralen Frage der nationalen Sicherheit. Nur wenn die amerikanische Air
Force einen Angriff mit einfliegenden Bombern erkennen konnte, solange sie zu einem
Gegenschlag in der Lage war, konnte die Politik der gegenseitigen Abschreckung funk-
tionieren. Im Dezember 1949 beauftragte die Air Force daher eine Kommission unter
der Leitung des Radarexperten George E. Valley damit, eine Losung fiir dieses Problem
zu finden.*°

38  Vgl. Edmund Callis Berkeley, Giant brains or machines that think, New York 1949.

39  Auch andere Disziplinen wurden in den 1950er und 1960er Jahren von der Kybernetik beeinflusst.
Vor allem Wieners Annahme, dass zielgerichtetes Verhalten aus einem Informationsaustausch
von informationsverarbeitenden Einheiten hervorgeht, fand unter anderem in der Politikwissen-
schaft, der Piddagogik und der Biologie Anwendung. Ein besonderer Reiz der Kybernetik lag si-
cherlich darin, dass sich ihre Modelle simulieren lieRen —durch Computer. Siehe zur Kybernetik in
der Bundesrepublik: Philipp Aumann, Mode und Methode. Die Kybernetik in der Bundesrepublik
Deutschland, Géttingen 2009.

40 Vgl. Harold Sackman, Computers, system science, and evolving society. The challenge of man-ma-
chine digital systems, New York 1967, S. 121; Edwards, The closed world, S. 90-93; George E. Valley,
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Die Kommission kam bald zu der Erkenntnis, dass durch die Fortschritte, die die
Radartechnik wihrend des Zweiten Weltkrieges gemacht hatte, die Erfassung von Flug-
bewegungen nicht das eigentliche Problem darstellte, sondern die grofie Menge der Da-
ten, die bei den Radarstationen anfiel, mit den erwarteten Flugbewegungen von zivilen
und militdrischen Flugzeugen abzugleichen und so die relevanten Informationen her-
auszufiltern. Zur Losung dieses Problem griff die Valley-Kommission auf Konzepte der
Kybernetik zuriick und entwarf mit dem Semi-Automatic Ground Environment (SAGE)
ein System, in dem Menschen, Computer und Radargerite zusammenarbeiten und In-
formationen austauschen. Im Mittelpunkt von SAGE standen Computer, bei denen die
Radarinformationen einzelner Regionen zusammenliefen und mit vorhandenen Flug-
plinen abgeglichen und Abweichungen an das Personal weitergegeben wurden.*

Ein derartiges System aus Menschen und Maschinen war allerdings mit der bis da-
hin @iblichen Computertechnik nicht zu realisieren. Statt eine Rechenoperation durch-
zuftihren, bis die Losung vorlag und der Computer zur nichsten Operation iibergehen
konnte, mussten die Computer des SAGE-Projekts kontinuierlich neue Informationen
auswerten und ihre Ergebnisse anpassen. 1949 gab es bereits einen Prototyp eines Com-
puters, der Informationen in Echtzeit auswerten konnte. Seit 1946 arbeitete ein Team
am MIT an der Entwicklung des Whirlwind, einem Computer, der Flugbewegungen si-
mulieren und zur Ausbildung von Piloten eingesetzt werden sollte. 1950 itbernahm die
Valley-Kommission das Konzept des Whirlwind fiir ihr Luftverteidigungssystem.**

Damit war aber nur ein kleiner Teil der technischen Herausforderungen gelost. We-
der fiir die direkte Zusammenarbeit von Menschen und Computern noch fiir die Uber-
tragung von Radardaten zu Computern konnte die Kommission auf etablierte Losun-
gen zuriickgreifen, sodass fir das SAGE-Projekt grundlegende Entwicklungsarbeit ge-
leistet werden musste.*> Die bisherigen Methoden der Mensch-Computer-Interaktion
itber Lochkarten und Drucker konnten nicht verwendet werden, da der Informations-
austausch ohne Verzogerung erfolgen musste. Das SAGE-Projekt griff hier erstmalig
auf Bildschirme zuriick, auf denen der Computer Informationen darstellte, mit denen
der Mensch iiber einen Lichtgriffel interagieren konnte.**

Auf der anderen Seite des Computers mussten ebenfalls neue Losungen entwickelt
werden, mit der die Daten der geografisch verstreuten Radaranlagen zur Auswertung
iibertragen werden konnen. Wihrend bei ersten Versuchen noch das gesamte Video-
bild des Radarmonitors iiber Richtfunkstrecken iibertragen wurde, kam ein Team am
Air Force Cambridge Research Center unter der Leitung von Jack Harrington durch An-
wendung von Shannons Informationstheorie zu der Erkenntnis, dass der eigentliche
Informationsgehalt aus den Positionen der erfassten Objekte bestand. Diese Daten-
menge konnte zu einem Bruchteil des Aufwands iiber herkdmmliche Telefonleitungen

How the SAGE Development Began, in: IEEE Annals of the History of Computing 7 (1985), H. 3, S.196-
226.

41 Vgl. Edwards, The closed world, S. 94.

42 Vgl. Campbell-Kelly/Aspray, Computer, S.157-166; Edwards, The closed world, S. 76-79.

43 Vgl. Edwards, The closed world, S. 99-101.

44 Vgl. Hans Dieter Hellige, From SAGE via ARPANET to ETHERNET. Stages in Computer Communi-
cations Concepts between 1950 and 1980, in: History and Technology 11 (1994), S. 49-75.
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iibertragen werden. Fir das SAGE-Projekt wurden daher die ersten Modems entwi-
ckelt, mit denen tiber herkdmmliche Telefonleitungen binire Daten als analoges Signal
iibertragen (moduliert) und zuriickgewandelt (demoduliert) werden konnten.*

Der Beitrag von SAGE an der Evolution des Computers bestand allerdings nicht al-
lein aus der Entwicklung von grundlegenden Interaktionskonzepten, sondern die iiber
8 Milliarden US-Dollar Entwicklungskosten leisteten auch Geburtshilfe fir die ame-
rikanische Computerindustrie und stellten die strukturellen Weichen fiir die nichs-
ten Jahrzehnte.*® Mit dem Auftrag der Air Force, die insgesamt 65 Computer des Typs
AN/FSQ-7 zu einem Stiickpreis von jeweils 30 Millionen US-Dollar zu entwickeln und
zu bauen, machte das SAGE-Projekt IBM zum fithrenden Hersteller von Computern.*”
Auch AT&T konnte von SAGE profitieren. 1958 nahm das Bell System die fiir die Ra-
dardateniibermittlung entwickelten Modems als »Bell 101« in ihr Angebot auf und er-
moglichte seinen Kunden, Computer itber das Telefonnetz zu verbinden.*® Auch wenn
der Konzern nicht direkt mit Datenverarbeitung Geld verdienen durfte, konnte er so
zumindest indirekt von der Verbreitung von Computern finanziell profitieren.

Der militirische Nutzen von SAGE war dagegen begrenzt. Als im Jahr 1961 der Auf-
bau der Luftraumiiberwachung abgeschlossen war, bedrohten nicht mehr allein ato-
mar bewaffnete Bomber die Sicherheit der USA, sondern auch Interkontinentalraketen.
Diese lieRen sich jedoch nicht mit einer Kette von Radarstationen identifizieren oder
mit Flugzeugen abfangen. Das SAGE-Projekt sollte allerdings von Anfang an vor allem
nach innen wirken. Mit seinen 23 in den gesamten USA verteilten massiven Hochbun-
kern sollte das Projekt in erster Linie der amerikanischen Bevolkerung zeigen, dass der
Staat sie vor den Gefahren eines Atomkrieges beschiitzen kann, wihrend die Strategen
des Militars einen massiven Erstschlag fiir die einzige Option hielten, einen atomaren
Schlagabtausch zu iiberstehen.*’

Das SAGE-Projekt zeigte allerdings, das Computer mehr sein koénnen als schnel-
le Rechenmaschinen. Die direkte Interaktion zwischen Menschen und Computern,
die gleichzeitige Verwendung eines Computers durch mehrere Benutzer und die
Ubertragung von Daten iiber grofie Distanzen schufen auch fiir den kommerziel-
len Einsatz von Computern neue Anwendungsmoglichkeiten. Die Erfahrungen mit
interaktiven Computern, die IBM wihrend des SAGE-Projekts sammeln konnte,
nutzte der Konzern ab Ende der 1950er Jahre fiir die Entwicklung eines neuartigen
Reservierungssystems fiir Flugtickets. Mit SABRE (Semi-Automatic Business Research
Environment), das 1964 in Betrieb genommen wurde, konnten Reisebiiros mit elek-
trischen IBM-Schreibmaschinen, die iiber Modems und dem Telefonnetz mit einem

45  Vgl.JohnV. Harrington, Radar Data Transmission, in: IEEE Annals of the History of Computing 5 (1983),
H. 4,S.370-374; Valley, How the SAGE Development Began; Henry S. Tropp, A Perspective on SAGE.
Discussion, in: I[EEE Annals of the History of Computing 5 (1983), H. 4, S. 375-398, hier S. 396-367.

46  Vgl. Campbell-Kelly/Aspray, Computer, S.168.

47  Vgl. Morton M. Astrahan/John F.Jacobs, History of the Design of the SAGE Computer-The AN/FSQ-
7, in: IEEE Annals of the History of Computing 5 (1983), H. 4, S. 340-349; Edwards, The closed world,
S.101-102; Campbell-Kelly/Aspray, Computer, S. 168-169.

48  Vgl. Tropp, A Perspective on SACE, S. 392.

49  Vgl. Edwards, The closed world, S.104-111.
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Reservierungscomputer verbunden waren, direkt mit dem Computer kommunizieren

und Flugreservierungen vornehmen.>°

Timesharing

Nachdem sich durch die Kybernetik ein Bild von Computern als Kommunikationspart-
ner des Menschen etabliert hatte und mit dem SAGE-Projekt bewiesen wurde, dass
mehrere Personen gleichzeitig mit einem Computer arbeiten kénnen, kamen Ende der
1950er Jahre an amerikanischen Hochschulen Ideen auf, dies zu einem neuen Benut-
zungskonzept von Computern zu kombinieren.

Schon seit den Anfingen des mechanischen Rechnens waren Maschinen in der La-
ge, schneller zu rechnen, als Menschen ihnen Befehle geben konnten. Bei der direkten
Interaktion mit einem menschlichen Benutzer standen Rechenmaschinen daher die
meiste Zeit still und warteten auf Befehle und Daten. Um die teuren Gerite auszulas-
ten, fand daher eine Trennung der Befehlseingabe und der Ausfithrung statt. Bei der
Stapelverarbeitung tibertrug der Mensch seine Befehle und Daten »offline« auf Loch-
karten, die dann gesammelt von der Rechenmaschine abgearbeitet wurden. Mit dem
Leistungszuwachs des elektrischen Computers wurden in den 1950er Jahren die Pro-
gramme umfangreicher und komplexer, sodass die Stapelverarbeitung an ihre Gren-
zen stieR. Ein einziger Fehler konnte zum Abbruch des gesamten Programms fithren
und oft erst nach weiteren, zeitaufwendigen Programmdurchliufen beseitigt werden.
In den spiten 1950er Jahren verbreitete sich daher in der amerikanischen Computer-
wissenschaft eine neue Idee, wie die Rechenzeit von Computern effizienter und flexi-
bler genutzt werden koénnten. Statt die Programme nacheinander abzuarbeiten, sollte
der Computer seine Rechenzeit unter mehreren Benutzern aufteilen, indem er in Se-
kundenbruchteilen zwischen Programmen hin und her wechselt. Durch diese Art des
Timesharings konnten Menschen direkt mit dem Computer interagieren und ihre Be-
fehle »online« eingeben, ohne dass durch Fehler oder die zum Nachdenken benétigte
Zeit wertvolle Rechenzeit verschwendet wird.>"

Die Idee, mit Timesharing einen direkteren Zugang von einzelnen Menschen zu
Computern zu ermdéglichen, war auch von der kybernetischen Idee der Symbiose zwi-
schen Menschen und Computer beeinflusst, bei der beide als informationsverarbei-
tende Maschinen ihre jeweiligen Stirken einbringen und zu einer leistungsfihigeren
Einheit verschmelzen. Dieser Gedanke ist vor allem mit der Arbeit des einflussreichen
Computerwissenschaftlers J. C. R. Licklider verbunden. Als studierter Neuropsychologe
war Licklider auf die Wahrnehmung von akustischen Signalen spezialisiert und hatte

50 Vgl. D. G. Copeland/R. O. Mason/]. L. McKenney, Sabre. The development of information-based
competence and execution of information-based competition, in: IEEE Annals of the History of Com-
puting 17 (1995), H. 3, S. 30-57; Campbell-Kelly/Aspray, Computer, S. 169-176.

51 Vgl. Walden/van Vleck (Hg.), The Compatible Time Sharing System, S.1; J.A.N. Lee/]. Mc-
Carthy/).C.R. Licklider, The beginnings at MIT, in: IEEE Annals of the History of Computing 14 (1992), H.
1,S.18-54. Siehe auch: Hans Dieter Hellige, Leitbilder im Time-Sharing-Lebenszyklus. Vom »Multi-
Access« zur »Interactive Online-Community, in: Hans Dieter Hellige (Hg.), Technikleitbilder auf
dem Priifstand. Leitbild-Assessment aus Sicht der Informatik- und Computergeschichte, Berlin
1996, S. 205-234.
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1. Computer und Telekommunikation in den USA

am MIT fiir das SAGE-Projekt an der Verbesserung der Kommunikation zwischen Men-
schen und Computern geforscht.>> 1957 wechselte er zu der auf Akustik spezialisierten
Beratungsfirma Bolt Beranek and Newman (BBN), einer Griindung seiner Kollegen vom
MIT, und regte dort den Kauf eines Computers an, mit dem er die interaktive Nutzung
von Computern weiter erforschte.>

Im Mirz 1960 verdffentlichte er einen Artikel, in dem er seine Uberlegungen zur
Zusammenarbeit von Menschen und Computern darlegte.>* Wihrend fiir Licklider die
Stirken des Menschen in kreativer Problemlésung lagen, hielt er Computer bei Rechen-
und Routinearbeiten fiir iiberlegen. In einer Symbiose von Menschen und Computern
konnten Computer daher dem Menschen solche Aufgaben abnehmen und ihm mehr
Zeit verschaffen, kreativ zu sein und neue Problemlésungen zu finden.>® Licklider for-
mulierte dies folgendermafien:

The hope is that, in not too many years, human brains and computing machines will
be coupled together very tightly, and that the resulting partnership will think as no
human brain has ever thought and process data in a way not approached by the infor-
mation-handling machines we know today.>

Eine langfristige Bedeutung erhielten Lickliders Ideen vor allem dadurch, dass er in
eine Position kam, in der er durch Vergabe von Forschungsmitteln die Entwicklung
von Computern beeinflussen konnte. 1962 wechselte er zum Forschungsprogramm des
Verteidigungsministeriums, der Advanced Research Projects Agency (ARPA) und wurde
der Griindungsdirektor des Information Processing Techniques Office (IPTO), mit dem
die ARPA das militirische »Command and Control, also den Informationsfluss und
die Informationsverarbeitung auf dem Schlachtfeld verbessern wollte.>”

Mit den finanziellen Mitteln des IPTO konnte er ein Projekt am MIT unterstiitzen,
an dem seit 1961 an der Realisierung von Timesharing gearbeitet wurde. In der ersten
Version war das Compatible Time Sharing System (CTSS) zwar noch beschriankt, nur
drei Benutzer konnten gleichzeitig mit dem Computer arbeiten. Das System bewies
aber die Machbarkeit von Timesharing und inspirierte weitere Projekte.5® CTSS wurde

52 Vgl. M. Mitchell Waldrop, The dream machine.]. C. R. Licklider and the revolution that made com-
puting personal, New York 2001, S.107.

53 In dieser Zeit schrieb er ein Programm, bei dem ein Computer die Rolle eines Lehrers einnimmt
und einen Menschen beim Lernen von Fremdsprachen unterstiitzt, in dem er Vokabeln abfragt.
Vgl. ]. C. R. Licklider/Welden E. Clark, On-line man-computer communication, in: G. A. Barnard
(Hg.), Proceedings of the May 1-3, 1962, spring joint computer conference — AIEE-IRE »62 (Spring),
New York 1962, S.113; Waldrop, The dream machine, S.157.

54  Vgl.].C.R. Licklider, Man-Computer Symbiosis, in: IRE Transactions on Human Factors in Electronics 1
(1960), S. 4-11.

55 Vgl.ebenda,S. 4.

56  Ebenda.

57  Vgl. Waldrop, The dream machine, S.198-203; Michael Friedewald, Konzepte der Mensch-
Computer-Kommunikation in den1960erJahren.]. C. R. Licklider, Douglas Engelbart und der Com-
puter als Intelligenzverstarker, in: Technikgeschichte 67 (2000), S.1-24, hier S. 2-4.

58  Vgl. Campbell-Kelly/Aspray, Computer, S.208-209; F. ]. Corbato/M. Merwin-Daggett/R. C. Daley,
CTSS-the compatible time-sharing system, in: IEEE Annals of the History of Computing 14 (1992), H.
1, S.31-54; Walden/van Vleck (Hg.), The Compatible Time Sharing System.
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am MIT daher schon bald durch das Projekt MAC erginzt, mit dem ab 1963 die Mog-
lichkeiten von Timesharing und einer interaktiven Computernutzung systematisch er-
forscht wurden.>® Fiir das neue Projekt wurde die Zahl der angeschlossenen Terminals
deutlich erweitert und erstmalig die Moglichkeit geschaffen, sie iiber das Telefonnetz
mit dem Computer zu verbinden.®®

Die Nutzung des Computers war nicht auf die Mitarbeiter des Projekts beschrankt.
Durch das Projekt MAC erhielten Wissenschaftler und Studierende des MIT erstmals
einen direkten Zugang zu einem Computer. Sozialwissenschaftler konnten direkt am
Terminal ein Programm schreiben und ihre Forschungsdaten auswerten, wihrend Stu-
dierende Programmieraufgaben fiir ihre Kurse bearbeiten konnten. Ein Ergebnis des
Projekts war, dass der direkte Zugang den Umgang mit dem Computer verinderte.
Da sie nicht mehr stunden- oder tagelang auf das Ergebnis ihrer Programme warten
mussten, waren die Nutzer des CTSS viel eher bereit, neue Ansitze auszuprobieren
und Risiken einzugehen.61 Dies setzte viel Kreativitit frei, die sich auch auf den Funk-
tionsumfang des Systems auswirkte. Viele Funktionen des Systems wurden nicht von
den Entwicklern hinzugefiigt, sondern basierten auf Programmen, die von einzelnen

59  Die Abkirzung MAC steht sowohl fiir Machine-Aided Cognition oder Multiple Access Computer,
vgl. Waldrop, The dream machine, S. 224.

60 Vgl.ebenda,S. 223.

61  Ein anschauliches Beispiel, wie der interaktive Umgang mit Computern die Wahrnehmung von
Computern dnderte, ist das Programm ELIZA von Joseph Weizenbaum. Als Wissenschaftler be-
schaftigte sich Weizenbaum mit der Analyse von menschlicher Sprache. ELIZA wertete die Ein-
gaben des Benutzers nach bestimmten Schlagwértern aus und stellte dazu passende Riickfragen.
Das Programm imitierte dabei das Verhalten eines Psychotherapeuten, der seinen Patienten mo-
tiviert, das zuvor Gesagte zu reflektieren. Um das Potenzial des interaktiven Umgangs mit Compu-
tern zu zeigen, wurde ELIZA am MIT hiufig vorgefiihrt. Einige Psychologen sahen sogar die Mog-
lichkeit, Computer kiinftig zur Psychotherapie einzusetzen. Weizenbaum war hiervon entsetzt.
Er hatte die Therapiesituation nur als Beispiel gewahlt, weil es sich um eine stark strukturierte
Gesprachssituation handelte. Er beobachtete jedoch, dass die Nutzer von ELIZA eine emotionale
Beziehung zum Computer aufbauten und das Gerit als einen Menschen ansahen, der sich ernst-
haft fiir ihre Probleme interessierte. Diese Erfahrung machte Weizenbaum zu einem grundsatzli-
chen Kritiker des unreflektierten Glaubens in die Fahigkeiten von Computern. Die Reaktionen auf
ELIZA veranlasste Weizenbaum, seine Perspektive auf den Computer zu einem Buch zu verarbei-
ten, das 1976 unter dem Titel »Computer Power and Human Reason. From Judgement to Calcu-
lation« erschien. Wihrend seiner Arbeit an ELIZA hatte Weizenbaum allerdings selbst ein enges
Verhiltnis zu Computern. Als einer der ersten Wissenschaftler des MIT hatte er sich bereits 1963 in
seiner Privatwohnung ein Terminal aufstellen lassen. Der Leiter des Projektes MAC, Robert Fano,
erinnert sich daran, dass er eines morgens Weizenbaum in seinem Biiro antraf, der sich dariiber
beschwerte, dass das System in der Nacht nicht funktionsfiahig gewesen sei. Vgl. Joseph Weizen-
baum, ELIZA. A computer program for the study of natural language communication between man
and machine, in: Communications of the ACM 9 (1966), S. 36-45; Joseph Weizenbaum, Die Macht der
Computer und die Ohnmacht der Vernunft, Frankfurt a.M. 1978, S.14-21; John Lee u.a., The Project
MAC interviews, in: [EEE Annals of the History of Computing 14 (1992), H. 2, S.14-35, hier S. 26. Zur
Biografie Weizenbaums siehe: Dirk Siefkes (Hg.), Pioniere der Informatik. Ihre Lebensgeschichte
im Interview. Interviews mit F. L. Bauer, C. Floyd, J. Weizenbaum, N. Wirth und H. Zemanek, Berlin
1999, S. 31-59.
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Benutzern geschrieben wurden, um den Umgang mit dem Computer bequemer zu ma-
chen.®?

Zu diesen Funktionen gehorte auch der Austausch von Nachrichten. Die Moglich-
keit, Programme und Daten zu speichern und mit anderen Nutzern zu teilen, gehorte
zu den urspriinglichen Systemfunktionen.®® Einige Anwender nutzten diese Funktion
aber auch, um mit anderen Benutzern Nachrichten auszutauschen, indem sie Dateien
mit dem Namen des Empfingers in offentlich zuginglichen Verzeichnissen ablegten.
Ab 1965 wurde der Nachrichtenaustausch zu einer offiziellen Systemfunktion, nachdem
die Studierenden Noel Morris und Tom Van Vleck ein Programm geschrieben hatten,
das Nachrichten direkt in den personlichen Dateien eines Nutzers ablegte, sodass nur
der Adressat die Nachricht lesen konnte.®

»Computer Utility«

Die Entwicklung von Timesharing hatte auch zur Folge, dass in der Datenverarbei-
tungsindustrie iiber neue Vertriebswege nachgedacht wurde. Das tibliche Geschifts-
modell war der Verkauf oder die Vermietung von elektronischen Computern, in der
Regel an grofie Unternehmen, die die Gerite in Eigenregie betrieben. Als Alternative
zu dieser kostspieligen Form der Datenverarbeitung hatte sich bereits im Zeitalter der
mechanischen Rechenmaschinen ein Markt fiir Datenverarbeitung als Dienstleistung
etabliert. Unternehmen konnten ihre Programme und Daten manuell auf Lochkarten
iibertragen und diese an einen Dienstleister schicken, der sie auf seinem Computer aus-
fithrte und die ausgedruckten Ergebnisse per Post versendete.®> Die Entwicklung von
Timesharing und die Verbindung von Computern mit Telekommunikationsnetzen er-
schlossen fiir diesen Bereich des Datenverarbeitungsmarktes neue Moglichkeiten. Mit
Modems und dem Telefonnetz konnten Computer und der Zugriff auf sie riumlich ge-
trennt werden.

Telekommunikation als Vertriebsweg fiir Datenverarbeitung wurde Mitte der 1960er
Jahre unter dem Schlagwort »Computer Utility« diskutiert. »Computer Utility« bezeich-
nete das Konzept, dass Datenverarbeitung wie andere Utilities, etwa Strom oder Was-
ser, einfach abgerufen werden kann, ohne dass die Benutzer sich mit seiner Erzeugung
auseinandersetzen miissen. Alles, was der Kunde eines Anbieters von Computer Utility
machen musste, um Zugriff auf einen Computer oder ein spezifisches Programm zu
erhalten, war es, ein Terminal an das Telefonnetz anzuschlieflen und die Rufnummer
des Dienstleisters zu wihlen. Diese Art der Computernutzung nach Bedarf galt in den
1960er Jahren als die Zukunft der Datenverarbeitung. Dies lag vor allem daran, dass
sich in der Datenverarbeitungsindustrie die Annahme herausgebildet hatte, dass die

62 Vgl.J.A.N. Lee/E. E. David/R. M. Fano, The social impact (Project MAC), in: I[EEE Annals of the History
of Computing 14 (1992), H. 2, S. 36-41, hier S. 39; Waldrop, The dream machine, S. 231-232.

63  Vgl. Walden/van Vleck (Hg.), The Compatible Time Sharing System, S. 11.

64  Vgl.T.vanVleck, Electronic Mail and Text Messaging in CTSS, 1965-1973, in: [EEE Annals of the History
of Computing 34 (2012), H. 1, S. 4-6; Siegert, Die Geschichte der E-Mail, S.190-197.

65  Vgl. Campbell-Kelly/Carcia-Swartz, Economic Perspectives on the History of the Computer Time-
Sharing Industry, S.18.
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Leistungsfihigkeit von Computern in einem festen Verhiltnis zu ihren Herstellungs-
kosten steht. Fiir den doppelten Preis konnte demnach ein viermal leistungsfihiger
Computer gebaut werden, ein Zusammenhang, der nach Herbert Grosch als Grosch's
Law bezeichnet wurde. Als Folge dieses Verhiltnisses schienen eigene Computer nur
fiir wenige Anwender mit hohem Bedarf an Rechenleistung wirtschaftlich vorteilhaft;
fiir den deutlich gréfReren Markt der kleineren oder mittelgroRen Computernutzer galt
es dagegen als 6konomischer, Datenverarbeitung nach Bedarf einzukaufen.

Im Rahmen der Diskussion tiber Computer Utility wurde erstmalig auch die Ver-
wendung von Computern durch private Haushalte denkbar.®” Im Mai 1964 erschien
im amerikanischen Magazin The Atlantic ein Essay des Okonomen und Computerex-
perten Martin Greenberger, der unter dem Titel »The Computers of Tomorrow«®® pro-
phezeite, dass Computer schon bald alle Bereiche der amerikanischen Wirtschaft und
Gesellschaft verindern werden. So wie Elektrizitit die Verfiigbarkeit von Energie ra-
dikal verandert habe, werde der vernetzte Computer die Informationsversorgung und
-verarbeitung revolutionieren. In der nahen Zukunft sah Greenberger zunichst fiir in-
formationsabhingige Branchen wie Finanzdienstleistungen und Versicherungen das
Potenzial zu weitreichenden Verinderungen, da sie damit Produkte anbieten konnen,
die auf den individuellen Bedarf der Kunden zugeschnitten sind. Aber auch der pri-
vate Konsum werde sich durch Computer verindern, indem Katalogbestellungen von
zu Hause direkt am Terminal moglich werden. Je mehr Dienstleistungen direkt iiber
Computer abgewickelt werden, desto mehr Informationen iiber Wirtschaft und Gesell-
schaft ligen computerlesbar vor und kénnten direkt ausgewertet werden. Im Geiste der
Planungseuphorie der 1960er Jahre sah Greenberger in diesem Datenreichtum vor al-
lem eine Moglichkeit, schnellere und bessere Entscheidungen zu treffen.®® Die zentrale
Frage war fiir Greenberger allerdings, wie der Computer-Utility-Markt strukturiert sein
wird. Wihrend er bei Elektrizitit wegen der hohen Kosten des Stromnetzes eine staat-
liche Regulierung fiir gerechtfertigt hielt, erfolgte der Zugang zu Computern iiber die
vorhandene Infrastruktur der Telekommunikationsanbieter und sollte daher zunichst
im Wettbewerb bereitgestellt werden. Sofern sich jedoch aufgrund der Komplexitit der
Computeranwendungen Grofdenvorteile und Monopole ergeben, sollte der Staat regu-
lierend eingreifen.”

Der Timesharing-Markt

Die Diskussion iiber Computer Utility fand Mitte der 1960er Jahre auch deswegen in
der amerikanischen Datenverarbeitungsindustrie Resonanz, da sich die Marktantei-
le in den letzten zehn Jahren verfestigt hatten. Seit den frithen 1950er Jahren war die
Computerindustrie zwar kontinuierlich gewachsen, Mitte der 1960er Jahre dominierte

66  Vgl. Campbell-Kelly/Aspray, Computer, S. 215-217.

67  Zum Aufkommen des Begriffs »computer utilty« ab 1961 siehe auch: Joy Lisi Rankin, A People’s
History of Computing in the United States, Cambridge 2018, S.107-117.

68  Creenberger1964, The Computers of Tomorrow.

69 Vgl ebenda.

70 Vgl ebenda.

https:/dol. 12.02.2026, 22:29:14. /dele - [



https://doi.org/10.14361/9783839459300-002
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

1. Computer und Telekommunikation in den USA

allerdings IBM den Sektor unangefochten und kam allein in den USA auf einen Markt-
anteil von rund 70 Prozent. Die iibrigen sieben amerikanischen Hersteller von kom-
merziellen Grofcomputern teilten den verbleibenden Markt unter sich auf, weshalb
man innerhalb der Industrie spottisch von »IBM und den sieben Zwergen« sprach.”
In dieser Situation bot Computer Utility und Timesharing fiir die kleineren Hersteller
Wachstumschancen in einem Bereich, der noch nicht von IBM kontrolliert wurde.

Verstirkt wurde die Hoffnung, mit Timesharing die Marktverhiltnisse dndern zu
kénnen, durch die Situation von IBM, das sich Mitte der 1960er Jahre in einer Krise
befand und angreifbar schien. Mit der Einfithrung des System/360 war der Konzern das
Risiko eingegangen, seine gesamte Produktpalette von elektronischen Computern neu
zu entwickeln und auf eine gemeinsame Grundlage zu stellen, hatte dabei allerdings
nicht den Bedarf fiir Timesharing berticksichtigt. Die Entwicklung des Betriebssystems
08S/360 schien sich zudem zu einem Debakel zu entwickeln, da es deutlich verspitet und
mit zahlreichen Fehlern ausgeliefert wurde.”

In dieser Situation konnte zunichst in erster Linie ein Konkurrent von IBM profi-
tieren: General Electric (GE). Als Elektrogrofikonzern, der vom Kernkraftwerk bis zum
Haartrockner die gesamte Palette des Elektrizititsmarktes abdeckte, verfiigte GE iiber
das notwendige Kapital, um die Vormachtstellung von IBM ernsthaft zu gefihrden.
Trotz fritherer Erfahrungen mit der Produktion von spezialisierten Computern zur au-
tomatischen Bearbeitung von Bankschecks war der Konzern erst nach lingerem Zo-
gern 1961 in den Vertrieb von elektronischen Computern eingestiegen, hatte mit der
200er-Serie aber ein relativ erfolgreiches Produkt im Angebot. Seit 1963 bot GE mit
dem DATANET 30 auflerdem einen spezialisierten Computer an, der urspriinglich zur
automatischen Verteilung von Fernschreiben innerhalb von Grof3konzernen entwickelt
worden war, mit dem aber auch eine grofie Anzahl von Terminals an einen Compu-
ter angeschlossen werden konnte. DATANET 30 war daher ideal fiir Timesharing und
wurde Mitte der 1960er Jahre zu einem vielgenutzten Computer des sich entwickelnden
Marktes fiir kommerzielles Timesharing.”

Dies lag auch daran, dass der DATANET 30 Grundlage des zweiten einflussrei-
chen Timesharing-Systems der 1960er Jahre war (neben CTSS und dem Project MAC
am MIT). Am Dartmouth College in New Hampshire entwickelten John Kemeny und
Thomas E. Kurtz zusammen mit einigen Studierenden ab 1963 das Darthmouth Time-
sharing System (DTSS), das sich vom CTSS vor allen darin unterschied, dass es von
vornherein fiir einen breiten Personenkreis entworfen wurde. Als Nutzer des DTSS hat-
ten die Mathematikprofessoren Kemeny und Kurtz Studierende aller Fachrichtungen

71 Die »sieben Zwerge« der amerikanischen Computerindustrie bestanden 1965 aus: Sperry Rand,
Contral Data, Honeywell, Burroughs, RCA, General Electricund NCR. Vgl. Ceruzzi, A history of mod-
ern computing, S.143; Waldrop, The dream machine, S. 244.

72 Das»System/360« war trotz aller Schwierigkeiten dennoch ein groRer Erfolg fiir IBM und sicherte
die Vormachtstellung des Konzerns bis in die 1980er Jahre hinein. Vgl. Ceruzzi, A history of modern
computing, S.144-158; Cortada, IBM, S. 203-256.

73 Vgl.J.AN. Lee, The rise and fall of the General Electric Corporation computer department, in: |[EEE
Annals of the History of Computing 17 (1995), H. 4, S. 24-45, hier S. 32. Zur Entwicklungsgeschichte der
»DATANET 30« siehe: Homer R. Oldfield, King of the seven dwarfs. General electric’s ambiguous
challenge to the computer industry, Washington 1996, S.138-142.
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im Blick, die mit dem System eigene Programme schreiben sollten. Hierfiir schufen sie
mit BASIC fir das DTSS sogar eine neue Programmiersprache, die relativ einfach zu
erlernen war.”*

Als das Projekt MAC des MIT im Sommer 1964 verkiindete, dass sie sich fiir ihr neu-
es Timesharing-System nicht fiir einen Computer von IBM, sondern fiir ein Gerit von
GE entschieden hatten,” wurde den Verantwortlichen bei GE allmihlich klar, dass sie
mit Timesharing eine Chance hatten, an IBM vorbeizuziehen.”® Um von diesem neu-
en Markt nicht nur durch den Verkauf zusitzlicher Computer zu profitieren, entschied
sich GE zum Aufbau eines neuen Geschiftszweiges und errichtete in Phoenix ein Re-
chenzentrum, mit dem es Datenverarbeitung als Dienstleistung iiber das Telefonnetz
anbot.”” Bereits 1967 betrieb der Konzern 68 Rechenzentren, die, damit moglichst viele
Kunden den Dienst zum Telefonortstarif erreichen konnten, iiber die gesamten USA
verteilt waren.”8

Der Erfolg von Timesharing verhinderte allerdings nicht, dass GE 1970 seine Com-
putersparte an Honeywell verkaufte. Timesharing war allerdings seit 1966 ein eigen-
stindiger Unternehmensteil, der im Unternehmen verblieb,” und 1985 mit GEnie zur
Grundlage eines Onlinedienstes wurde, der sich an private Haushalte richtete (siehe
Kapitel 8.c).

Mitte der 1960er Jahre stiegen neben GE eine ganze Reihe von Unternehmen in
den Timesharing-Markt ein. Datenverarbeitung iiber das Telefonnetz als Dienstleis-
tung fir Unternehmen entwickelte sich in den USA zu einem dynamischen und schnell
wachsenden Markt, in dem 1970 iiber 100 Unternehmen konkurrierten, darunter ne-

74 Innerhalb von zwei Stunden konnten Studierenden ohne jede Vorkenntnis iiber die Funktions-
weise eines Computers die Grundlagen von BASIC soweit erlernen, dass sie eigene Programme
schreiben konnten. Mit diesem Ansatz war BASIC und damit auch DTSS relativ erfolgreich und
wurde Ende der 1960er Jahre von weiteren amerikanischen Schulen und Hochschulen Gibernom-
men. Mit DTSS machten viele amerikanische Schiiler und Studierende ihre ersten Erfahrungen
Computern. BASIC wurde in den 1970er Jahren zur Lingua franca des Computers und auf nahe-
zu alle existierenden Systeme libertragen. Mit der Verbreitung von Mikrocomputern wurde es zu
einer zentralen Programmiersprache von Computerhobbyisten. Vgl. Rankin, A People’s, S. 66-105.
Zu BASIC siehe auch: Campbell-Kelly/Aspray, Computer, S. 209-212; Ceruzzi, A history of modern
computing, S. 203-206.

75  Vgl. Waldrop, The dream machine, S. 249-253.

76  Vgl.]. E. O'Neill,>Prestige luster<and ssnow-balling effects<. IBM’s development of computer time-
sharing, in: IEEE Annals of the History of Computing 17 (1995), H. 2, S. 50-54.

77  Mittelfristig sollten die Computer von GEs neuer Timesharing-Sparte mit Multics betrieben wer-
den, dem neuen Timesharing-Systems vom Projekt MAC. Seit 1965 beteiligte sich GE daher, ge-
meinsam mit dem Bell Labs, an der Entwicklung von Multics. Da sich das neue Betriebssystem 1965
aber noch im Entwurfsstadium befand, griff GE beim Start des Dienstes auf eine verbesserte Ver-
sion von DTSS zuriick. Da sich die Fertigstellung von Multics verzgerte, stiegen die Bell Labs 1969
aus dem Projekt aus und begannen mit der eigenstandigen Entwicklung von Unix. Zur Geschichte
von Unix siehe: Peter H. Salus, A quarter century of UNIX, Reading, Mass. 1994.

78 Vgl Lee, Rise and fall of the GE computer department, S. 36-38.

79  Vgl. GE Information Service, 20 Years of Excellence. A special edition commemorating the Twenti-
eth Anniversary of General Electric Information Services Company, Rockville 1985, S. 5.
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1. Computer und Telekommunikation in den USA

ben erfolgreichen Neugriindungen wie dem kalifornischen Tymshare®° auch zahlreiche
kleinere, lokal ausgerichtete Dienstleister.®! Thre Kunden waren in der Regel groere
Unternehmen, die teilweise iber eigene Computer verfiigten, aber zusitzlichen Bedarf
an Rechenkapazitit hatten oder spezialisierte Software eines bestimmten Timesharing-
Anbieters nutzen wollten.5? In einer Zeit, in der es noch keine giinstigen und leistungs-
fahigen Tisch- oder Taschenrechner gab, lag der Vorteil von Timesharing vor allem in
der Geschwindigkeit, mit der beispielsweise Ingenieure die Ergebnisse ihrer Berech-
nungen bekommen konnten. Statt tagelang auf das Ergebnis des firmeneigenen oder
eines externen Rechenzentrums zu warten, standen die Ergebnisse jetzt innerhalb von
Minuten auf dem eigenen Schreibtisch zur Verfiigung.®?

Der Erfolg einiger Timesharing-Unternehmen, die hohen Erwartungen an Compu-
ter Utility und geringe Markteinstiegshiirden fithrten allerdings dazu, dass Ende der
1960er Jahre viel in den Timesharing-Markt investiert wurde, bis es 1969 zu einem Uber-
angebot und einer Marktbereinigung kam. Die amerikanische Timesharing-Industrie
konnte sich in den folgenden Jahren jedoch erholen und entwickelte sich in den 1970er
Jahren zu einem erfolgreichen Industriezweig.®*

Datennetzwerke

Das Verhiltnis der Anbieter von Timesharing zu Telekommunikationsanbietern war
gespalten. Einerseits basierte der Timesharing-Markt darauf, dass Kunden sich iiber
das Telefonnetz mit ihren Computern verbinden konnten, andererseits waren die
Timesharing-Anbieter von den Strukturen und Tarifen der Telefongesellschaften ab-
hingig. Durch die hohen Kosten von Ferngesprichen waren Verbindungen zu weit
entfernten Rechenzentren fiir ihre Kunden unattraktiv. In den ersten Jahren versuch-
ten groflere Timesharing-Anbieter daher in jeder groReren Stadt der USA Computer
aufzustellen, um fiir viele Kunden zum Preis von Ortsverbindungen erreichbar zu
sein.®

Diese dezentrale Aufteilung war fir die Anbieter allerdings teuer, da dies neben
einem hoheren Aufwand fiir Miete und Personal auch die Zahl der potenziellen Kun-
den pro Gerit limitierte. Vor allem bei besonders leistungsfihigen Computern oder bei
Geriten mit spezieller Software war es daher eine 6konomische Notwendigkeit, dass

80  Zur Griindungsgeschichte von Tymshare siehe: Lee, Rise and fall of the GE computer department,
S.38; Tymes, Oral History of LaRoy Tymes. Zur Geschichte von Tymshare von 1965 bis 1984: Jeffrey
R. Yost, Making IT work. A history of the computer services industry, Cambridge, Mass. 2017, S. 153-
176.

81  Vgl. Campbell-Kelly/Carcia-Swartz, Economic Perspectives on the History of the Computer Time-
Sharing Industry, S.17.

82  Vgl. ebenda.

83  Vgl. GE Information Service 1985, 20 Years of Excellence, S. 5.

84  Vgl. Campbell-Kelly/Aspray, Computer, S. 218; GE Information Service 1985, 20 Years of Excellence,
S.8.

85  Vgl. Campbell-Kelly/Carcia-Swartz, Economic Perspectives on the History of the Computer Time-
Sharing Industry, S. 23-24.
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sich viele Kunden mit geringen Verbindungsgebiihren in die Systeme einwihlen kén-
nen. Aus diesen Griinden begannen zwei gréfiere Anbieter von Timesharing, GE und
Tymshare, schon Ende der 1960er Jahre mit dem Aufbau von eigenen Datennetzen. GE
konzentrierte ab 1969 seine leistungsfihigeren Computer in wenigen »supercenters«
und stellte in den iibrigen Stidten nur kleinere Minicomputer auf, die die Terminalver-
bindungen zusammenfassten und gesammelt tiber Telekommunikationsverbindungen
weiterleiteten.3¢ Tymshare entwickelte Ende der 1960er Jahre eine ihnliche Lésung und
stellte in den grofieren Stidten der USA Minicomputer auf, die lokale Kunden mit zen-
tralen Computercentern verbanden.®”

Beim Aufbau ihrer Computernetzwerke konnten sich GE und Tymshare am Vor-
bild der ARPA orientieren, die ebenfalls Ende der 1960er Jahre begonnen hatte, die von
ihr finanzierten Computer iiber ein eigenes Datennetzwerk zu verbinden. Anders als
die Timesharing-Anbieter wollte die ARPA mit dem ARPANET allerdings nicht Termi-
nalverbindungen konzentrieren und Kosten einsparen.®® Die Hochschulen und For-
schungseinrichtungen, die an das Netzwerk der ARPA angeschlossen wurden, hatten
fiir gewohnlich bereits direkten Zugriff auf einen oder mehrere Computer. Hinter dem
ARPANET stand daher die Idee, dass ein an das ARPANET angeschlossener Computer

86  Ab 1970 bot GE den Service iiber eine Satellitenverbindung auch in Grof3britannien an. Vgl. GE
Information Service, 20 Years of Excellence, S. 8.

87  Vgl. M. Beere/N. Sullivan, TYMNET. A Serendipitous Evolution, in: I[EEE Transactions on Communica-
tions 20 (1972), S. 511-515; M. Schwartz, TYMNET — A tutorial survey of a computer communications
network, in: Communications Society 14 (1976), H. 5, S. 20-24.

88  Siehe zur Entstehungsgeschichte des ARPANETS: Abbate, Inventing the Internet; Hafner/Lyon,
Where wizards stay up late; Stephen Lukasik, Why the Arpanet Was Built, in: IEEE Annals of the
History of Computing 33 (2011), H. 3, S. 4-21. Die zweite Eigenheit des ARPANETS war die Aufteilung
der gesendeten Daten in einzelne Pakete. Ahnlich wie bei der Interaktion zwischen Menschen und
Computern fand auch bei der Kommunikation zwischen zwei Computern ein Austausch von Daten
meistens stoRweise statt, sodass sich eine Verbindung in der meisten Zeit im Leerlauf befand. Ein
Verbindungsaufbau nach Bedarf dauerte mit analoger Schalttechnik allerdings mehrere Sekun-
den und war daher fir»resource sharing« ungeeignet. Beim ARPANET wurde daher der Ansatz ge-
wihlt, die Verbindung in Datenpakete aufzuteilen und diese unabhingig voneinander zu versen-
den, damit mehrere Computer gemeinsam eine stehende Verbindung nutzen kénnen. Die paket-
basierte Datenkommunikation des ARPANETs war zwar eine effiziente und flexible Methode des
Datenaustausches, erforderte aber den Einsatz von speziellen Minicomputern, den sogenannten
»Interface Message Processor« (IMPs). Computer, die mit dem ARPANET verbunden waren, waren
an einem IMP angeschlossen, der die zu sendenden Daten in Pakete aufteilte, die Zieladresse vor-
anstellte und iiber einer Standleitung an andere IMP”s weitergab, bis die Pakete ihr Ziel erreicht
hatten. Dort wurden sie vom Ziel-IMP zusammengesetzt und an den angeschlossenen Compu-
ter weitergeleitet. Zur Funktionsweise des ARPANET siehe: F. E. Heart u.a., The interface message
processor for the ARPA computer network, in: Harry L. Cooke (Hg.), Proceedings of the May 5-7,
1970, spring joint computer conference — AFIPS >70 (Spring), New York 1970, S. 551; Waldrop, The
dream machine, S. 269-272. Der paketbasierte Datenaustausch vom Kunden bis zum Zielcompu-
ter war fir die Timesharing-Industrie zunachst keine Option, allerdings setzte sie sich dafiir ein,
dass die Telekommunikationsbranche sich 1976 auf internationaler Ebene auf die Einfiihrung ei-
nes Protokolls (X.25) zum paketbasierten Datenaustausch verstindigte, das sich gegeniiber dem
Endkunden allerdings wie eine leitungsgebundende Verbindung verhielt (siehe Kapitel 7.).
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zusitzlich auf die Ressourcen von entfernten Computern zugreifen und deren Rechen-
kapazititen, Datenbestinde oder spezielle Hardware nutzen kann.® Da dieses Resour-
ce Sharing hohere Bandbreiten und schnellere Reaktionszeiten als die Verbindung von
Terminals erforderte, verfiigte das ARPANET von Beginn an iiber eine fiir die damalige
Zeit sehr hohe Bandbreite von 50 kb/s,*® wihrend bei Timesharing-Netzwerken Mitte
der 1970er Jahre Bandbreiten von nicht mehr als 2400 bits/s tiblich waren, iiber die bis
zu 46 Terminalverbindungen iibertragen wurden.”* Erst ab 1972 war es méglich, auch
an das ARPANET Terminals anzuschliefRen, um dem ohne einen eigenen Computer auf
die angeschlossenen Rechner zuzugreifen.®”

Der Computer als Kommunikationsmedium

Der Aufbau von umfangreicheren Timesharing-Systemen an amerikanischen Hoch-
schulen, die Erkenntnis, dass diese Systeme auch zur Kommunikation zwischen den
Nutzern verwendet werden kénnen, und das Aufkommen von iiberregionalen Daten-
netzwerken wie dem ARPANET machten Mitte der 1960er Jahre eine Neubewertung des
Computers als Kommunikationsmedium moglich. Fiir Licklider, der nach seinem Aus-
scheiden aus der ARPA im Jahr 1964 zunichst am Forschungszentrum von IBM in New
York beschiftigt war und 1968 als Leiter des Project MAC zum MIT zuriickkehrte, war
dies eine konsequente Weiterfithrung seiner Ideen einer Symbiose zwischen Menschen
und Computern. Wenn nicht nur eine Person, sondern gleich mehrere Menschen mit
einem Computer verbunden sind, so kann dieser nicht nur einen einzelnen Menschen
beim Denken unterstiitzen, sondern auch Hilfsmittel fiir den gemeinsamen Denk- und
Arbeitsprozess mehrerer Menschen zur Verfiigung stellen. Der Computer wird dann
zu einem Hilfsmittel des zwischenmenschlichen Gedankenaustausches und damit zu
einem Kommunikationsmedium.

Im April 1968 formulierte Licklider gemeinsam mit Robert Taylor fiir die populir-
wissenschaftliche Zeitschrift Science and Technology, welche Konsequenzen Computer als
Kommunikationsmittel haben kénnen. Taylor war als Leiter des IPTO bei der ARPA seit
1966 der Nachfolger von Licklider und dafiir verantwortlich, das von ihm angestof3e-
ne Forschungsprogramm mit dem Aufbau des ARPANET weiterzufithren. Beide waren
eng mit der Entwicklung und Verwendung von Timesharing-Systemen an verschiede-
nen Hochschulen vertraut und hatten dabei beobachtet, dass sich um die Computer
lokale Gemeinschaften bildeten, die die Gerdte dazu nutzten, Programme, Daten und
Informationen auszutauschen. Besonders das Teilen von Programmen und Daten war

89  Vgl. Lawrence G. Roberts, Multiple computer networks and intercomputer communication, in: J.
Cosden/B. Randell (Hg.), Proceedings of the ACM symposium on Operating System Principles —
SOSP '67, New York 1967, S.3.1-3.6.

90  Vgl. Lawrence G. Roberts/Barry D. Wessler, Computer network development to achieve resource
sharing, in: Harry L. Cooke (Hg.), Proceedings of the May 5-7, 1970, spring joint computer confer-
ence on—AFIPS>70 (Spring), New York1970, S. 543; L. G. Roberts, The evolution of packet switching,
in: Proceedings of the IEEE 66 (1978), S.1307-1313, hier S.1308.

91 Vgl. Schwartz, TYMNET — A tutorial, S. 22.

92 Vgl. S. M. Ornstein u.a., The terminal IMP for the ARPA computer network, in: Proceedings of the
May 16-18, 1972, spring joint computer conference, New York 1972, S. 243-254.
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fiir sie ein Hinweis darauf, dass Computer nicht nur zur passiven Weitergabe von Infor-
mationen genutzt werden konnen. Da Programme und Daten fiir sie Ausdruck eines
individuellen Problemlsungsprozesses mithilfe eines Computers waren, konnte der
Computer bei der Vermittlung dieses Prozesses an andere eine aktive Rolle einnehmen.
Den Vorteil, den der Austausch von Gedanken tiber einen Computer gegeniiber anderen
Medien besaf3, sahen sie darin, dass Computer das gedankliche Modell eines anderen
Menschen individuell aufbereiten kénnen, sodass damit eine Interaktion méglich wird.
Computer waren fiir Licklider und Taylor insofern ein formbares Medium, das einen
gemeinsamen Gedankenprozess von mehreren Menschen erméglicht:

Creative, interactive communication requires a plastic or moldable medium that can
be modeled, a dynamic medium in which premises will flow into consequences, and
above all a common medium that can be contributed to and experimented with by all.
Such a medium is at hand — the programmed digital computer.”?

Der zweite Aspekt der Kommunikation iiber den Computer war fiir sie, dass durch
die Verbindung von Computern iiber Datennetze ein gemeinsamer, intensiver Gedan-
kenprozess von riumlicher Nihe unabhingig wird. So wie das geplante ARPANET den
Zugrift auf die Ressourcen der angeschlossenen Computer ermdéglichen sollte, ermog-
lichten Datennetze auch einen breiteren Zugang zu den intellektuellen Ressourcen an-
derer Menschen. Aus den lokalen Gemeinschaften konnte dann eine »supercommunity«
werden. »The hope is that interconnection will make available to all the members of all
the communities the programs and data resources of the entire supercommunity.« In-
nerhalb dieser grofien Gemeinschaft kénnten sich dann wiederum »on-line interactive
communities« entwickeln, »communities not of common location, but of COMMON IN-
TEREST<*.

Der entscheidende Faktor dafiir, dass der Computer als Kommunikationsmittel sein
revolutiondres Potenzial entfalten kann, war fur die beiden allerdings die Frage »Who
can afford it?«. Hier sahen sie das Problem weniger bei den Kosten fiir Computer und
Datenverarbeitung, da diese in den letzten 20 Jahren mit hoher Geschwindigkeit gesun-
ken waren und eine Abschwichung dieses Trends nicht abzusehen war. Damit wiirden
aber immer mehr die Telekommunikationsgebithren zum dominanten Kostenfaktor,

der die Entwicklung des Computers zu einem Kommunikationsmedium abbremse.%

l.c Zwischenfazit: Unterscheidung von Telekommunikation
und Datenverarbeitung als gestaltender Faktor

Als Ergebnis dieses Kapitels lisst sich festhalten, das elektronische Computer und der
auf ihnen aufbauende Industriezweig von Anfang an technologisch eng mit dem Te-
lekommunikationssektor verbunden waren, mit dem Consent Decree aber die Not-
wendigkeit geschaffen wurde, die beiden Bereiche voneinander abzugrenzen. Damit

93  Licklider/Taylor, The Computer as a Communication Device, in: Taylor (Hg.), In Memoriam, S. 22.
94  Ebenda, S.37-38. Hervorhebung im Orginal.
95  Vgl. Taylor (Hg.), In Memoriam, S. 35-38.
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schiitzte das Consent Decree die junge, amerikanische Computerindustrie vor einer po-
tenziell erdriickenden Konkurrenz durch den einflussreichen Telekommunikationsmo-
nopolisten AT&T und ermdoglichte es ihnen von der Innovationskraft und Infrastruktur
des Technologiekonzerns zu profitieren. Andererseits war diese Unterscheidung allein
wettbewerbspolitisch motiviert, technologisch gab es hierfiir keinen Grund. Trotzdem,
oder vor allem deswegen, bildeten die Bestimmungen des Consent Decree bis in die
1980er Jahre hinein den Rahmen fiir die gemeinsame Entwicklung von Datenverarbei-
tung und Telekommunikation.

Bereits seit Ende der 1950er Jahre war die Unterscheidung zwischen Datenverar-
beitung und Telekommunikation von technischen und konzeptionellen Entwicklungen
infrage gestellt worden. Versuche, die Ideen der Kybernetik praktisch umzusetzen, hat-
ten dazu gefiihrt, dass die Computerwissenschaft und kurz darauf auch die Industrie
die Vorteile von vernetzten Computern entdeckt hatten. Timesharing und der Zugriff
tiber Telekommunikationsnetze liefen erstmalig erahnen, welche Synergien die Verbin-
dung von Computern und Telekommunikation erméglichen. Okonomisch zeigte sich
dies bereits ab Mitte der 1960er Jahre in dem Markt fiir Timesharing. Der Moglichkeit,
zu einem Bruchteil der Kosten eines stationiren Rechners auf die Rechenkapazitit ei-
nes entfernten Computers zuzugreifen, wurde von Okonomen wie Martin Greenberger
das Potenzial zugesprochen, ganze Industriezweige zu verindern. Licklider und Taylor
machten schlieflich darauf aufmerksam, dass vernetzte Computer als Kommunika-
tionsmedium den zwischenmenschlichen Austausch und damit auch gesellschaftliche
Kommunikationsstrukturen radikal verindern kénnen.

Mittelfristig fithrte die Verbindung von Datenverarbeitung und Telekommunika-
tion aber zunichst dazu, dass ihre wettbewerbsrechtlich gebotene Notwendigkeit zur
Unterscheidung eine Reihe von komplizierten Fragen aufwarf. Waren beispielsweise
die Computer, mit denen GE und Tymshare Daten an andere Computer weiterleiteten,
noch Werkzeuge der Datenverarbeitung oder schon Instrumente der Telekommuni-
kation? Die Entwicklung der Telekommunikationstechnik verkomplizierte diese Frage
zusitzlich, da das Bell System zur Vermittlung von Telefongesprichen seit den 1960er
Jahren ebenfalls Computer einsetzte. Aber nach welchen Kriterien konnten die Com-
puter, die Telefongespriche vermittelten, von denen unterschieden werden, die Daten
weiterleiteten? Aus der Perspektive der Informationstheorie von Claude Shannon war
dies ein und dasselbe. Beide Computer vermittelten Informationen, aber der eine galt
als Telekommunikationsausriistung, mit der das Bell System Geld verdienen durfte,
wihrend die Computer der Timesharing-Anbietern als Werkzeuge der Datenverarbei-
tung galten, dessen Markt vor der Monopolmacht des Telekommunikationsanbieters
geschiitzt werden musste.

Die Nutzung von Computern als Medium der zwischenmenschlichen Kommunika-
tion lag auf der Grenze zwischen Telekommunikation und Datenverarbeitung. Auf der
einen Seite hatte ein computerbasierter Nachrichtendienst, wie er seit den 1960er Jah-
ren an einigen amerikanischen Hochschulen verfiigbar war, eindeutige Ahnlichkeit mit
Telegrafie, die in den USA ein geschiitzter und regulierter Markt war. Auf der anderen
Seite erinnerte er stark an Datenverarbeitung, und diese Ahnlichkeit hielt die amerika-
nischen Telekommunikationsgesellschaften davon ab, solche neuen, computerbasierten
Telekommunikationsdienste anzubieten.
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Das Consent Decree hatte damit zur Folge, dass die Nutzung und Weiterentwick-
lung des Computers als Kommunikationsmedium in den USA zunichst vor allem auf
die Hochschulen beschrinkt war und eine kommerzielle Nutzung solcher Dienste vor-
erst ausblieb. Wie im nichsten Kapitel gezeigt wird, verhinderte dies aber nicht, dass
in den USA der 1970er Jahre eine Debatte iiber das umfangreiche Potenzial und die
Auswirkungen des Kommunikationsmediums Computer gefiithrt wurde.
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