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reconstruction of human motions from image sequences. To resolve inherent ambiguities in 
monocular 3D reconstruction the main idea of this part is to exploit temporal properties of 
human motions in combination with a human body model learned from training data. The 
second part of the thesis tackles the problem of reconstructing a human pose from a single 
image. A human body model is learned by training a deep neural network that covers non-
linearities and anthropometric constraints.
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ABSTRACT

This dissertation deals with the problem of capturing human motions
and poses using a single camera. The constantly growing research field
has various applications in medicine, sports, autonomous driving and
human-robot interaction. In contrast to traditional multi-sensor solutions,
this thesis presents different methods employing only a single consumer
camera which opens up a wide variety of new applications.

The first part of the thesis proposes two closely related approaches for
the 3D reconstruction of human motions from image sequences. Since
images taken by a camera are projections of a 3D scene to a 2D plane,
depth information is inevitably lost which gives infinitely many possible
3D reconstructions. To resolve these inherent ambiguities the main idea
of this part is to exploit temporal properties of human motions in
combination with a human body model learned from training data. The
natural assumptions that human motions are smooth and bone lengths
of one person do not change are formulated as smoothness constraints
and a variance minimization. This approach gives pleasing results on
several benchmark datasets. However, it is restricted to the motions
used for training the human body model. Therefore, the body model
is replaced by a more general kinematic chain model in a later step.
This allows for the reconstruction of even subtle motion variations, e. g.
limping instead of walking. The first approach accurately reconstructs
everyday motions even with very noisy input data and occlusions but
struggles to recover small variations in the motion. The second approach
complements the first by also reconstructing these small deviations with
only minor degradation in robustness to noise and occlusions.

The second part of the thesis tackles the problem of reconstructing
a human pose from a single image. As shown in the first part, linear
human body models give a strong prior for possible 3D reconstructions.
However, the space of human poses is highly nonlinear. To this end, a
human body model is learned by training a deep neural network that
covers these non-linearities. Similar previous approaches train neural
networks in a supervised manner using known 2D to 3D correspondences.
Due to the limited amount of diverse training data these models tend
to simply memorize specific poses in the training set and ignore rare
poses. To avoid this a weakly supervised training scheme is proposed
that learns a mapping between distributions of 2D and 3D poses. The
consistency with the 2D observations is enforced by a novel reprojection
layer which projects the estimated 3D poses back to 2D. The performance
is shown on several benchmark datasets and achieves state-of-the-art
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abstract

results, even compared to supervised approaches. The proposed method
shows improved generalization to uncommon human poses and camera
angles. Interestingly, applying this single image approach to sequences
does not significantly increase the reconstruction errors.

Keywords – Human Motion Capture, Pose Estimation, Camera Esti-
mation, Reprojection Error Optimization.
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KURZFASSUNG

Diese Dissertation befasst sich mit der Erfassung menschlicher Bewe-
gungen und Posen mit einer einzigen Kamera. Dieses ständig wachsende
Forschungsgebiet hat verschiedene Anwendungen in der Medizin, im
Sport, beim autonomen Fahren und bei der Mensch-Roboter Interaktion.
Im Gegensatz zu traditionellen Multisensorlösungen werden in dieser
Arbeit verschiedene Methoden vorgestellt, die nur eine einzige handelsüb-
liche Kamera verwenden, was eine Vielzahl neuer Anwendungen eröffnet.

Der erste Teil der Arbeit präsentiert zwei eng miteinander verbun-
dene Ansätze zur 3D-Rekonstruktion menschlicher Bewegungen aus
Bildsequenzen. Da es sich bei den von einer Kamera aufgenommenen
Bildern um Projektionen einer 3D-Szene auf eine 2D-Ebene handelt,
gehen zwangsläufig Tiefeninformationen verloren, woraus sich unendlich
viele mögliche 3D-Rekonstruktionen ergeben. Um diese inhärenten Mehr-
deutigkeiten aufzulösen, besteht die Hauptidee dieses Teils darin, die
zeitlichen Eigenschaften menschlicher Bewegungen in Kombination mit
einem menschlichen Körpermodell zu nutzen, das aus den Trainingsdaten
gelernt wurde. Die physikalisch gegebenen Annahmen, dass menschli-
che Bewegungen glatt sind und sich die Knochenlängen einer Person
nicht ändern, werden als Glattheitsbeschränkungen und als eine Varianz-
minimierung formuliert. Dieser Ansatz führt zu guten Ergebnissen bei
mehreren Benchmark-Datensätzen. Er ist jedoch auf die Bewegungen be-
schränkt, die für das Training des menschlichen Körpermodells verwendet
werden. Daher wird das Körpermodell in einem späteren Schritt durch
ein allgemeineres kinematisches Kettenmodell ersetzt. Dies ermöglicht
die Rekonstruktion selbst subtiler Bewegungsvariationen, z.B. Humpeln
statt Gehen. Der erste Ansatz rekonstruiert die alltäglichen Bewegun-
gen selbst bei stark verrauschten Eingabedaten und Verdeckungen sehr
genau, hat aber Schwierigkeiten, kleine Bewegungsvariationen zu rekon-
struieren. Der zweite Ansatz ergänzt den ersten, indem er ebenfalls diese
kleinen Abweichungen rekonstruiert, wobei die Robustheit gegenüber
verrauschten Daten nur geringfügig beeinträchtigt wird.

Der zweite Teil der Arbeit befasst sich mit dem Problem der Rekon-
struktion einer menschlichen Pose aus einem einzigen Bild. Wie im ersten
Teil gezeigt wurde, schränken lineare Modelle des menschlichen Körpers
mögliche 3D-Rekonstruktionen sehr gut ein. Allerdings ist der Raum der
menschlichen Posen hochgradig nichtlinear. Zu diesem Zweck wird ein
menschliches Körpermodell gelernt, indem ein tiefes neuronales Netzwerk
trainiert wird, das diese Nichtlinearitäten abdecken kann. Ähnliche frühe-
re Ansätze trainieren neuronale Netze in einer überwachten Weise unter
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kurzfassung

Verwendung bekannter 2D-3D-Korrespondenzen. Aufgrund der begrenz-
ten Menge an unterschiedlichen Trainingsdaten neigen diese Modelle
dazu, sich häufig vorkommende Posen im Trainingsdatensatz einfach
zu merken und selten vorkommende Posen zu ignorieren. Um dies zu
vermeiden, wird ein schwach überwachtes Trainingsschema vorgeschlagen,
das eine Zuordnung zwischen Verteilungen von 2D- und 3D-Posen lernt.
Die Konsistenz mit den 2D-Beobachtungen wird durch eine neuartige
Rückprojektionsschicht erzwungen, welche die geschätzten 3D-Posen
auf die 2D-Positionen zurückprojiziert. Die Performanz wird auf meh-
reren Benchmark-Datensätzen gezeigt und erreicht selbst im Vergleich
zu überwachten Trainingsansätzen Ergebnisse, die mit dem aktuellen
neuesten Stand der Technik konkurrieren. Die vorgeschlagene Lösung
zeigt eine verbesserte Verallgemeinerung auf unübliche menschliche Po-
sen und Kamerawinkel. Interessanterweise erhöht die Anwendung dieses
Einzelbild-Ansatzes auf Videosequenzen den Rekonstruktionsfehler nicht
signifikant.

Stichworte – Erfassung menschlicher Bewegungen, Poseschätzung, Ka-
meraschätzung, Rückprojektionsfehleroptimierung.
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