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Verantwortung. Unternehmen miissen darauf achten, dass ihre digitalen Angebote Nutzerin-
nen und Nutzern erméglichen, souverine und informierte Entscheidungen zu treffen, anstatt
sie unbemerkt zu beeinflussen.

4. Fairness setzt gesellschaftliche Zusammenarbeit voraus. Die Entwicklung und Regulierung
digitaler Technologien darf nicht in isolierten Silos erfolgen. Vielmehr mussen Politik, Wis-
senschaft, Wirtschaft und Zivilgesellschaft gemeinsam daran arbeiten, Standards fiir eine faire
Digitalisierung zu etablieren. Durch den Dialog und die Zusammenarbeit verschiedener Ak-

teure kbnnen nachhaltige Losungen gefunden werden.

Unter dem Leitmotiv ,,Fairness im Zeitalter der Kiinstlichen Intelligenz* hat die CDR-Initiative
des BMJV am 14. November 2024 auf ihrer Jahreskonferenz mit Expertinnen und Experten aus
Politik, Wissenschaft, Wirtschaft und Zivilgesellschaft tiber diese Herausforderungen diskutiert.
Im Fokus stand die Frage, wie Unternehmen ihrer digitalen Verantwortung gerecht werden und
Fairness als zentrales Prinzip in ihre Strategien integrieren kénnen. Die Konferenz beleuchtete
praktische Losungsansitze und bot eine Plattform fir den Austausch tiber innovative Ideen und

Best Practices.

Ich hoffe, dass die Diskussionen dieser Konferenz wertvolle Impulse liefern und Unterneh-
men ermutigen, Fairness als Leitprinzip der digitalen Transformation zu verankern. Denn nur

gemeinsam konnen wir eine digitale Zukunft gestalten, die allen Menschen zugutekommt.

Frank Schwabe

Parlamentarischer Staatssekretir bei der Bundesministerin der Justiz und fir Verbraucherschutz
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Bericht zur Konferenz #CDRK24

Alexander Brink

Am 14. November 2024 fand die fiinfte CDR-Konferenz der Corporate Digital Responsibility
(CDR) Initiative unter dem Titel ,,Fairness im Zeitalter der Kinstlichen Intelligenz® im Data
Space in Berlin statt. Die Veranstaltung brachte Expert*innen aus Politik, Wirtschaft und Zivil-
gesellschaft zusammen, um die Bedeutung von Fairness in der digitalen Transformation zu erér-
tern und praxisnahe Losungsansitze vorzustellen. Mit inspirierenden Vortrigen, interaktiven
Workshops und ausreichend Raum fiir Networking bot die Konferenz den rund 150 Teilnehmen-

den eine Plattform fir intensiven Austausch und Diskussionen.

Erdffuung und Rabmen des Themas von Prof. Dr. Christian Thorun (13.00-13.10 Ubr)

Die Veranstaltung wurde mit einer BegriilBung und einer thematischen Einfihrung eréffnet, ge-
folgt von einem Uberblick tiber die Agenda. Prof. Dr. Christian Thorun betonte die Bedeutung
der Integration von CDR-Prinzipien in die Unternehmensstrategie, insbesondere im Hinblick auf

Fairness, um eine ausgewogene und gerechte digitale Transformation zu gewihrleisten.

Grufswort von Dr. Christiane Robleder (13.10—13.25 Ubr)

Es folgte ein Gruflwort von Staatssekretdrin Dr. Christiane Rohleder vom Bundesministerium fir
Umwelt, Naturschutz, nukleare Sicherheit und Verbraucherschutz (BMUYV). Sie betonte die zent-
rale Rolle von Fairness in der digitalen Transformation und die Verantwortung von Unternehmen,

gerechte und transparente KI-Systeme zu entwickeln und einzusetzen.

Keynote von Dr. Till Klein (13:25—13:45 Ubr)
Dr. Till Klein, Leiter der Al-Regulierung beim appliedAl Institute for Europe, hielt die Er6ff-

nungsrede zum Thema ,,Fairness entlang der KI-Wertschépfungskette: Was dndert sich mit dem
Al Act?*. Er erliuterte die bevorstehenden regulatorischen Anderungen durch den Al Act und
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deren Auswirkungen auf Unternchmen. Dabei hob er hervor, wie wichtig es ist, Fairness in allen

Phasen der KI-Entwicklung und -Anwendung zu berticksichtigen.

Paneldiskussion: Heransforderungen und 1osungsansétze fiir Fairness in der Digitalisierung (13:45—14:30 Ubr)

In der anschlieBenden Paneldiskussion diskutierten Dr. Christiane Rohleder (BMUYV), Johanna
Hinz (Leiterin der Tech Strategy bei der Otto Group), Elisabeth Néfer (Projektmanagerin Digi-
talisierte Gesellschaft bei der Stiftung Mercator) und Dr. Till Klein tber die praktischen Heraus-
forderungen bei der Umsetzung von Fairness in digitalen Prozessen. Themen wie die Definition
von Fairness, die Umsetzung regulatorischer Anforderungen und der Umgang mit méglichen

Zielkonflikten standen im Mittelpunkt der Diskussion.

Vorstellung der Diversity-Folgenabschétzung (14:30—14:40 Ubr)
Im Anschluss prisentierten Maria Hinz (BARMER) und Thomas Bieler ING Deutschland) die

neu entwickelte Diversity-Folgenabschitzung. Dieses Tool unterstiitzt Unternehmen dabei, die
Auswirkungen von Digitalisierungsprozessen auf Diversitit, Inklusion und Chancengleichheit zu

evaluieren und entsprechende Malnahmen zur Férderung dieser Werte zu identifizieren.

Ausblick anf die Workshops (14.40—14.50 Ubr)
Im Gesprich zwischen Prof. Dr. Christian Thorun und Prof. Dr. Dr. Alexander Brink wurde der

Band ,,Menschenzentrierte Digitalisierung der CDR-Initiative vorgestellt, an dem sich ca. 30 Ex-
perttinnen beteiligten. Es folgte ein kurzer Uberblick iiber die anstehenden Workshops zu spezi-

fischen Fairness-Aspekten in verschiedenen Bereichen der digitalen Technologie.

Kaffeepanse (14:50~15:20 Uhr)

Die Kaffeepause bot den Teilnehmenden die Méglichkeit, sich untereinander auszutauschen,
Netzwerke zu kniipfen und die bisherigen Eindricke zu reflektieren. Der Data Space Berlin er-
wies sich dabei als idealer Ort, der mit seiner modernen und inspirierenden Atmosphire den of-

fenen Dialog und kreative Diskussionen forderte.
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Workshops: Praxisnabe Einblicke in COR-Themen (15:20—16:15 Ubr)
In vier parallelen Workshops wurden spezifische Themen vertieft:

= Workshop 1: ,,Diversity-Folgenabschitzung: Ein Instrument zur Férderung von Diversitit,
Inklusion und Chancengleichheit™ — mit Franziska Nitsche (Otto Group), Thomas Bieler
(ING Deutschland) und Prof. Dr. Christian Thorun (CDR-Initiative).

= Workshop 2: ,,Fairness in KI-Richtlinien: Durchsetzbar oder leeres Versprechen?* — mit Se-
bastian Reimann (XING — Teil von NEW WORK SE) und Leonhard Henke (CDR-Initia-
tive).

= Workshop 3: ,,Kiinstliche Intelligenz im Einsatz: Chancen und Herausforderungen von in-
ternen KI-Assistenten mit GPT-Modellen in der Praxis® — mit Anja Koerber (Otto Group)
und Dr. Sara Elisa Kettner (CDR-Initiative).

= Workshop 4: ,,Desinformation und Hate Speech: Welche Rolle haben Unternehmen bei der
Gestaltung eines fairen gesellschaftlichen Diskurses?* — mit Maria Hinz (BARMER), Deniz
Taskiran (Telefénica) und Dr. Frank Esselmann (CDR-Initiative).

Blitzlichter aus den Workshops (16:15—16:30 Ubhr)

Nach den Workshops wurden die wichtigsten Erkenntnisse und Diskussionsergebnisse in kurzen
Prisentationen zusammengefasst, um allen Teilnehmenden im Plenum einen umfassenden Ubet-

blick tiber die behandelten Themen zu geben.

Abschluss und Ausblick (16:30—17:00 Ubr)

Zum Abschluss der Konferenz berichteten Benjamin Hoffmann (Atruvia) und Dr. Stefan Konig
(Markgraf) tiber ihre Erfahrungen als neue Mitglieder der CDR-Initiative. Sie hoben die Vorteile
des interdisziplindren Austauschs und der Zusammenarbeit innerhalb der Initiative hervor. Dr.
Frank Esselmann (CDR-Initiative) gab einen Ausblick auf kommende Aktivititen und lud inte-
ressierte Unternechmen ein, sich der Initiative anzuschlieen, um gemeinsam Verantwortung in

der digitalen Transformation zu Gibernehmen.

Die CDR-Konferenz 2024 bot eine wertvolle Plattform fiir den Austausch tber Fairness in
der digitalen Welt und zeigte praxisnahe Wege auf, wie Unternehmen ihrer digitalen Verantwor-

tung gerecht werden kénnen.
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