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Zusammenfassung

Desinformationen werden verstarkt zu Krisenzeiten wie z. B. wahrend
der Covid-19 Pandemie oder dem Angriffskrieg auf die Ukraine erstellt
und verbreitet. Propagandistische Akteure aus dem Ausland, aber auch
z. B. extremistische Gruppen im Inland verwenden fiir ihre Desinformati-
onskampagnen soziale Medien. Telegram stellt einen fast unmoderierten
Kommunikationsdienst dar, der die Mdglichkeit der nahezu ungestorten
Verbreitung von Desinformationen ermdglicht. Unter anderem, um der
Verbreitung von falschen und irrefithrenden Tatsachenbehauptungen ent-
gegenzutreten, wurde von der EU der Digital Services Act (DSA) erlassen.
Fir die Erfillung der darin angeordneten risikobezogenen Pflichten wird
in diesem Beitrag das Instrument der Netzwerkanalyse vorgeschlagen und
anhand des Hybrid-Mediums Telegram naher erklart. Desinformationen
konnen durch eine Netzwerkanalyse zwar auf inhaltlicher Ebene nicht
direkt erkannt werden; in einem nutzerstarken Dienst wie Telegram ist es
ist aber moglich, die Verbindungen zwischen Akteuren zu ermitteln und
zu charakterisieren. Die Netzwerkanalyse kann daher als ein erstes Tool
zur Desinformationserkennung im Rahmen der risikobezogenen Pflichten
des DSA eingesetzt werden, verursacht aber auch rechtliche und technische
Herausforderungen bei der Umsetzung.!

1 Dieser Beitrag ist im Rahmen des BMBF-Verbundprojekts ,DYNAMO - Dynamiken
der Desinformation erkennen und bekampfen (FKZ: 16KIS1498) entstanden.
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1 Einleitung

Desinformation ist ein wachsendes Problem in der heutigen Online-Welt,
das darin besteht, dass falsche oder irrefithrende Informationen gezielt
verbreitet werden, um eine bestimmte, typischerweise illegitime Agenda
zu unterstiitzen. Besonders der Dienst Telegram steht fiir die Duldung mas-
senhafter Desinformation in der Kritik. Um Desinformation entgegenzutre-
ten, hat die EU mit dem DSA2 neue Vorschriften erlassen. Insbesondere
die fiir sehr grofle Online-Plattformen geltenden risikobezogenen Pflichten
konnen einen Beitrag zur langfristigen Erkennung und Bekdmpfung von
Desinformation leisten.

Eine offene Frage ist bislang jedoch, wie die in diesem Rahmen ge-
forderten Risikobewertungen technisch umgesetzt werden konnen. Ein
Instrument, das hierzu verwendet werden kann, ist die Netzwerkanalyse.
Durch diese werden Interaktionen in Online-Plattformen analysiert, sodass
Muster erkannt werden konnen, die auf eine Desinformationskampagne
hindeuten. Die Netzwerkanalyse ermdglicht es damit, die Verbreitung von
Desinformation besser zu verstehen und ihr entgegenzuwirken. In diesem
Beitrag werden die risikobezogenen Pflichten des DSA der technischen
Umsetzung durch die Netzwerkanalyse gegeniibergestellt. AbschliefSend
werden rechtliche und technische Probleme diskutiert. Zur Konkretisie-
rung und Veranschaulichung wird das Beispiel des Dienstes Telegram her-
angezogen.

2. Telegram

Der Dienst Telegram ist in den letzten Jahren durch die Duldung massen-
hafter Desinformation negativ aufgefallen.® Die Betreiber verfolgen einen
sehr weitgehenden ,Free-Speech“-Ansatz?, bei dem Sperrungen, Loschun-

2 Verordnung (EU) 2022/2065 des Europdischen Parlaments und des Rates vom 19. Ok-
tober 2022 iiber einen Binnenmarkt fiir digitale Dienste und zur Anderung der Richtli-
nie 2000/31/EG.

3 Borscher/Woltert, Monitor Medienpolitik - Ort der Meinungsfreiheit und Verschwo-
rungsplattform, 2022; Jiinger/Gdrtner, Die Verbreitung und Vernetzung problembehaf-
teter Inhalte auf Telegram, 2021; zum Aufstieg Telegrams: Denga, EuR 2021, 569 (574).

4 Die Redefreiheit ist hier im Sinne eines Free-Speech-Absolutism gemeint. Dieses
Verstidndnis einer schrankenlosen Redefreiheit ist nicht gleichbedeutend mit der Mei-
nungsfreiheit nach Art. 5 Abs. 1 GG bzw. Art. 11 GRCh.
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gen und andere Moderationsmafinahmen nur in seltenen Ausnahmefillen
durchgefiihrt werden.> Verschiedene Lénder, so auch die Bundesrepublik
Deutschland, versuchten in jiingerer Zeit durchzusetzen, dass der Dienst
aktiver gegen Desinformation vorgeht.® Dies hatte zumindest teilweise
Erfolg; Telegram hat seine Bereitschaft zur Kooperation mit staatlichen
Behdrden in bestimmten Konstellationen angepasst.”

Bei Telegram handelt es sich um ein sog. Hybrid-Medium, da der Dienst
neben rein interpersonaler Kommunikation auch Austausch in 6ffentlichen
Gruppen und Kanilen anbietet.® Gruppen kénnen dabei eine Grofie von
bis zu 200.000 Mitgliedern® annehmen; Kanile sind unbegrenzt in ihrer
Abonnentenzahl. Wéhrend in Gruppen jedes Mitglied Nachrichten verdf-
fentlichen kann, ist dies in Kanidlen grundsitzlich den Administratoren vor-
behalten; Nutzer bendtigen hierzu die Genehmigung des Administrators.
Ein Kanal ist daher zur einseitigen Informationsverbreitung bzw. reinen
Konsumierung von Informationen gedacht.

3. Der Digital Services Act

Mit dem DSA erfolgt eine vollstindige Harmonisierung der Vorschriften
fir Vermittlungsdienste innerhalb des EU-Binnenmarkts (vgl. ErwG 9
S.1). Als Vermittlungsdienste gelten gem. Art. 3 lit. g DSA Dienste zur rei-
nen Durchleitung, Caching-Dienste und Hosting-Dienste. Als Verordnung
i. S. d. Art.288 Abs.2 AEUV gilt der DSA unmittelbar in allen Mitglieds-
staaten der EU. Der Geltungsbeginn ist in Artt. 92f. DSA innerhalb abge-
stufter Fristen vorgesehen.

Ziel der Verordnung ist ein sicheres, vertrauenswiirdiges Online-Umfeld
zu gewahrleisten, das unter anderem den gesellschaftlichen Risiken durch
Desinformation entgegenwirken soll (vgl. ErwG 9 DSA). Bemerkenswerter-
weise wird Desinformation weder im DSA, noch in sonstigen EU-Rechts-
akten definiert. Stattdessen konnen lediglich rechtlich nicht bindende Stel-
lungnahmen der EU herangezogen werden. Diese definieren Desinformati-

Vgl. Telegram.org, FAQ.

Zeit.de, Brasiliens oberstes Gericht nimmt Telegram-Sperrung zuriick.

Balser, Telegram sperrt 64 Kandle.

Jiinger/Gdrtner, Datenanalyse von Rechtsverstoflenden Inhalten in Gruppen und Ka-
nilen von Messengerdiensten am Beispiel Telegram, 2020.

9 Vgl. Telegram.org, FAQ.
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on als nachweislich falsche oder irrefithrende Informationen , die mit dem
Ziel des wirtschaftlichen Gewinns oder der vorsitzlichen Tduschung der
Offentlichkeit konzipiert, vorgelegt und verbreitet werden und &ffentlichen
Schaden anrichten kénnen.1

Vermittlungsdiensten wird in Kapitel 3 des DSA eine breite Palette unter-
schiedlicher Sorgfaltspflichten auferlegt, die zum Teil auch Desinformation
adressieren. Gerade der risikobasierte Ansatz der Regelungen aus Kapitel 3
Abschnitt 5 DSA erfordert den Einsatz passender technischer Analyse-Ins-
trumente, wie die in diesem Beitrag erlduterte Netzwerkanalyse.

3.1 Anwendungsbereich

Zunichst ist darzustellen, unter welchen Bedingungen Dienste wie Tele-
gram in den Anwendungsbereich des DSA fallen. Dieser ist gem. Art.2
Abs. 1, Art. 3 lit. g DSA fiir Vermittlungsdienste eréffnet (s.o.). Telegram und
dhnliche Dienste sind i. d. R. jedenfalls als Hosting-Dienste zu qualifizieren,
da sie gem. Art.3 lit. g iii) DSA Informationen im Auftrag der Nutzer
speichern.

Zu beachten ist, dass es sich bei Telegram um ein sog. Hybrid-Medium
handelt, das interpersonale Kommunikation, Austausch in Gruppen und
offentliche Kanile anbietet (s.0.). Die Teile von Telegram, die die gespei-
cherten Informationen gem. Art.3 lit. k DSA offentlich verbreiten, also
fiir eine potenziell unbegrenzte Zahl von Dritten bereitstellen, konnen als
Online-Plattformen i. S. d. Art. 3 lit.i DSA gelten (dies ist eine Untergrup-
pe der Hosting-Dienste). Auch Gruppen, die durch einen 6ffentlich gepos-
teten Einladungslink erweitert werden, stellen gem. ErwG 14 offentliche
Kommunikation dar, da die Nutzer, die auf die Informationen zugreifen
mdochten, automatisch registriert oder aufgenommen werden.!! Funktionen,
die ,Instant-Messaging-Dienste“ darstellen, konnen hingegen gem. ErwG

10 Europdische Kommission, Mitteilung zur Bekdmpfung von Desinformation im Inter-
net (COM(2018) 236 final); Europdische Kommission, Aktionsplan gegen Desinfor-
mation (JOIN(2018) 36 final).

11 An der Vorschrift des DSA kritisch zu betrachten ist jedoch, dass besonders mitglie-
derstarke geschlossene Gruppen mangels Verbreitung an eine potenziell unbegrenz-
te Zahl Dritter keine Online-Plattformen darstellen konnen (bei Telegram bis zu
200.000 Mitglieder moglich), vgl. Setz, in: Bernzen u.a. (Hrsg.), Immaterialgiiter und
Medien im Binnenmarkt Europdisierung des Rechts und ihre Grenzen, 2022, 175
(1881).
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14 sogar ausdriicklich keine Online-Plattformen sein.”” Eine solche funkti-
onsbasierte Einordnung der Dienste in den Anwendungsbereich ist gem.
ErwG 13-15 DSA vorgesehen.®

Wenn Online-Plattformen eine durchschnittliche aktive Nutzerzahl von
monatlich mindestens 45 Millionen in der Union aufweisen, kdnnen sie
gem. Art. 33 Abs. 1, 4 DSA von der EU-Kommission als ,,sehr grofie Online-
Plattform* benannt und damit den in diesem Beitrag relevanten Risikobe-
wertungspflichten unterworfen werden.!> Online-Plattformen (mit Ausnah-
me von Mikro- und Kleinunternehmen) waren und sind gem. Art. 24 Abs. 2
DSA dazu verpflichtet, bis zum 17. Februar 2023 - danach mindestens
alle sechs Monate — Informationen iiber die durchschnittliche monatliche
Zahl ihrer aktiven Nutzer in der Union zu verdffentlichen.!® Nach eigenen
Angaben erreichte Telegram den Schwellenwert von 45 Millionen aktiven
Nutzern in der EU zum Stichtag am 17. Februar 2023 nicht, sondern schatzt
seine durchschnittliche Nutzerzahl auf 38 Millionen."” Telegram macht
zudem darauf aufmerksam, dass die Zahl tatsdchlich noch niedriger sein
konnte, da nur einige der Funktionen als Online-Plattformen i. S. d. DSA
eingestuft werden konnten (s.o.).!3

Der Koordinator fiir digitale Dienste! und die EU-Kommission kénnen
nun gem. Art. 24 Abs.3 DSA zusitzliche Informationen {iber die in jenem

12 Dazu auch: Gielen/Uphues, EuZW 2021, 627 (634); Kuhlmann/Trute, GSZ 2022, 115
(115).

13 Anders als bei vergleichbaren deutschen Regelwerken, ist der Anwendungsbereich
des DSA auch fiir hybride Dienste wie Telegram eroffnet. Wahrend etwa bei NetzDG
und MStV der Anwendungsbereich aufgrund starrer Legaldefinitionen von Dienste-
Typen nicht ohne weiteres fiir diese doppelfunktionalen Dienste eréffnet ist, sieht
der DSA in ErwG 12 ff. ausdriicklich eine funktionsbasierte Einordnung der Dienste
in den Anwendungsbereich vor, vgl. Setz, in: Bernzen u.a. (Hrsg.), Immaterialgiiter
und Medien im Binnenmarkt. Europiisierung des Rechts und ihre Grenzen, 2022,
175 (189); so auch: Gielen/Uphues, EuZW 2021, 627 (635); Eisenreich, RDi 2021, 289
(2891.); Kalbhenn, ZUM 2022, 266 (272); zur Einordnung von Gruppen: Spindler,
GRUR 2021, 653 (654).

14 Gebriduchlich ist auch die Abkiirzung des englischen Begriffs ,VLOP“ (,Very large
Online-Plattform®); s. dazu auch Kuf$/Lehmann, DB 2021, 605 (607).

15 Die genaueren Modalititen der Berechnung werden in ErwG 76 f. DSA beschrieben.

16 Europdische Kommission, Presseerklarung vom 17.02.23.

17 Telegram.org, FAQ.

18 Telegram.org, FAQ.

19 Gem. Art. 49 Abs.3 DSA haben die Mitgliedstaaten bis zum 17.2.2024 jeweils eine
Behorde als Koordinator fiir digitale Dienste zu benennen. Die Behérden miissen die
Anforderungen des Art. 50 DSA erfiillen (unter anderem Unabhéngigkeit, Unpartei-
lichkeit, Transparenz).
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Absatz genannte Berechnung sowie Erlduterungen und Begriindungen in
Bezug auf die verwendeten Daten verlangen. Zu priifen wire dabei, ob
Telegram bei dieser Schitzung bereits die eher ,,grof8ziigigen Berechnungs-
vorgaben des ErwG 77 DSA angewendet hat. Danach gelten bereits alle
diejenigen als aktive Nutzer, die den Dienst in dem bestimmten Zeitraum
mindestens einmal in Anspruch nehmen, z. B. indem sie Informationen
bereitstellen oder diesen auch nur ausgesetzt sind, wobei eine Registrierung
beim Dienst nicht erforderlich ist und auch eine einmalige Nutzung aus-
reicht. Zu beriicksichtigen sind nach ErwG 77 alle Online-Schnittstellen
wie Websites oder Anwendungen. Nutzer miissen zwar nicht aktiv mit
der Information interagieren. Eine nur gelegentliche indirekte Nutzung des
Dienstes durch Nutzer anderer Anbieter von Vermittlungsdiensten reicht
jedoch nicht aus.

Gem. Art.24 Abs.3 DSA diirfen bei der Ubermittlung zusitzlicher In-
formationen an die genannten Behorden keine personenbezogenen Daten
enthalten sein. Dies ist bei einem Hybrid-Medium (s.0.) wie Telegram
problematisch, da der Anbieter berechnen muss, wie viele Nutzer die
Funktionen, die als Online-Plattform gelten, nutzen, und welche nur die
Messenger-Funktionen, die nicht unter den Anwendungsbereich des DSA
fallen (s.0.).2° Bei einer solch nutzer-spezifischen Unterscheidung fallen
regelmiflig personenbezogene Daten an; z.B. kann eine Gruppen- oder Ka-
nalzugehorigkeit Daten tiber weltanschauliche und politische Einstellungen
enthalten. Inwiefern die Daten in anonymisierter oder pseudonymisierter
Form tibermittelt werden konnen, ohne die Aussagekraft der Berechnung
zu gefdhrden, bleibt fraglich.

Schliellich ist festzuhalten, dass selbst wenn Telegram aktuell die
Schwelle noch nicht erreicht, eine Neuberechnung alle sechs Monate zu
erfolgen hat und zumindest damit gerechnet werden muss, dass die Zahlen
mittelfristig ansteigen. Selbst wenn dies nicht der Fall sein sollte, konnte
die im Folgenden erlduterte Netzwerkanalyse fiir den Anbieter sinnvoll und
niitzlich sein, z. B. fiir freiwillige desinformationsbezogene Untersuchungen
oder zu Forschungszwecken.

20 Jung, DOV 2023, 141 (147).
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3.2 Risikobezogene Pflichten

Der DSA enthilt unterschiedliche Pflichten, die sich zum Teil repressiv
oder préaventiv gegen die Verbreitung von Desinformation richten.?! Zu
nennen sind etwa Vorgaben zur Gestaltung und Durchfithrung von AGB
(Art.14 DSA), Transparenzpflichten (vgl. Artt. 15, 24, 38, 39, 42 DSA), Mel-
de- und Abhilfeverfahren (Art.16 ff. DSA) und die Deplatforming-Pflicht
(Art.21 Abs.1 DSA).22 Neu fiir das Recht der Vermittlungsdienste sind eine
Reihe risikobezogener Pflichten aus Artt. 34ff. DSA, die indes nur fiir
»sehr grofle Online-Plattformen® (s.0.) gelten.?* Die weiteren Ausfithrungen
beschrinken sich auf diese risikobezogenen Pflichten, da die in diesem
Beitrag vorgestellte Netzwerkanalyse vor allem als Instrument zu ihrer tech-
nischen Umsetzung eingesetzt werden kann.

Risikobasierter Ansatz

Der zu Grunde liegende risikobasierte Ansatz wird in ErwG 75f. beschrie-
ben.?* Danach kommt sehr grofien Online-Plattformen auf Grund ihrer
Reichweite eine bedeutende Rolle z. B. fiir die offentliche Debatte zu,
was gesellschaftliche Risiken bewirken kann. Gem. ErwG 79 sind auch
die Art und Weise, in der solche sehr grofien Online-Plattformen genutzt
werden konnen, unter anderem fiir die Online-Sicherheit, die o6ffentliche
Meinungsbildung und den 6ffentlichen Diskurs von Bedeutung. Die Reich-
weite wird gerade bei der Verbreitung von Desinformation als kritischer
Faktor betrachtet.?

21 Berberich und Seip sahen Desinformation im DSA-E nicht ausreichend beriicksich-
tigt: Berberich/Seip, GRUR-Prax 2021, 4 (7). Die finale Verordnung enthalt keine
wesentlichen Anderungen im Bereich der Desinformation.

22 Zur Effektivitat gegen Desinformation Setz, in: Bernzen u.a. (Hrsg.), Immaterialgiiter
und Medien im Binnenmarkt. Europiisierung des Rechts und ihre Grenzen, 2022,
175 (190 f£.).

23 Im nationalen Recht enthilt § 2 NetzDG bislang Berichtspflichten, die sich zumindest
teilweise mit den Risikobewertungspflichten des DSA iiberschneiden, jedoch auf
rechtswidrige Inhalte beschréinkt sind.

24 Zum risikobasierten Ansatz: Achleitner, MR-Int 2022, 114, (116); Rau et al., Rechtsex-
treme Online-Kommunikation in Krisenzeiten, 2022, S. 8.

25 Achleitner, MR-Int 2022, 114 (116).
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Risikobewertung, Art. 34 DSA

Nach Art.34 Abs.1 S.1 DSA sind sehr grofie Online-Plattformen?® dazu
verpflichtet, bestimmte systemische Risiken in der Union, die sich aus der
Konzeption, dem Betrieb und der Nutzung ihrer Dienste sowie eingesetzter
algorithmischer Systeme ergeben, sorgfiltig zu ermitteln, zu analysieren
und zu bewerten.?” ErwG 84 stellt klar, dass Anbieter dabei auch besonders
darauf achten sollten, wie ihre Dienste zur Verbreitung oder Verstirkung
von Desinformation genutzt werden. Die Risikobewertung erfolgt gem.
Art. 34 Abs.1S.2 DSA mindestens einmal jahrlich, jedenfalls aber vor jeder
Einfiithrung risiko-relevanter Funktionen.

Die in Art.34 Abs.1 S.3 lit.a — d DSA aufgezdhlten systemischen Risi-
ken stehen zum Teil in unmittelbarem, zum Teil in mittelbarem Bezug zu
Desinformation. In Art.34 Abs.1 S.3 lit.a DSA werden Risiken genannt,
die durch die Verbreitung rechtswidriger Inhalte entstehen. Manche mit-
gliedsstaatlichen Regelungen sind so ausgestaltet, dass bestimmte Formen
von Desinformation als rechtswidrig gelten (z. B. in Deutschland der Tat-
bestand der Volksverhetzung nach § 130 StGB, jeweils in der Variante des
Verleumdens® oder ,Leugnens®). Dabei ist allerdings darauf zu achten,
dass nach dem DSA nur als systemisch einzustufende Risiken zu bewerten
sind, also solche, die eine gewisse qualitative und/oder quantitative Erheb-
lichkeitsschwelle erreichen.?® Daneben bietet der DSA eine Reihe anderer
Mafinahmen, die nicht systemische Risiken, sondern einzelne Inhalte und
Akteure betreffen und im Rahmen dieses Beitrags nicht vertieft werden
kénnen (z.B. die Pflicht zur Vorhaltung eines Melde- und Abhilfeverfahrens
nach Art. 16 DSA und die Aussetzungspflicht nach Art. 23 DSA).

In Art.34 Abs.1 S.3 lit. c DSA werden alle nachteiligen Auswirkungen
auf die gesellschaftliche Debatte und Wahlprozesse genannt. Diese konnen
grundsitzlich durch Desinformation unmittelbar beeintrachtigt werden,
indem der zu Grunde liegende freie Willensbildungsprozess verzerrt wird.
Problematisch ist, dass es sich bei dem Begriff ,gesellschaftliche Debatte®
um eine sehr weite Formulierung handelt, die potenziell jegliche Themen
und Debattenformen beinhalten kann. Um ausufernde und unbestimmte
Pflichten fiir die Anbieter zu vermeiden, missen einschrankende inhalt-

26 Diese Pflichten betreffen ebenso ,,sehr grofie Online-Suchmaschinen®

27 Zum Sinn und Zweck der risikobezogenen Pflichten auch: Kalbhenn, ZUM 2022, 266
(273).

28 Janal, ZEuP 2021, 227 (266).
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liche und quantitative Kriterien fiir die Schwelle eines systemischen Risi-
kos hinzugezogen werden.?? ErwG 79 nennt beispielhaft die Anzahl der
betroffenen Personen, die Unumkehrbarkeit und den Wiederherstellungs-
aufwand. Zu bewerten ist danach sowohl die Schwere als auch die Wahr-
scheinlichkeit dieser Risiken.

Auch die in Art.34 Abs.1 S.3 lit.b DSA genannten Risiken fiir die
Ausiibung der Grundrechte konnen in Bezug auf Desinformation relevant
sein. Hervorgehoben werden etwa Meinungs- und Informationsfreiheit,
Medienfreiheit und -pluralismus aus Art.11 Abs.1 bzw. 2 GRCh. Durch
Desinformation kann der Prozess der individuellen Meinungsbildung ver-
zerrt werden. Umgekehrt kénnen aber auch Mafinahmen die von Online-
Plattformen gegen Desinformation eingesetzt werden, die Grundrechte der
Nutzer beeintrachtigen und damit ein systemisches Risiko darstellen. Die
Risikobewertung nach Art. 34 Abs.1 S.3 lit. b DSA wird also i. d. R. einen
Abwigungsvorgang zwischen konkurrierenden Grundrechten beinhalten.

In 34 Abs. 1 S. 3 lit. d DSA werden schliefllich Risiken fiir einige Schutz-
giiter aufgezahlt, die jedenfalls mittelbar durch Desinformation beeintrach-
tigt werden konnen. Dies wird anhand der Desinformationskampagnen der
letzten Jahre besonders deutlich: Wahrend der Covid-19-Pandemie wurde
auf Grund der massenhaften Verbreitung von Desinformation tber die
Existenz und den Ursprung des Corona-Virus und tiber Schutzmafinahmen
von einer ,Infodemie® gesprochen.’® Hiermit korrespondieren die in 34
Abs. 1 S.3 lit. d DSA genannte Risiken fiir die 6ffentliche Gesundheit und
das koérperliche Wohlbefinden, die sich gem. ErwG 83 auch aus koordinier-
ten Desinformationskampagnen ergeben kénnen. Auch die in 34 Abs.1
S.3 lit.d DSA gelistete geschlechtsspezifische Gewalt ist in Fallen von
Gewalt beférdernder misogyner Desinformation offentlichkeitsrelevant ge-
worden.’!

Bei der Risikobewertung miissen gem. Art.34 Abs.2 lit.a—e DSA die
technischen Funktionen der Dienste beriicksichtigt werden, wie z. B.
Empfehlungs-, Moderations-, Werbeauswahl- und Anzeigesysteme sowie

29 Zur Flexibilitat des Risikobegriffs: Achleitner, MR-Int 2022, 114 (117).

30 UNRIC.org, UN und Partner fordern Lander auf ,,Infodemie“ zu bekdmpfen.

31 Z.B.ergab eine Umfrage der Interparlamentarischen Union von 2018 unter 123 weib-
lichen Abgeordneten oder Mitarbeiterinnen in nationalen Parlamenten in der EU,
dass fast 47 Prozent im Laufe ihrer Karriere schon einmal in sozialen Medien Verge-
waltigung oder sonstige Gewalt angedroht wurden, vgl. Klimpel, Wie Politikerinnen
im Netz diskreditiert werden; Ipu.org, Sexism, harassment and violence against wo-
men in parliaments in Europe.
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andere relevante algorithmische Systeme? der Anbieter. In die Bewertung
einzuschlieflen sind zudem voluntative Elemente, wie die AGB und die
datenbezogene Praxis der Anbieter. Auch durch Nutzerverhalten beding-
te Faktoren, wie die vorsdtzliche Manipulation, unauthentische Nutzung
und automatisierte Ausnutzung der Dienste sowie die ihren AGB wider-
sprechende Verbreitung und Verstdrkung von Inhalten sind zu analysieren
(Art.34 Abs.2 S.2 DSA). Als Beispiel nennt ErwG 84 Risiken, die sich aus
automatisierten oder teilautomatisierten Verhaltensweisen ergeben, die zu
Desinformationskampagnen beitragen.

Risikominderung

Art.35 Abs.1 S.1 DSA verpflichtet Anbieter i. S. d. Art.33 DSA dazu,
verhiltnisméflige und wirksame Risikominderungsmafinahmen zu ergrei-
fen, die auf die gemafd Art.34 ermittelten Risiken zugeschnitten sind. Da-
bei miissen die Auswirkungen solcher Mafinahmen auf die Grundrechte
besonders beriicksichtigt werden. Art. 35 Abs.1 S.2 lit. a—k DSA nennt ex-
emplarisch Risikominderungsmafinahmen, die von der Anpassung techni-
scher Funktionen iiber AGB bis zu ModerationsmafSnahmen reichen. Die
Kennzeichnungsmafinahme gegen Deepfakes in lit.k dient der Bekdmp-
fung visueller Desinformation.?* Abs.2 enthdlt Berichtspflichten und in
Abs. 3 wird der EU-Kommission und den Koordinatoren fiir digitale Dien-
ste die Befugnis {ibertragen, unter bestimmten Voraussetzungen gemeinsa-
me Leitlinien fiir die Risikominderung fiir besondere Risiken herauszuge-
ben. Zurecht werden diese Mafinahmen als zu vage kritisiert.>*

Krisenreaktionsmechanismus

Gem. Art.36 Abs.1 DSA kann die EU-Kommission in einem Krisenfall
auf Empfehlung des europiischen Gremiums fiir digitale Dienste® einen
Beschluss erlassen, durch den Anbieter sehr grofier Online-Plattformen

32 Zur Funktionsweise von Algorithmen und Regulierungserfordernissen vgl. Kiihling,
JZ 2021, 529 (531).

33 Eine Kennzeichnungspflicht fiir Deep Fakes ist auch im Art.52 Abs.3 KI-VO-E
geplant. Dieser richtet sich jedoch an Anbieter bestimmter KI-Systemen und ihrer
Nutzer. Art. 35 DSA adressiert hingegen nur "sehr grofie Online-Plattformen".

34 Flamme, MMR 2021, 770 (774).

35 Das europdische Gremium fiir digitale Dienste (Art. 61 DSA) setzt sich zusammen
aus den Koordinatoren fiir digitale Dienste; die Kommission hat den Vorsitz (Art. 62
DSA).

352

am 18.01.2026, 09:56:27.


https://doi.org/10.5771/9783748938743-343
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Desinformationserkennung anhand von Netzwerkanalysen

(s.0.) aufgefordert werden, eine oder mehrere Mafinahmen nach Art. 36
Abs. 1 lit.a—c DSA zu ergreifen. Als Krise gilt nach Abs.2 das Auftreten
auflergewohnlicher Umstinde, die zu einer schwerwiegenden Bedrohung
der offentlichen Sicherheit oder 6ffentlichen Gesundheit in der Union oder
in wesentlichen Teilen der Union fithren. Zu den Mafinahmen gehdren
nach Art.36 Abs.1 DSA die Bewertung, ob und wie der Betrieb und die
Nutzung des Dienstes erheblich zu einer schwerwiegenden Bedrohung bei-
tragen oder beitragen werden (lit.a), das Ergreifen gezielter, wirksamer
und verhiltnisméfliger Mafinahmen (lit. b) und die Berichterstattung an
die Kommission (lit. c).3® Auch fiir die Erfiillung dieser Pflichten konnen
analytische Instrumente wie die Netzwerkanalyse eingesetzt werden.

Zwischenfazit

Zusammenfassend ist festzustellen, dass durch die risikobezogenen Pflich-
ten der Artt. 34 ff. DSA der Grundgedanke der Bekdmpfung systemischer
Risiken fortentwickelt wird, indem diese explizit benannt und die Plattfor-
marchitektur und AGB der Plattformen ausdriicklich in die Bewertung
miteinbezogen werden miissen. Angesichts koordinierter Desinformations-
kampagnen, die auf die Ausnutzung der Plattformfunktionen angelegt sind,
ist dieses Vorgehen fiir eine effektive Desinformationsbekdmpfung sinnvoll.

Im DSA selbst ist nicht vorgegeben, wie die erlduterten Pflichten tech-
nisch umzusetzen sind. Im Folgenden soll daher die Netzwerkanalyse als
ein mogliches Instrument zur Erfiillung der risikobasierten Pflichten aus
Artt. 34ff. DSA dargestellt werden. Derartige Instrumente konnen nicht
nur fiir die Plattformanbieter, sondern auch fiir zugelassene Forscher i. S. d.
Art. 40 Abs. 4 DSA niitzlich sein, denen ein Datenzugang zur Erforschung
systemischer Risiken ermdglicht wird.?”

4. Die Netzwerkanalyse

Durch die Analyse von Interaktionen auf grofien Online-Plattformen kon-
nen Muster identifiziert werden, die auf eine Desinformationskampagne
hindeuten konnen. Dabei kann, wie im Folgenden beschrieben, zwischen
der Analyse der iiber einzelne Akteure hinausgehenden Verbreitungswege
und der Betrachtung einzelner Akteure durch selbstdefinierte Netzwerk-

36 Vgl. dazu Kuhlmann/Trute, GSZ 2022, 115 (122).
37 Vgl. Lober, ZD-Aktuell 2022, 014290.
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strukturen unterschieden werden, wobei unter Akteuren in diesem Kontext
neben Nutzern auch Gruppen und Kanéle verstanden werden.

4.1 Analyse der Verbreitungswege

Die Verbreitungswege von Nachrichten zwischen Akteuren werden im Fol-
genden zundchst anhand von Metadaten, anschlieflend anhand des Nach-
richtentextes diskutiert.

Metadatenbasiert

Durch Metadaten konnen Verbreitungswege durch sogenannte Nachrich-
tenkaskaden, d. h. die direkte Darstellung der Nachrichtenverbreitung,
ermittelt werden. Eine Nachrichtenkaskade bezeichnet einen Baum oder
eine baumihnliche Struktur, welche die Verbreitung eines bestimmten
Nachrichtenartikels in einem Online-Netzwerk erfasst. Der Wurzelknoten
reprasentiert den Nutzer, der einen Nachrichtenartikel zuerst teilt. Die
anderen Knoten in der Kaskade représentieren Nutzer, die den Artikel nach
der Verdffentlichung durch ihre iibergeordneten Knoten, mit denen sie
uber Kanten verbunden sind, weiterverbreiten. Fine Nachrichtenkaskade
kann durch die Anzahl der Schritte (d. h. hop-based), welche die Nachricht
durchlaufen hat, oder durch die Zeitpunkte, zu denen sie veréffentlicht
wurde (d. h. time-based), dargestellt werden.®® Der Inhalt der Nachricht
wird dabei nicht betrachtet.

Telegramkandle und -gruppen bestehen zum Teil aus weitergeleiteten
Nachrichten. Die Abbildung der Verbreitungsstruktur dieser Nachrichten
kann dabei helfen, die Quelle einer Desinformation zu identifizieren und
zu verstehen, wie sie durch das Netzwerk verbreitet wurde. Die Verbrei-
tungswege einer Nachricht kénnen dabei mit Kanélen oder Gruppen als
Knoten untersucht werden. Je nach Online-Plattform unterscheiden sich
die Metadaten, die iiber weitergeleitete Nachrichten vorhanden sind. In
Telegram ist von den weitergeleiteten Nachrichten nur der Ursprungska-
nal/-gruppe oder der origindre Nutzer bekannt. Durch die Angabe des
Zeitpunkts der Veréffentlichung kann damit der Zeitverlauf der Weiter-
leitungen ermittelt werden, genannt time-based Nachrichtenkaskade. Die
Zwischenkandle/-gruppen, von denen die weitergeleitete Nachricht wiede-
rum weitergeleitet wurde (hops), sind bei Telegram nicht bekannt. Verbin-

38 Zhou/Zafarani, ACM Comput. Surv. 2020, 21 (22f.).
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dungen kénnen daher immer nur zwischen einem Kanal/einer Gruppe und
einem Ursprungskanal/einer Ursprungsgruppe hergestellt werden. Dies
fithrt nicht zu den aus der Literatur bekannten Kaskaden®® mit mehreren
ibergeordneten Knoten (siche Abb.la), sondern zu Kaskaden mit jeweils
zwei Knoten (siehe Abb. 1b) oder zu einer langen Kaskade mit allen Knoten
(unter der Annahme, dass die Gruppen/Kanile nach dem Zeitpunkt der
Veréffentlichung sortiert werden kénnen).

Anders verhilt es sich z. B. bei Twitter. Hier ist immer nur die Kennung
des letzten Postings der Nachricht bekannt, so dass der Weg der Nachricht
zuriickverfolgt werden kann. Dies wiirde bei Twitter zu einer hop-based
Nachrichtenkaskade fithren (siehe Abb.1a).

Hop

NIONG

®)
0 1 1 2 3

Abb. 1a: Nachrichtenkaskaden bei Twitter (hop- Abb. 1b:  Nachrichtenkaskaden bei Telegram (time-
based), nach Zhou/Zafarani" based), eigene Darstellung

Durch die Nachverfolgung der Verbreitungswege konnen time-based Merk-
male wie ,Lifetime®, ,Real-time heat® und ,,Overall heat® ermittelt werden.
Nach Zhou/Zafarani*' geben diese drei Kennzahlen Hinweise darauf, ob es
sich bei der vorliegenden Nachricht um Desinformation handeln kénnte:

o Lifetime gibt die lingste Kette an, in dem sich die Nachricht verbreitet
hat (Abb. 1a, 4).

o Real-time heat (zum Zeitpunkt t) ist die Anzahl der Nutzer, die die
Nachricht jeweils zum Zeitpunkt t gepostet/weitergeleitet haben und

o Overall heat die Gesamtzahl der Nutzer, die die Nachricht weitergelei-
tet/gepostet haben.

Ein weiteres Merkmal ist die Zeit, die Kaskaden von Desinformationen
benétigen, um eine beliebige Tiefe und Grofie zu erreichen. Die Tiefe gibt

39 Zhou/Zafarani, ACM Comput. Surv. 2020, 21 (22).
40 Zhou/Zafarani, ACM Comput. Surv. 2020, 22.
41 Zhou/Zafarani, ACM Comput. Surv. 2020, 22.
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die maximale Anzahl an Schritten an, die die Nachricht innerhalb der
Kaskade durchlaufen hat (Abb. la, Tiefe: 3). Die Grofle wird durch die
Gesamtzahl der Knoten bestimmt (Abb. la, Grofle: 7). Die Zeit fur das
Erreichen einer beliebigen Gréfie und Tiefe ist laut Vosoughi u.a.? bei
Desinformationen kiirzer als bei Kaskaden mit echten Nachrichten. Die
Tiefe einer Nachrichtenkaskade ist bei Telegram nicht bekannt, da mit
den verfiigbaren Informationen keine Verzweigungen identifiziert werden
kénnen, aber die Tiefe ist der Lifetime sehr dhnlich, die stattdessen als
Merkmal verwendet werden konnte. Die Grof3e, also die Anzahl der Knoten
innerhalb der Nachrichtenkaskade (Overall heat), ist auch bei Telegramda-
ten bekannt.

Fiir die Klassifizierung der Nachricht als Desinformation oder sonstige
Information wird bei der Untersuchung der Verbreitungswege stellvertre-
tend die Kaskade zur Klassifikation herangezogen. Dazu kénnen Metho-
den des traditionellen maschinellen Lernens wie Support Vector Machine
(SVM)*, Entscheidungsbaume** oder Naive Bayes*> verwendet werden.
Auch (tiefe) neuronale Netze werden z. B. fiir Twitterdaten vorgeschla-
gen.*® Dabei wird die Struktur der Nachrichtenkaskade in neuronalen
Netzen nachgebildet, und es werden Werte fiir die Blattknoten ermittelt.
Dies ist bei Telegram aufgrund der bereits erwdhnten mangelnden Nach-
vollziehbarkeit der Verzweigungen nicht méglich. Auch Kontoeinstellungen
wie die Anonymisierung des Nutzers in Telegram in den Privatsphére-Ein-
stellungen, die eine Nachverfolgung von geposteten Nachrichten unmdéglich
macht, erschweren diese Analyse. Aufgrund dieser Schwierigkeiten sollten

42 Vosoughi u.a., science 2018, 1147.

43 Castillo u.a., Information credibility on twitter in: Sadagopan u.a. (Hrsg.), Proceed-
ings of the 20th international conference on World wide web, 2011, 680; Kwon u.a.,
Prominent Features of Rumor Propaganda in Online Social Media, in: 2013 IEEE 13
international conference on data mining 2013, 1108; Wu u.a., False rumors detection
on Sina Weibo by propagation structures, in: 2015 IEEE 31* international conference
on data engineering 2015, 653 (654).

44 Castillo u.a., Information credibility on twitter in: Sadagopan u.a. (Hrsg.), Proceed-
ings of the 20t international conference on World wide web, 2011, 680; Kwon u.a.,
Prominent Features of Rumor Propaganda in Online Social Media, in: 2013 IEEE 13
international conference on data mining 2013, 1108.

45 Castillo u.a., Information credibility on twitter in: Sadagopan u.a. (Hrsg.), Proceed-
ings of the 20th international conference on World wide web, 2011, 680.

46 Zhou/Zafarani, ACM Comput. Surv. 2020, 22 (23).
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inhaltliche Analysen wie die ,Semantic Similarity“4” neben der Metadaten-
Analyse in Betracht gezogen werden.

Semantische Analyse

Um die Verbreitungswege identischer und ahnlicher Inhalte zu analysieren,
reicht es nicht aus, nur die Weiterleitungsfunktion von Inhalten in Tele-
gram zu betrachten, da hier nur der Ursprungskanal oder die Ursprungs-
gruppe erkenntlich ist. Um gleiche Inhalte (Bilder, Videos und Texte) au-
tomatisiert erkennen zu konnen existieren unterschiedliche Ansitze. Auf
der Textebene kann die semantische Ahnlichkeitsanalyse (engl. Semantic
Similarity) in Betracht gezogen werden. Semantic Similarity ist eine Aufga-
be im Bereich der Verarbeitung natiirlicher Sprache (,Natural Language
Processing®, kurz NLP), bei der die Ahnlichkeit zwischen Texten oder
Dokumenten anhand einer definierten Metrik bewertet wird. Die aktuell
gangigste Methode besteht darin, ein maschinelles Lernmodell (z. B. einen
Transformer) zu verwenden, welches Sitze zunichst in eine Vektordarstel-
lung tiberfithrt.#® In der Regel liegen dabei inhaltlich dhnliche Sitze im
Vektorraum niher beieinander. Dann wird eine Ahnlichkeitsmetrik (z. B.
Cosinus-Ahnlichkeit) verwendet, um zu berechnen, ob die Sitze sich in-
haltlich &hnlich sind oder nicht. Es geht folglich darum, festzustellen, ob
zwei oder mehr Textstiicke die gleiche Bedeutung haben oder nicht.

Mithilfe der Ahnlichkeitsanalyse ldsst sich nicht nur analysieren, wie die-
selben Inhalte innerhalb Telegrams weitergeleitet werden, sondern auch wie
identische oder dhnliche Inhalte generell plattformiibergreifend verbreitet
werden, d. h. iiber die Grenze einer Online-Plattform hinweg (Interopera-
bilitit zwischen Online-Plattformen). Es konnen folglich unbekannte Ver-
breitungswege zwischen Kanélen/Gruppen innerhalb und auf3erhalb Tele-
grams identifiziert werden. Diese Kanile/Gruppen teilen dieselben Inhalte,
sind jedoch laut ihrer Metadaten nicht untereinander vernetzt.

Nachdem die identischen oder dhnlichen Nachrichten identifiziert wur-
den (durch Metadaten oder Semantic Similarity), konnen diese und die Ak-
teure (Nutzer, Gruppe, Kanal) auf ihre Charakteristika (Medientyp, Thema
etc.) untersucht werdeny.

47 Chandrasekaran/Mago, ACM Comput. Surv. 202, 1.
48 Chandrasekaran/Mago, ACM Comput. Surv. 2021, 1.
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4.2 Analyse einzelner Akteure

Einzelne Akteure (Nutzer, Gruppe, Kanal) konnen durch selbstdefinierte
Netzwerkstrukturen abgebildet und analysiert werden.*’

Anders als bei den Nachrichtenkaskaden konnen diese Netzwerke unter-
schiedliche (selbstdefinierte) Strukturen annehmen. Unterschieden wird
zwischen homogenen, heterogenen oder hierarchischen Netzwerken.>® Ho-
mogene Netzwerke (Bsp. siehe Abb. 2) bestehen aus einer Art, heterogene
Netzwerke aus verschiedenen Arten an Knoten und Kanten. Hierarchische
Netzwerke bilden verschiedene Arten von Knoten und Kanten in Mengen-
Teilmengen-Beziehungen (d. h. Hierarchien) ab. In hierarchischen Netz-
werken stellen beispielsweise die Kanten die Zugehorigkeit einer Nachricht
(Knoten) zu einem iibergeordneten Ereignis (Knoten) dar.

Beispielsweise konnen Ansichten der Nutzer zu einem Thema innerhalb
eines Kanals/einer Gruppe durch homogene Netzwerke dargestellt werden.
Dieses Netzwerk wird als Stance Net bezeichnet und bildet auf den Knoten
die unterschiedlichen Ansichten der Nutzer zu einem Thema und auf den
Kanten die Beziehung dieser (Unterstiitzend (+) oder Gegensitzlich (-)) ab
(Abb. 2), wobei die Themen durch Methoden des NLP wie Topic Modeling
identifiziert werden kénnen. Topic Modeling, auch bekannt als Textkate-
gorisierung, ist eine Technik der Textanalyse, mit der vorherrschende The-
men eines Textkorpus identifiziert werden konnen.”! Hierfiir wird z. B. ein
Algorithmus verwendet, der die Nachrichten auf Basis ihrer semantischen
Ahnlichkeit zu Themen gruppiert, wobei jedes Thema mithilfe von Schlag-
wortern extrahiert bzw. beschrieben werden kann.>

Desinformationen provozieren oft kontroverse Ansichten, wobei vernei-
nende und hinterfragende Haltungen einen Hinweis darauf geben kénnen,
ob Nachrichten als falsch zu klassifizieren sind.>® Informationen fiir die
Bildung dieser Netzwerke konnen aus den Metadaten wie ,,geféllt mir“-An-
gaben oder dem Nachrichtentext mittels NLP, z. B. durch die Stimmungs-
analyse (eng. Sentiment Analysis) oder der Analyse des Standpunktes einer

49 Zhou/Zafarani, ACM Comput. Surv. 2020, 24 (25f).

50 Zhou/Zafarani, ACM Comput. Surv. 2020, 24 (25f).

51 Churchill/Singh, ACM Comput. Surv. 2022, 1 (2f).

52 Grootendorst, arXiv preprint 2022, 1.

53 Shu u.a., Emerging research challenges and opportunities in computational social
network analysis and mining 2019, 7; Jin u.a., News Verification by Exploiting Con-
flicting Social Viewpoints in Microblogs, in: Proceedings of the AAAI conference on
artificial intelligence 2016, 2972 (2973f).
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Nachricht (eng. Stance Detection) ermittelt werden. Hierbei kann ein ,,Pro-
fil“ mit den Eigenschaften des jeweiligen Nutzers erstellt oder aber es kon-
nen Standpunkte représentativ fiir eine Gruppe von Nutzern (einer/einem
Telegram Gruppe/Kanal) gebildet werden. Werden Standpunkte auf Basis
von Nutzerprofilen erstellt, kann auch hier die bereits erwéhnte Anonymi-
sierungsfunktion von Telegram den Autor einer Nachricht unkenntlich ma-
chen. Weiter zu beachten ist, dass hierfiir in Telegram nur Daten aus Grup-
pen verwendet werden kénnen und nicht aus Kanilen, da in diesen nur die
Administratoren Nachrichten verdffentlichen kénnen. In Telegram existie-
ren keine Folgebeziehungen zwischen Nutzern (,Follower”), wie dies bei
Twitter der Fall ist. Analysen auf Basis von ,Freundschaften” und den da-
raus resultierenden Einflissen aufeinander sind daher, zumindest auf Nut-
zerebene, nicht moglich (z. B.: Spreader Net, nach Zhou/Zafrani>*).

O —
Ansicht zu
/1 Themax [N\
Ansicht zu — + Ansicht zu
+ -
+ 7 T /‘ +
\ x / Beziehung:
Ansicht zu - Ansicht zu Unterstiitzend (+)
Thema X Thema X Gegensatzlich (-)

Abb. 2: Stance Net (Homogenes Netzwerk), eigene Darstellung nach Zhou/
Zafarani® und Jin u.a.>®

Mithilfe der Netzwerkanalyse konnen zwar keine Desinformationen als sol-
che identifiziert werden. Allerdings konnen verdéchtige Themen erkannt
werden, die sich sehr schnell iiber die Kandle/Gruppen hinweg oder auch
plattformiibergreifend verbreiten. Auf diese Weise ist es moglich die Rele-
vanz eines Themas und entsprechende Kandle/Gruppen mit einem hohen

54 Zhou/Zafrani, ACM SIGKDD explorations newsletter 2019, 48 (49f).

55 Zhou/Zafarani, ACM Comput. Surv. 2020, 25.

56 Jin u.a., News Verification by Exploiting Conflicting Social Viewpoints in Microblogs,
in: Proceedings of the AAAI conference on artificial intelligence 2016, 2972 (2973f).
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Einfluss zu erkennen, um zeitig darauf reagieren zu kénnen (z. B. durch
eine entsprechende Kennzeichnung durch Fact-Checking-Organisationen).

5. Diskussion

Die neuen risikobezogenen Pflichten aus Artt. 34ff. DSA sind ein im
Ausgangspunkt begriiflenswerter Versuch des europdischen Gesetzgebers,
netzbasierte Desinformation, die oftmals keinen Straftatbestand erfillt, re-
gulatorisch einzuhegen. Allerdings zieht diese Regulierung auch rechtliche
Bedenken nach sich. Allgemein ist problematisch, dass keinerlei Qualitits-
vorgaben zur technischen Umsetzung gemacht werden. Zu befiirchten ist,
dass von den Plattformen Verfahren eingesetzt werden, die ein verzerrtes
Bild wiedergeben. Hinzu kommen spezifische rechtliche und technische
Herausforderungen konkreter Analyseinstrumente, die die Anbieter einset-
zen kénnten. Diese werden im Folgenden fiir das Beispiel der Netzwerk-
analyse ndher betrachtet werden.

5.1 Rechtliche Probleme

Aus rechtlicher Perspektive wird grundsatzlich kritisiert, dass die Vorschrif-
ten der Artt. 34 ff. DSA insgesamt sehr vage formuliert sind.”” Dies fiihr zu
einigen Folgeproblemen.

Uberwachungspflichten der Anbieter

Zu befiirchten ist zundchst, dass durch die neuen risikobezogenen Pflichten
aus Artt. 34ff. DSA de facto eine Uberwachungspflicht fiir sehr grofie
Online-Plattformen begriindet wird. In Art. 8 DSA wird zwar statuiert, dass
die Verordnung Vermittlungsdiensten gerade keine allgemeine Verpflich-
tung zur Uberwachung auferlegt. ErwG 30 spezifiziert, dass eine solche
Pflicht weder de jure noch de facto bestehen soll, wobei Ausnahmen gem.
ErwG 30 lediglich fiir bestimmte Fille gestattet sind. Zur Erfiillung der
Risikobewertung nach Art. 34 DSA ist es jedoch faktisch erforderlich, dass
die Dienste jegliche Inhalte auf ihre potenzielles Risikorelevanz priifen
und feststellen, ob die Schwelle zum ,systemischen Risiko® tiberschritten

57 Buri/Van Hoboken, The Digital Services Act (DSA) proposal: a critical overview,
2021, S.33.

360

am 18.01.2026, 09:56:27.


https://doi.org/10.5771/9783748938743-343
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Desinformationserkennung anhand von Netzwerkanalysen

wurde. Wird die Pflicht nach ErwG 30 so ausgelegt, dass keine allgemeine
Uberwachungspflicht besteht, bleibt zweifelhaft, ob die Risikobewertung
effektiv zur Pflichterfiillung erfolgen kann.

Eine dhnliche Widerspriichlichkeit ist hinsichtlich der Haftungsprivile-
gierung der Hosting-Dienste aus Art. 6 Abs.1 DSA zu befiirchten. Danach
haften Anbieter von Hosting-Diensten nicht, sofern sie keine tatséchliche
Kenntnis von rechtswidrigen Inhalten oder diese begriindenden Umstin-
den haben oder ziigig tatig werden, um diese Inhalte zu sperren oder zu
entfernen. Diese grundsitzlich geltende Privilegierung droht aber dadurch
ausgehohlt zu werden, dass sehr grofien Online-Plattformen bei Verletzung
der Risikobewertungspflichten, die eine aktive Ermittlung erfordern, Sank-
tionen nach Artt. 74 und 76 DSA drohen. Sollte die sog. ,gute Samariter
Privilegierung” aus Art.7 DSA%® so ausgelegt werden, dass Dienste bei
freiwilligen Risikobewertungsmafinahmen nicht sanktioniert werden, droht
die Risikobewertungspflicht wiederum an Effektivitit einzubiifSen.>

Fehlende datenschutzrechtliche Verarbeitungsgrundlage

Zudem zeichnen sich durch die risikobezogenen Pflichten aus Artt. 34 ff.
DSA datenschutzrechtliche Konfliktlagen ab. Problematisch ist in diesem
Zusammenhang, dass die Ermittlung und Bewertung systemischer Risiken
eine breite Datengrundlage erfordert, wobei aus funktionaler Sicht auch
zahlreiche personenbezogene Daten i. S. d. Art.4 Nr.1 DSGVO verarbei-
tet werden miissten. Grundsitzlich lasst der DSA gem. Art.2 Abs. 4 lit. g
DSA Unionsvorschriften zum Schutz personenbezogener Daten, z. B. die
DSGVO, unberiihrt. Daher ist etwa neben der Risikobewertung nach Artt.
34 ff. DSA bei der Einfiithrung risikorelevanter neuen Funktionen ggf. auch
eine Datenschutz-Folgenabschitzung nach Art. 35 DSGVO durchzufiihren.

Besonders zweifelhaft ist, ob die Artt. 34 ff. DSA geeignete Rechtsgrund-
lagen i. S. d. Art.6 Abs.1 lit.c, Abs.3 lit.a DSGVO darstellen, um die
Analyse personenbezogener Daten im Rahmen des Risikomanagements
zu legitimieren. Dafiir miisste die Datenverarbeitung durch die gesetzliche

58 Dieser stellt klar, dass die Haftungsprivilegierung auch bei freiwilligen Untersuchun-
gen der Dienste-Anbieter unter bestimmten Voraussetzungen gilt. So wird Vermitt-
lungsdiensten einen Anreiz zum Ergreifen solcher Mafinahmen gesetzt.

59 So auch: Holznagel, CR 2021, 123 (132); Weitere grundrechtliche und medienrechtli-
che Probleme thematisieren Berberich/Seip, GRUR-Prax 2021, 4 (6).
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Rechtsgrundlage festgelegt werden und zur Erfillung einer rechtlichen Ver-
pflichtung erforderlich sein.°

Bereits aus Art. 8 Abs.2, Art.52 Abs.1 GRCh ergibt sich, dass Rechts-
grundlagen klar und prézise ausgestaltet und ihre Anwendung vorherseh-
bar sein miissen. Deklaratorisch stellt Art. 6 Abs. 3 S.2 und 4 DSGVO Klar,
dass die Rechtsgrundlage die Zwecke der dazu erforderlichen Verarbeitung
festlegen muss.! Die rechtliche Verpflichtung muss sich unmittelbar auf
die Datenverarbeitung beziehen, und der Zweck muss spezifisch bestimmt
sein. Allein der Umstand, dass ein Verantwortlicher, um eine rechtliche Ver-
pflichtung erfiillen zu konnen, auch personenbezogene Daten verarbeiten
muss, reicht nicht aus.®? In den Vorschriften der Artt. 34 ff. DSA wird indes
an keiner Stelle ausdriicklich erwdhnt, dass personenbezogene Daten ver-
arbeitet werden diirfen. Somit muss den Artt. 34 ff. DSA eine Konturlosig-
keit attestiert werden, die verschiedenste Datenverarbeitungen moglich er-
scheinen lésst (z. B. den Abgleich personenbezogener Daten verschiedener
Nutzer, die dauerhafte Speicherung, ggf. sogar das Anlegen umfassender
Nutzerprofile). Dies ist mit grundrechtlichen Bestimmtheitsanforderungen
nicht vereinbar.

Weiterhin besteht zwar das nach Art. 6 Abs. 3 S. 4 DSGVO geforderte im
offentlichen Interesse liegende Ziel, indem Artt. 34 ff. DSA die Schaffung
eines sicheren und vertrauenswiirdigen Online-Umfelds bezwecken (vgl.
ErwG 75 DSA). Dieses legitime Ziel ist fraglos gewichtig, jedoch kann es
unter VerhéltnismafSigkeitsgesichtspunkten nicht simtliche, heute ggf. noch
gar nicht absehbare fiir Artt. 34 ff. DSA sinnvolle Datenverarbeitungen
legitimieren.

Dies wird besonders deutlich, wenn es um sensible, also besondere Ka-
tegorien personenbezogener Daten geht, deren Verarbeitung Art.9 Abs. 1
DSGVO grundsitzlich untersagt. Von den Ausnahmen in Art.9 Abs.2
DSGVO kommt lit. g in Betracht, da die Bekdmpfung von Desinformati-
on zu den ,Grunden eines erheblichen offentlichen Interesses® zahlt. Die
Norm verlangt jedoch, dass die entsprechende Rechtsgrundlage ,,angemes-
sene und spezifische Mafinahmen zur Wahrung der Grundrechte und In-
teressen der betroffenen Personen® regelt. Diese enthdlt der DSA nicht.

60 Rofinagel, in: Simitis u.a. (Hrsg.), Datenschutzrecht, Art. 6 DS-GVO, Rn. 52.

61 Frenzel in: Paal/Pauly (Hrsg.), DS-GVO/BDSG, Art. 6 DS-GVO, Rn. 45; Heberlein
in: Ehmann/Selmayr (Hrsg.), DS-GVO, Art. 6 DS-GVO, Rn. 15 mw.N.

62 Albers/Veit in: Wolff/Brink (Hrsg.), BeckOK Datenschutzrecht, Art.6 DS-GVO,
Rn. 48; Rofinagel, in: Simitis u.a. (Hrsg.), Datenschutzrecht, Art. 6 DS-GVO, Rn. 29;
a.A. Frenzel in: Paal/Pauly (Hrsg.), DS-GVO/BDSG, Art. 6 DS-GVO, Rn. 41.
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Besonderheiten der Netzwerkanalyse

Auch die Anwendung der Netzwerkanalyse birgt Gefahren fiir den Schutz
personenbezogener Daten, da diese Personen zugeordnet werden, um zu
Diagrammen verarbeitet zu werden. Dies ist unter anderem deswegen pro-
blematisch, da bei der Analyse der Nachrichteninhalte regelmaflig Daten
verarbeitet werden, die in den Katalog des Art.9 Abs.1 DSGVO fallen.
Beschrinkt sich die Analyse allerdings auf Metadaten, bei denen dies nicht
der Fall ist, ist es moglich, andere Rechtsgrundlagen heranzuziehen, insbe-
sondere berechtigte Interessen der Anbieter, wenn diese gegeniiber Grund-
rechten und Grundfreiheiten der betroffenen Personen tiberwiegen (Art. 6
Abs. 1 UAbs. 1 DSGVO lit. f).

Greift Art.9 Abs.1 DSGVO, kommt von den Ausnahmen des Art.9
Abs.2 DSGVO zwar nicht lit. g (s.0.), ggf. aber lit. e in Betracht, wenn die
Daten offensichtlich durch die betroffene Person veroffentlicht wurden.®?
Indes wird gerade beim Anwendungsbeispiel Telegram deutlich, dass die
Einstufung als ,veréffentlicht” von den jeweils genutzten Kommunikations-
funktionen (Kanal, Gruppe) als auch anderen Faktoren, wie der Grup-
pengrofle, abhingt und im Einzelfall beurteilt werden muss.®* Ohnehin
veroffentlichen Nutzer auf den Plattformen vielfach auch Daten Dritter,
die diese dann nicht selbst o6ffentlich gemacht haben; insgesamt bleibt
die Verarbeitung offentlicher Massendaten damit ein teilweise ungeldstes
Problem,% fiir das Rechtsgrundlagen geschaffen werden sollten. Losgeldst
von der grundsitzlichen Frage der Verarbeitungsbefugnis miissen bei An-
wendung der Netzwerkanalyse Anonymisierung, Pseudonymisierung oder
andere MafSnahmen des Datenschutzes durch Technikgestaltung (Art. 25
DSGVO) vorgenommen werden.®® Zu bedenken ist allerdings, dass eine
Anonymisierung oder Pseudonymisierung bei Inhaltsdaten nur schwer zu
erreichen ist, da z. B. Texte durch eine einfache Web-Suche Personen zu-
geordnet und prominente Personen anhand ihres Schreibstils identifiziert
werden kénnen.

63 Schutzlos gestellt ist die betroffene Person durch eine Verdffentlichung jedoch nicht.
Vorausgesetzt ist immerhin das Vorliegen ein Erlaubnistatbestands nach Art. 6 Abs. 1
UAbs.1 DSGVO, vgl. Petri, in: Simitis/Hornung/Spiecker gen. Déhmann, DSGVO,
Art. 9, Rn 57; Hornung/Gilga, CR 2020, 367 (374).

64 Petri, in: Simitis/Hornung/Spiecker gen. Dohmann, DSGVO, Art. 9, Rn 58.

65 Naher Hornung/Gilga, CR 2020, 3671f.

66 Weitere grundrechtliche und medienrechtliche Probleme thematisieren Berbe-
rich/Seip, GRUR-Prax 2021, 4 (6).

363

am 18.01.2026, 09:56:27.


https://doi.org/10.5771/9783748938743-343
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Panahi, Hornung, Schifer, Choi, Steinebach und Vogel

5.2 Technische Herausforderungen

Fir die Erkennung von Desinformation miissen die Faktizitit (enthalt
die Nachricht eine nicht faktengemafle Aussage?) und die Absicht (zielt
sie darauf ab, Menschen in die Irre zu fithren oder Menschen zu scha-
den?) analysiert werden.®” Faktizitat kann iiber sogenanntes Fact-Checking
untersucht werden. Dieses ist jedoch von der Domine abhidngig und in
Echtzeit momentan aufgrund der Schnelligkeit der Verbreitung von Nach-
richten nicht anwendbar. Auch die Irrefithrungs- oder Schiadigungsabsicht
ist kaum zu ermitteln und nachzuweisen. Der gute Glaube des Verbreiters
wiirde eine solche Absicht an sich entfallen lassen, ist aber ebenso schwer
zu ermitteln. Ein Ansatz besteht darin, die Irrefithrungs- oder Schidigungs-
absicht durch das Verhalten der Nutzer zu ermitteln, z. B. durch das Weiter-
leiten oder Veréffentlichen von Nachrichten.®® Shu u.a.% Klassifizieren z. B.
auf der Basis von Weiterleitungen Nutzer, die wiederholt Desinformationen
weiterleiten, als eher geneigt Desinformation zu glauben. Dieses beobacht-
bare Verhalten in sozialen Medien spiegelt jedoch nicht zwangslaufig den
Glauben oder die Absicht des Nutzers wider.”® Sowohl fiir die Analyse
der Faktizitat als auch der Absicht und damit fiir die Erkennung von Des-
information ist ein tieferes Verstindnis des Inhalts, der zugrundeliegenden
Logik und des menschlichen Verhaltens erforderlich.

In der Literatur lassen sich Methoden zur Desinformationserkennung in
wissensbasierte (Uberpriifung, ob Wissen im Nachrichtentext mit Fakten
tbereinstimmt), stilbasierte (wie sind Nachrichten geschrieben, Bsp. Analy-
se der Emotionen/Intentionen), propagationsbasierte (Untersuchung der
Verbreitungswege) und quellbasierte Ansitze (Untersuchung der Nachrich-
tenquelle, Bsp. Nutzer) unterscheiden.”? Mittels der Netzwerkanalyse wur-
den hier vor allem propagationsbasierte (die Verbreitungswege von Wei-
terleitungen) und quellbasierte Ansétze (Analyse der Akteure) dargestellt.
Die Netzwerkanalyse bietet die Moglichkeit, Akteure und ihre Verbindun-
gen untereinander zu beschreiben, stellt aber keine alleinige Methode zur
automatisierten Desinformationserkennung dar. Durch eine Analyse der
Verbreitungswege konnen Akteure mit meinungsbildendem Einfluss, d. h.

67 Zhou/Zafarani, ACM Comput. Surv. 2020, 3 (4f.); Baptista/Gradim, Encyclopedia
2022, 640; Lazer u.a., Science 2018, 1094.

68 Pennycook u.a., Nature 2021, 590.

69 Shu u.a., IEEE MIPR 2018, 3.

70 Ellison u.a., Journal of Computer-Mediated Communication 2020, 402 (403f.).

71 Zhou/Zafarani, ACM Comput. Surv. 2020, 7 (8f.).
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Urspriinge von vielen Weiterleitungen, identifiziert werden. Wurde eine
Vorauswahl an Akteuren vorgenommen, kann deren Inhalten néher unter-
sucht werden, z. B. durch wissensbasierte und stilbasierte Methoden oder
selbstdefinierten Netzwerkstrukturen.

6. Fazit und Ausblick

Die rechtliche Analyse der risikobezogenen Pflichten des DSA zeigt, dass
diese grundsitzlich zu einem sicheren und vertrauenswiirdigen Online-
Umfeld beitragen kénnen. Durch die jahrlich zu erfiillenden Pflichten
kénnen systemische Risiken langfristig evaluiert werden, was sukzessiv er-
moglicht, die bestehende Regulierung — auch hinsichtlich einer effektiveren
Desinformationsbekdmpfung — addquat anzupassen.

Zugleich offenbart der DSA eine Fiille offener Rechtsfragen. Beim
Anwendungsbereich (Online-Plattform vs.,sehr grofle Online-Plattform®
zeigt das Beispiel Telegram, dass die Berechnungsmaf3stébe fiir Hybrid-Me-
dien weiterer Konkretisierung bediirfen. Der DSA enthalt tiberdies etliche
unbestimmte Gesetzesformulierungen und verursacht neue medien- und
datenschutzrechtliche Probleme.

Als ein Instrument der Risikoabschétzung ermdglicht die Netzwerkana-
lyse, Kandle/Gruppen und ihre Verbindungen untereinander zu bestimmen
und zu beschreiben. Angesichts der grofien Datenmengen kann eine Vor-
auswahl relevanter Akteure fiir eine weitergehende Analyse hilfreich sein.

Hierdurch kénnen z. B. die folgenden Fragen untersucht werden:

» Von welchem Kanal/welcher Gruppe werden besonders viele Nachrich-
ten verbreitet?

« Welche Art von Nachrichten (Medientyp,”> Thema etc.) wird viral ver-
breitet?

« Liegt der Ursprung der Nachrichten in Telegram oder bei anderen Platt-
formen?

« Existieren erste Merkmale, die auf Desinformation hindeuten (Eigen-
schaften der Nachrichtenkaskade)?

o Welche Standpunkte werden zu bestimmten Themen in den Kana-
len/Gruppen vertreten?

72 Dies kann z. B. ein Bild, Video oder auch eine Nachricht mit oder ohne URL sein.
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« Welche Nutzer sind besonders aktiv und welche Inhalte verbreiten sie?
» Welche Nutzer sind wie hdufig in mehreren Kanélen/Gruppen aktiv?

Antworten auf diese Fragen konnen ein wichtiger Bestandteil einer Analyse
der einzelnen in Art.34 Abs.1 S.3 DSA genannten systemischen Risiken
sehr grofler Online-Plattformen sein, indem sie beispielsweise als solche
erkennen lassen, wie sich bestimmte rechtswidrige Inhalte verbreiten (S.3
lit. a) oder die Grundlage fiir weitergehende, vertiefte Risikobewertungs-
mafinahmen bilden.

Bei der Risikobewertung nach Art.34 DSA muss auch auf die Verbrei-
tung von Desinformation eingegangen werden. Hierbei kann die Netzwerk-
analyse als erste Ubersicht dienen und Akteure mit grofler Reichweite
(Einfluss) identifizieren. Zu diesen einflussreichen Akteuren konnen dann
nédhere Untersuchungen auf Desinformation (z. B. durch NLP, Fact-Che-
cking) durchgefiihrt werden. Die Netzwerkanalyse kann damit als erstes,
aber nicht abschlieflendes Instrument zur Erkennung und Bekdmpfung
von Desinformation verwendet werden.”

Angesichts der Bedeutung, die der europiische Gesetzgeber dem Risi-
komanagement im DSA beimisst, bleibt abschlieflend allerdings auf das
erlauterte regulatorische Defizit hinzuweisen. Datenschutzrechtlich steht
die Verarbeitung personenbezogener Daten zur Risikobewertung und Risi-
kominderung auf ténernen Fiifien, da der DSA keine Befugnis enthalt, die
Umfang und Grenzen der zuldssigen Verarbeitung erkennen ldsst. Diese
sowohl fiir die Anbieter als auch fiir die betroffenen Nutzer schwer ertrégli-
che Situation sollte der Gesetzgeber beheben.
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