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Soziale Medien, digitale Daten und ihre Auswirkungen auf den einzelnen Menschen

Abstract: Die zunechmende Nutzung sozialer Medien zu unterschiedlichsten Zwecken und aus
unterschiedlichen Griinden, wie der Kommunikation und Interaktion mit anderen und der Weiter-
gabe von Informationen, fithrt zu groffen Verinderungen fiir die Gesellschaft und das Individuum.
Bedingt durch (1) die 6konomischen Interessen der AnbieterInnen sozialer Medien und das ge-
nutzte Geschiftsmodell dieser sowie (2) dem daraus entstehenden Wert von digitalen Daten und (3)
dem Digital Curtain entstehen Unseens, d.h. (in der Regel) unbeabsichtigte und unvorhergesehene
negative Folgewirkungen (engl. Unseens: ‘unintended side effects’). Das vorliegende Kapitel beschreibt
als solches die Unseens der (1) Ubernutzung, (2) digitalen Gewalt, (3) Verinderung / des Verlusts der
Demokratiefihigkeit und (4) Verinderung sozialer Gefiige. Das Kapitel diskutiert die Griinde fiir
diese Unseens und beschreibt aufbauend auf sozial robusten Orientierungen (SoRO) Mafinahmen,
die benotigt werden, um die Nutzung sozialer Medien in Zukunft nachhaltig zu gestalten.

Executive Summary

Soziale Medien (im Englischen: Social Media) bieten zahlreiche Vorteile, wie das Aufbrechen
bis dato existierender riumlicher Restriktionen der Kommunikation. Diese positiven Aspekte
haben zu einer weiten Verbreitung sozialer Medien und deren Integration in den Alltag zahl-
reicher Menschen beigetragen. Jedoch entstehen bedingt durch (1) die primir wirtschaft-
lichen Anliegen der AnbieterInnen sozialer Medien, (2) den (6konomischen) Wert und die
Verwertung der Daten, die tiber NutzerInnen online verfiigbar sind, (3) intransparente Vor-
gehensweisen der AnbieterInnen sozialer Medien sowie (4) entwicklungsgeschichtlich neue,
noch nicht an die adaptiven Fihigkeiten von Menschen hinreichend angepasste Gegeben-
heiten und Rahmenbedingungen sozialer Medien einige unerwiinschte Folgen (Unseens).
Hierzu zihlen die Ubernutzung von sozialen Medien (bzw. ein gegebenenfalls suchtihnliches
Verhalten) bestimmter Individuen, digitale Gewalt auf sozialen Medien sowie Einflussnah-
me auf die Demokratiefihigkeit der BiirgerInnen und Verinderungen in sozialen Interaktio-
nen (etwa der Bildung von Vertrauen) und Strukturen. Dieses Kapitel umreifSt sozial robuste
Orientierungen (SoRO) zum nachhaltigen Umgang mit, zur Mitigation von und zur Adap-
tation an diese Unseens. Die wichtigsten Orientierungen beziehen sich darauf, eine Praxis
verantwortungsvollen Umgangs mit den digitalen Daten zu schaffen. Empfohlen wird das
Zusammenwirken u.a. folgender Mafinahmen: (a) Ein One-Stop-Shop, in dem NutzerInnen
die eigenen Daten selbst aktiv verwalten kénnen, (b) reflektive, proaktive Medienkompetenz-
bildung durch beispielsweise Vortrige von Expertlnnen, (c) die Schaffung von institutionellen
Informations- sowie Hilfestellen zum Umgang mit Ubernutzung und Hate Speech sowie zur
Aufklirung von Fake News und Verschwoérungsideologien, (d) Beirite fiir soziale Medien, die
als Scharniere zwischen AnbieterInnen, NutzerInnen / Gesellschaft und Politik agieren und
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(e) das Anstof8en von Forschung. Zum Beispiel sollte in Forschungsarbeiten geklirt werden,

ob und inwieweit sensible sowie soziale Medien im Ubermaf nutzende Gruppen der Gesell-

schaft gesundheitliche oder gar epigenetische Effekte aufweisen.

1 Problembeschreibung: Negative
Auswirkungen sozialer Medien

Soziale Medien (im Englischen: Social Media)
bieten ihren NutzerInnen zahlreiche Vorteile:
Nie war es fiir Menschen so einfach, in Kontakt
mit anderen zu bleiben oder neue Menschen
rund um den Globus kennenzulernen. So-
ziale Medien bieten die Chance, sich mit ver-
schiedensten Menschen auseinanderzusetzen,
Gleichgesinnte aber auch Andersdenkende zu
treffen und sich auszutauschen. Dabei werden
bis dato vorherrschende lokale Restriktionen
aufgebrochen, wodurch die Nutzerlnnen die
Méglichkeit erhalten, das beschrinkte soziale
Angebot ihrer lokalen Umgebung zu erweitern.

Soziale Medien sind unter anderem auf-
grund ihrer zahlreichen positiven Méglichkei-
ten fiir viele Menschen unmittelbar mit ihrem
Alltag verkniipft und haben in kurzer Zeit gro-
fen Einfluss auf Wirtschaft, Staat, Gesellschaft
und das Leben des einzelnen Menschen ge-
nommen. Am Beispiel des Konzerns Facebook
lasst sich die enorme Entwicklungsgeschwin-
digkeit gut illustrieren: Facebook wurde erst
im Jahr 2004 gegriindet und zihlt zu Beginn
2020 in etwa 2,6 Milliarden NutzerInnen.
Zum Unternechmen gehdren auch andere wich-
tige Services wie der Facebook-Messenger, die
Plattform Instagram oder der Messengerdienst
WhatsApp. Zusammen haben die drei Haupt-

produkte knapp 3,0 Milliarden angemeldete
NutzerInnen, wovon 2,4 Milliarden jeden Tag
in einem der Dienste aktiv sind.! Dies zeigt
zum einen die relative Monopolstellung des
global agierenden Unternechmens Facebook,
zum anderen aber auch die grofle Beliebtheit
und Relevanz von sozialen Medien in der tig-
lichen Mediennutzung, insbesondere im Be-
reich der Kommunikation. Facebook und seine
anderen Angebote / Plattformen stellen jedoch
bei weitem nicht die einzigen sozialen Medien
dar; es gibt unter anderem auch noch YouTube,
LinkedIn, Twitter, Signal oder die chinesischen
Plattformen TikTok und WeChat sowie die
russische Plattform VK und viele weitere.

Allgemein werden soziale Medien als inter-
netbasierte Kanile und Plattformen definiert,
die es Nutzerlnnen erlauben, bedarfsbezogen
zu interagieren, sich selektiv selbst zu prisen-
tieren und NutzerInnen-generierte Inhalte zu
erstellen. Dies kann entweder in Echtzeit oder
asynchron sowohl mit grof$en (Internet-)Grup-
pen als auch kleinen (Internet-)Gruppen oder
Individuen geschehen. Soziale Medien erhalten
einen Wert durch die von NutzerInnen ver-
mittelten Inhalte und die Wahrnehmung der
Interaktion mit anderen (erweiterte Definition
in Anlehnung an Carr & Hayes (2015) und
Howard & Parks (2012)).

1 hups://allfacebook.de/toll/state-of-facebook (abgerufen am 16.06.2020)
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Soziale Medien bestehen aus

a) der (digitalen) Informations-Infrastruktur
und den Werkzeugen, die fiir die Erzeugung
und Verteilung von Inhalten genutzt werden,

b) den vermittelten Inhalten, die in digitaler
Form personliche Nachrichten, Botschaften,
Ideen und kulturelle Produkte darstellen,

¢) den Personen, Organisationen und wirt-
schaftlichen sowie politischen AkteurIn-
nen, die digitale Inhalte produzieren oder
aufnehmen / verarbeiten (abgeindert und
durch politische AkteurInnen erweiterte
Definition von Howard & Parks (2012)).

Soziale Medien bestehen in verschiedenen Forma-
ten (bspw. Text, Audio, Video), die durch die di-
gitale Infrastruktur und durch die AnbieterInnen
vorgegeben werden (Carr & Hayes, 2015; Ho-
ward & Parks, 2012). Soziale Medien finanzieren
sich weitgehend durch Werbung. Verschiedene
Daten, bspw. iiber das Such-, Interaktions- und
Kommunikationsverhalten, werden dazu von den
Anbieterlnnen erfasst, gespeichert, ausgewertet
und interpretiert. Sie werden dann fiir gezielte
Werbung genutzt oder auf dem Werbemarke an
andere Werbetreibende oder Akteurlnnen ver-
kauft, die das Internet Zielgruppen-unumging-
lich (also zwingend mit der Wahl des sozialen Me-
diums verbunden) nutzen. Soziale Medien stellen
zudem entwicklungsgeschichtlich eine neue Form
menschlicher Interaktion und Informationsver-
mittlung dar. Nutzerlnnen kénnen unabhingig
von ihrem Ort, synchron und asynchron als passi-
ve und aktive Grofle und GestalterInnen wirken.

An diesen Definitionen aus der Literatur
und den Merkmalen sozialer Medien wird
deutlich, dass der Austausch von Informationen
zwischen unterschiedlichen AkteurInnen einen
wichtigen Bestandteil sozialer Medien darstellt.

Informationen kénnen als ausgewertete / inter-
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pretierte Daten verstanden werden. Daher stellt

sich in diesem Kapitel des Weiflbuchs zu Vul-

nerabilititsraum 05: ,Soziale Medien, digitale

Daten und ihre Auswirkungen auf den einzel-

nen Menschen® folgende Fragen: Wie konnen

die in Zusammenhang mit sozialen Medien
entstehenden Daten auf positive Art und Weise,
nachhaltig (im Sinne der Sustainability Science)
genutzt werden? Wie kann und muss mit un-
erwiinschten Folgen (Unseens; siche Box 1) der

Nutzung von sozialen Medien und den damit

einhergehenden Daten umgegangen werden?
Dieses Kapitel fokussiert sich also auf eini-

ge wichtige Unseens. Dabei wird vor allem das

Individuum und seine / ihre Betroffenheit be-

zichungsweise ,Vulnerabilitit“ (siche Box 1) im

Vordergrund der Arbeit stehen. Unseens fir die

Gesellschaft oder die Wirtschaft werden nur inso-

fern angesprochen, wie sie mit den Unseens fiir das

Individuum direkt zusammenhingen. Eine Dar-

stellung des methodischen Prozesses zur Erlangung

der Inhalte dieses Kapitels findet sich in Box 2.
Insgesamt liegen den hier behandelten

Unseens Ursachen zugrunde, die in (entwick-

lungsgeschichtlich bedingten) Unterschieden

zwischen sozialen Medien und bestimmten
analogen Infrastrukturen bestehen sowie in be-
stimmten Eigenschaften sozialer Medien:

1. Die AnbieterInnen: Soziale Medien sind
als Kommunikationsplattformen gestaltete
Architekturen unter der Leitung von (weni-
gen groflen) Firmen, die diese kommerziell
| wirtschaftlich nutzen (soziale Medien sind
nicht unter der Leitung von staatlichen / po-
litischen AkteurInnen); dies gilt zumindest
fir die in Deutschland vorrangig genutzten
Plattformen (nicht unbedingt jedoch fiir
einige bspw. chinesische Plattformen). Die
Anbieterlnnen sozialer Medien folgen vor

allem dem Ziel der Gewinnmaximierung,
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aber nicht unbedingt dem Ziel Handelns im
besten Sinne der Gesellschaft (was im besten
Fall Ziel der PolitikerInnen eines Staates oder
gemeinniitziger Organisationen ist).

. Der Wert der Daten und das Datengeschifts-
modell: Die im Internet und auf sozialen
Medien anfallenden digitalen Daten werden
gespeichert, strukturiert, analysiert, inter-
pretiert und genutzt. Sie haben einen hohen
Wert (fiir verschiedene AkteurInnen); daher
zahlen Nutzerlnnen fiir die Nutzung vie-
ler Plactformen mit der Bereitstellung Threr
Daten statt mit Geld; dies lisst viele Nutzer-
Innen glauben, die Nutzung sei kostenfrei.

. Digitaler Vorhang (im Englischen: Digi-
tal Curtain (Scholz et al., 2018); dies be-
schreibt die digitale Schnittstelle zwischen
dem Menschen / den einzelnen Nutzer-
Innen und der Umwelt inklusive anderer
NutzerInnen, Nachrichten, etc.): Soziale
Medien bieten eine neue und andersartige
Plattform fiir Interaktionen auf digitalem
Weg, wodurch analoge Kommunikation

ersetzt, mindestens erweitert wird und eine

Unmenge an digitalen Daten anfallen. Zu-
dem bietet der Digital Curtain Moglichkei-
ten fiir die Gefahren von Fake Accounts, Bots
und sibyllinische Accounts (Accounts bei de-
nen unbekannt ist, wer / was dahintersteht).

Diese Grundlagen tragen zur Bildung der fol-
genden Unseens bei: (1) Ubernutzung, was bei
bestimmen (vulnerablen) Gruppen suchtihn-
liche Tendenzen der Nutzung sozialer Medien
bedeuten kann (SI5.1; Sindermann, Ostendorf,
Montag, 2021; es muss beachtet werden, dass
Ubernutzung sozialer Medien noch keine offi-
ziell anerkannte Diagnose ist), (2) digitale Ge-
walt (SI5.2; Thull, Dinar, Ebner, 2021; soziale
Medien kénnen antisoziale Tendenzen verstir-
ken), (3) Verinderung / Verlust der Demokra-
tiefahigkeit (SI5.3; Freytag, Neudert, Scholz,
Sindermann, 2021) und (4) Verinderung sozia-
ler Interaktionen und Strukturen durch soziale
Medien (SI5.4; Sindermann, Montag, Scholz,
2021). Zum Umgang mit diesen Unseens be-
ndtigt es ein gutes Vulnerabilititsmanagement,
wozu wir durch dieses Kapitel beitragen werden.

Box 1: Zur Definition von Vulnerabilitdt und Unseens

Unter Vulnerabilitit (im Gegensatz zur Resilienz) verstehen wir die Anfilligkeit zur Unfihig-
keit von AkteurInnen, die normale / gesunde Funktions- und Lebensfihigkeit zu erhalten,
wenn es zu unerwiinschten Verinderungen / Ereignissen (Risiken) kommt oder eine Anpas-
sung (adaptive Kapazitit) an schon stattgefundene Verinderungen gefordert wird. Vulnera-
bilitit ist also eine Funktion des Risikos und adaptiver Kapazititen. Im Projekt DiDaT wird
Vulnerabilitit in diesem technischen Sinne verstanden.

Innerhalb des Vulnerabilititsraums VRO5: ,Soziale Medien, digitale Daten und ihre Aus-
wirkungen auf den einzelnen Menschen® betrachten wir die unerwiinschten Folgen (Unseens
= unintended side effects) sozialer Medien auf das Individuum. Ein Vulnerabilititsmanagement
in diesem Bereich soll zu einer Minderung dieser Unseens fithren, damit soziale Medien im

positiven Sinne genutzt werden kénnen.
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Box 2: Die transdisziplindare Methodik des DiDaT Projekts

DiDaT erstellte in einem zweijihrigen Prozess wechselseitigen Lernens und aktiver Betei-
ligung von 64 WissenschaftlerInnen und 73 PraktikerInnen sozial robuste Orientierungen
(SoRO) fiir einen verantwortungsvollen Umgang mit digitalen Daten. Der Prozess durchlief
folgende Schritte in allen sieben anfinglich beinhalteten Vulnerabilititsriumen:

1. Definition von Leitfrage(n) und Systemgrenzen,

2. Identifikation wichtiger, nicht intendierter Auswirkungen der Digitalisierung (sog. unin-
tended side effects | Unseens),

3. Konstruktion eines Systemmodells und Bestimmung der wichtigsten Stakeholdergruppen,

4. Genaue Beschreibung der Unseens (siehe 2.), Analyse der Unseens, Diskussion verschiede-
ner Ziele fiir den Umgang mit den Unseens und Entwicklung von SoRO zu zielkonditio-
nalen Maf$nahmebiindeln zu diesen Unseens,

5. Erstellung des DiDaT Weiflbuchs, das Orientierungen, Wegweiser und Leitplanken fiir
einen nachhaltigen Umgang mit digitalen Daten fiir Zivilgesellschaft, Wirtschaft, Politik
und Betroffene liefert.

Die verschiedenen Zwischenprodukte dieses Weiflbuchs wurden auf Stakeholderkonferen-
zen und in vielen Arbeitsgruppentreffen diskutiert. VertreterInnen der Fachwissenschaft, der
Praxis, der Nachhaltigkeit und 6ffentlicher Einrichtungen haben jedes einzelne Kapitel des
DiDaT Weifibuchs und alle Beitrige der erginzenden Materialien zum Weif$buch ,,Verant-
wortungsvoller Umgang mit Digitalen Daten: Orientierungen eines transdiszipliniren Prozes-
ses“ begutachtet. Die vorliegende Version wird zum Gegenstand einer transdisziplindren Ver-
nehmlassung, in der Akteurlnnen der Zivilgesellschaft, von Organisationen, Unternehmen
und Institutionen zu den Orientierungen ihre Meinung, Stellungnahmen und Verbesserungs-
vorschlige einbringen.

Methodisch folgt dieses WeifSbuchkapitel im Speziellen folgendem Vorgehen: Die Ursachen,
Unseens, Ziele und Mafinahmen sowie die sozial robusten Orientierungen sind in Arbeits-
gruppen identifiziert, diskutiert und bewertet worden. Die in diesem Papier dargestellten
Ausfithrungen basieren auf einer qualitativen Analyse unterschiedlicher Quellen der Medien,
wissenschaftlicher Fachartikel sowie Wissen der ExpertInnen / der involvierten Wissenschaft-
lerInnen und PraktikerInnen. Die Ergebnisse der Arbeitsgruppen wurden in sogenannten
Scharniertabellen dargestellt und haben so in das Weibuchkapitel Eingang gefunden. Die
Scharniertabellen stellen methodisch die Grundlage fiir den Code einer Inhaltsanalyse zu den
Dokumente der Arbeitsgruppen dar (Drisko & Maschi, 2016).
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2 Ursachenerklarung fiir die Unseens

Beziiglich der Ursachenerklirung fiir Unseens
und Vulnerabilititen soll mit den Anbieter-
Innen sozialer Medien wie Facebook, TikTok,
Youtube etc. und dem von diesen genutzten
Geschiftsmodell begonnen werden. Bei den
AnbieterInnen handelt es sich um wirtschaft-
liche AkteurInnen. Dies bedeutet, dass sie
hauptsichlich 8konomische Ziele verfolgen.
Genauer gesagt stellen soziale Medien Kom-
munikationsplattformen dar, die vorrangig von
wenigen groflen Firmen (bspw. Facebook Inc.)
kommerziell genutzt werden. Zur Gewinnma-
ximierung gibt es ein bestimmtes Geschiftsmo-
dell, das den meisten sozialen Medien — genau
wie zahlreichen weiteren Online-Angeboten —
zugrunde liegt: Das Datengeschiftsmodell. In
diesem liegen einige der hier behandelten Un-
seens begriindet.

2.1 Das Datengeschaftsmodell

Die Anbieterlnnen sozialer Medien nutzen
selten ein Bezahlmodell, bei dem die Nutzer-
Innen die Aufwendungen, welche die Anbieter-
Innen sozialer Medien zur Bereitstellung der
Dienste haben, mit Geld bezahlen. Zahlreiche
AnbieterInnen nutzen stattdessen die Daten,
die von Nutzerlnnen im Internet hinterlassen
werden (sogenannte ,digitale Fuflabdriicke®)
bzw. Daten, die iiber die NutzerInnen verfiig-
bar sind. Dieses Bezahlmodell wurde auf EU-
Ebene inzwischen akzeptiert (EU 2019/770).
Bereits 2017 titelte 7he Economist, dass Daten
mehr wert seien als Ol (7he Economist, 2017).
Das Erzielen von Gewinnen durch die Nutzung
von digitalen Daten kann erfolgen, indem die
Anbieterlnnen sozialer Medien die digitalen
Daten aller ihrer NutzerInnen sammeln, struk-

turieren, auswerten, interpretieren und daraus

Vorhersagen ableiten und dieses Wissen an-
schlielend nutzen; beispielsweise, um Werbe-
treibenden gezielte / angepasste Werbung (Zar-
geted Advertisement) zu erméglichen. Das fiihrt
dazu, dass soziale Medien hiufig mit Werbung
durchsetzt sind. Die so entstehende Art des Ka-
pitalismus, der auf den Daten der NutzerInnen
aufbaut, ist auch als Uberwachungskapitalis-
mus (im Englischen: Surveillance Capitalism)
bekannt (Zuboff, 2019) und hat weitreichende
Konsequenzen fiir die Privatsphire der Nutzer-
Innen (dies wird weiter unten noch einmal
aufgegriffen). Zudem trigt das Datengeschifts-
modell dazu bei, dass vielen NutzerInnen die
Nutzung sozialer Medien kostenfrei erscheint.
Es gibt auch Modelle, bei denen NutzerInnen
mit Geld fiir die Services sozialer Medien be-
zahlen. Dies bedeutet aber nicht immer, dass
die Daten nicht genutzt werden bzw. keine ge-
zielte Werbung auf Basis der Daten ausgestrahlt
wird. Hiufig beinhaltet das Zahlen fiir Services
stattdessen die Moglichkeit, andere / weitere
Inhalte und Services nutzen zu kénnen.

2.2 Grundlagen des Datengeschafts-
modells

Die Strukturierung und Analyse bzw. Auswer-
tung und Interpretation der Daten / das Erstel-
len von Vorhersagemodellen erfolgt dabei tiber
Algorithmen beziehungsweise Machine Intelli-
gence (hier im Speziellen: Machine Learning).
Maglich gemacht wird das Datengeschiftsmo-
dell neben solchen Algorithmen und der Ma-
chine Intelligence durch zahlreiche technische
Fortschritte in den letzten Jahren. So wurde
und wird der vorhandene Speicherplatz immer
grofler und gleichzeitig immer billiger, sodass
immer groflere Mengen an Daten der Nutzer-
Innen gespeichert werden kénnen. Es wird ge-
schitzt, dass im Jahr 2025 insgesamt ca. 463
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Exabytes an Daten pro Tag generiert werden.
Dies entspricht mehr als 200 Millionen DVDs
pro Tag.?

Diese grofle Menge an Daten ist auch da-
durch zu begriinden, dass die Auswertung di-
gitaler Daten, und somit die Klassifizierung

schlussendlich

das Targeting dieser, besser funktioniert, umso

einzelner Nutzerlnnen und
mehr Daten vorhanden sind. Fiir die Verfeine-
rung algorithmenbasierter Auswertungen und
deren Vorhersagen ist eine grofle Datenmenge
von grofSter Bedeutung: Die Modelle und deren
Vorhersagekraft (bspw. welchen Nutzerlnnen
was / welche Werbeprodukte gefallen konn-
ten) kénnen durch mehr Informationen iiber
einzelne NutzerIlnnen sowie iiber Informatio-
nen von mehr unterschiedlichen NutzerInnen
(Tiefe und Breite der Informationen) gesteigert
werden (Marengo & Montag, 2020; Zuboff,
2019). Vereinfacht ist das wie beim menschli-
chen Lernen: Umso mehr Informationen uns
zur Verfiigung stehen, umso besser kdnnen wir
Zusammenhinge erkennen und lernen. Die be-
nétigte grofle Datenmenge kommt dabei tiber
die Vernetzung von hinterlassenen Daten aus
verschiedenen Quellen zustande, beispielsweise
durch verschiedene Internetseiten sowie durch
das sogenannte /nternet of Things. Hierbei geht
es um miteinander iiber das Internet vernetzte
Gerite der globalen Infrastruktur der Informa-
tionsgesellschaft. Durch vernetzte Smartphones
(die u.a. auch Bewegungsdaten erfassen), Com-
puter, Autos, Kaffeemaschinen, Kiihlschrinke
und Duschen kénnen immer mehr Daten der
NutzerInnen gesammelt und miteinander in
Verbindung gebracht werden (Baumeister &
Montag, 2019). Das steigert die Vorhersage-

kraft der durch Algorithmen gesteuerten Mo-
delle weiter und somit wird auch die Effizienz
des (Micro-) Targetings bezichungsweise des
Targeted Advertisements erhoht.

Dass gezielte Werbung, die auf Basis des
Wissens aus diesen Datenmengen (gewonnen
aus den digitalen Fuflabdriicken bzw. Daten
iiber Nutzerlnnen) auf das Individuum ange-
passt ist, besser funktioniert als nicht-angepasste
Werbung, konnte bereits in Studien nachgewie-
sen werden (bspw. Matz et al., 2017); obgleich
angemerkt werden muss, dass die Effektstirken
nicht allzu hoch zu sein scheinen. Zusammen-
gefasst konnen sich den AnbieterInnen sozialer
Medien — genau wie AnbieterInnen anderer
Online-Dienste — durch die Nutzung der Da-
ten ihrer NutzerInnen fir bspw. Werbezwecke
also hohe Gewinnchancen eréffnen.

2.3 Folgen des Datengeschaftsmodells

Die Sammlung und Nutzung dieser Daten
verleiht den AnbieterInnen sozialer Medien
nicht nur ein unglaublich detailreiches Wissen
iiber ihre Nutzerlnnen. Die Verfiigung die-
ser Daten stattet die AnbieterInnen auch mit
grofler asymmetrischer Informationsmacht
aus. Daraus bildet sich ein Monopol einzelner
AnbieterInnen sozialer Medien im Bereich der
Datenanalyse, der Entwicklung von KI und
der Werbung. Uber Werbung hinausgehend
kénnen die Daten auch zur Prisentation ganz
spezifischer Inhalte genutzt werden, wie zum
Beispiel zur Prisentation bestimmter politi-
scher Inhalte: Nicht nur Werbung kann perso-
nalisiert werden, sondern auch politische (Pa-
pakyriakopoulos et al., 2018), kulturelle oder

weltereignisbezogene Nachrichten.

2 hups:/www.weforum.org/agenda/2019/04/how-much-data-is-generated-each-day-cf4bddf29f/ (abgerufen am 19.05.2020)
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AnbieterInnen sozialer Medien beeinflussen
somit, was NutzerInnen sehen, woriiber sie in-
formiert werden, und auch woriiber sie nicht
informiert werden. In dieser Machtposition
beeinflussen sie — zumindest ein Stiick weit —
die Informationsaufnahme und somit die In-
formiertheit der NutzerInnen bezichungsweise
BiirgerInnen. Aber auch das Gesundheitsver-
halten kann durch die Art der Information und
Werbung beeinflusst werden (siche SI aus Vul-
nerabilitdtsraum 02; Rosenberger et al., 2021).

Zudem hat die Notwendigkeit der Daten-
sammlung fiir das Funktionieren der Vorhersa-
gemodelle eine immer tiefergreifendere Uber-
wachung der Individuen in allen Bereichen
ihres Lebens zur Folge (siche daher auch der
Begriff Surveillance Capitalism; Zuboft (2019)).
Durch das Zusammenfiihren der Datenmen-
gen aus unterschiedlichen Quellen entstehen
immer glisernere und manipulierbarere Kun-
dInnen. Dies stellt einen drastischen Eingriff in
die Privatsphire der NutzerInnen dar. Die Da-
tensammlung zu unterbinden oder zu begren-
zen ist fiir die NutzerInnen selbst nur schwer
bis tiberhaupt nicht méglich. Es fehlt hiufig an
Transparenz von Seiten der AnbieterInnen, um
mogliche Mafinahmen zur Einschrinkung der
Datensammlung und -nutzung, und somit zum
Schutz der Daten, offenzulegen. Dies gilt vor
allem auch fiir die gesammelten Metadaten und
deren Verwendung.

2.4 Mechanismen des Datengeschafts-
modells und daraus resultierende
Im Fokus dieses Kapitels steht nun zusammen-
fassend die Frage, wie sich die 6konomischen
Ziele der AnbieterInnen sozialer Medien, das
dafiir genutzte ,,Bezahlen® mit Daten und die
Nutzung dieser digitalen Daten sowie die da-

raus resultierende Machtstellung und andere
Folgen auf das Individuum auswirken. Unter
Letzterem sind vor allem solche Folgen zu-
sammengefasst, die aus Handlungen von bspw.
politischen oder gesellschaftlichen AkteurInnen
entstehen, welche durch das Datenbezahlmo-
dell und dessen Mechanismen erméglicht wer-
den, aber nicht direkt dadurch bedingt werden
bzw. entstehen. Dazu werden die Ubernutzung,
digitale Gewalt, Demokratiefihigkeit und Ver-
dnderungen sozialer Interaktionen und Struk-
turen betrachtet und analysiert.

Spezifisch im Rahmen dieser Unseens ist zu
beachten, dass AnbieterInnen sozialer Medien
bestimmte Mechanismen (z. B. Push-Nach-
richten) nutzen, um immer mehr Daten sam-
meln zu kénnen (Montag et al., 2019); dazu
gehoren vor allem Mechanismen, um Nutzer-
Innen auf der Plattform zu halten bzw. deren
Interaktion mit Inhalten auf der Plattform zu
erhohen oder sie wieder auf die Plattform zu
holen, wenn sie nicht online sind. Bei einzelnen
Individuen kénnen diese Mechanismen in Zu-
sammenspiel mit anderen persénlichen Vulne-
rabilititsfaktoren zu einer Ubernutzung sozialer
Medien und somit zu negativen Auswirkungen
auf die (psychische) Gesundheit und auf das
private sowie das berufliche Leben fiihren.
Personliche Vulnerabilititsfaktoren bestehen
neben personlichen Variablen wie soziodemo-
graphischen Variablen und bestimmten Person-
lichkeitseigenschaften (hoher Neurotizismus,
niedrige Gewissenhaftigkeit (Sindermann et
al., 2020)) auch in (maladaptiven) affektiven
sowie kognitiven Reaktionsmustern. Dazu zih-
len beispielsweise die Fokussierung auf die Nut-
zung sozialer Medien, um sich besser zu fiith-
len, oder der Welt zu entfliechen sowie verzerrte
Kognitionen, wie dass man in der Offline-Welt
ein Nichts ist und nur in der Online-Welt etwas
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wert ist; s. bspw. auch differentieller Anstieg der
Nutzung sozialer Medien zur Zeit der Corona-
Pandemie® (SI 5.1; Sindermann et. al., 2021).
Ein bedeutender Mechanismus besteht (wie
zuvor kurz beleuchtet) unter anderem in der Per-
sonalisierung von Inhalten. So wird beispielswei-
se das Newsfeed auf sozialen Medien fiir jede/n
einzelne/n NutzerIn auf dessen/deren Interessen
angepasst; sprich: Informationen werden gefil-
tert. Wihrend dies in einigen Bereichen durch-
aus positiv sein kann, wird es im Bereich poli-
tischer Informationen potenziell problematisch,
da es zu einer verzerrten oder sogar falschen
Wahrnehmung der Realitit kommen kann (Pa-
riser, 2011). Diese verzerrte Wahrnehmung wird
dabei vor allem auch durch Formen der Daten-
Intransparenz unterstiitzt. Dies beinhaltet die
Intransparenz dariiber i) welche digitalen Daten
erfasst werden, ii) von wem die digitalen Daten
erfasst und an wen sie weitergeleitet sowie von
wem sie genutzt werden, iii) wozu die digitalen
Daten genutzt werden, iv) welche Inhalte (he-
raus) gefiltert werden. Durch die Intransparenz
der Personalisierung / Filterung von Informa-
tionen, die auf sozialen Medien gezeigt werden,
kénnen Nutzerlnnen filschlicherweise davon
ausgehen, dass die ihnen prisentierten Informa-
tionen vollstindig sind. Zu der selektiven Pri-
sentation von Informationen auf sozialen Medi-
en kommen Fake News hinzu, die zu politischen

Zwecken (von politischen AkteurInnen) auf
sozialen Medien gezielt verbreitet werden (Na-
rayanan et al., 2018).* Wichtig ist anzumerken,
dass sich Fake News mit politischen Inhalten
auf sozialen Medien weit und schnell verbreiten
(Vosoughi et al., 2018) und somit eine falsche
oder verzerrte Wahrnehmung der Realitit weiter
fordern kénnen. Personalisierte Inhalte konnen
zusammen mit der Verbreitung von Fake News
(welche eine bésartige Irrefithrung darstellen)
und Verschworungsideologien sowie weiteren
Einflussmechanismen in sozialen Medien (z. B.
Bots, die bestimmte politische Inhalte verbreiten,
sibyllinische Accounts, durch die wenige Perso-
nen mit bestimmten politischen / 6konomi-
schen / sozialen Interessen hohen Einfluss errei-
chen) zu einer eingeschrinkten bzw. verzerrten
Informiertheit und somit zu einer Verinderung,
gegebenenfalls Verminderung, der Demokratie-
fahigkeit der BiirgerInnen fiihren (SI5.3; Freytag
etal.,, 2021).

Es ist umstritten, ob AnbieterInnen sozialer
Medien die Verbreitung von Fake News, wie sie
dies selbst behaupten, unterbinden méochten,
da diese zu Traffic sowie Interaktionen auf der
Plattform fithren (durch Teilen, Liken, Kom-
mentieren) und somit wiederum mehr Daten
gesammelt werden kénnen. Hier muss aber da-
rauf hingewiesen werden, dass gerade Facebook
und auch Twitter immer wieder Kampagnen

3 https://de.statista.com/statistik/daten/studie/1110712/umfrage/veraenderung-des-konsums-digitaler-medien/; hteps://
de.statista.com/statistik/daten/studie/1110741/umfrage/veraenderung-des-konsums-digitaler-medien/ (abgerufen am

21.06.2020)

4 Der Terminus Fake News wird hier aufgrund seiner Popularitit gewihlt, obgleich die Bedeutung des Begriffs zwischen
AnwenderInnen wechselt. Wir beziehen uns auf die Definition von Egelhofer und Lecheler (2019) zu Fake News as

genre. Es konnte jedoch auch das Wort Desinformation genutzt werden.
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zur Bekimpfung von Fake News durchfithren.®
Zusitzlich ist die Verbreitung von Fake News
auf sozialen Medien auch fiir die Anbieter-
Innen potentiell wirtschaftlich schidigend.”

2.5 Weitere Eigenschaften sozialer
Medien und daraus resultierende

Bisher wurden die dkonomischen Interessen
der AnbieterInnen, das Datengeschiftsmodell
und die hierfiir eingesetzten Mechanismen als
Grundlagen fiir die in diesem Kapitel behan-
delten Unseens diskutiert. Neben diesen besteht
eine weitere Ursache fiir die Unseens in der Ver-
inderung des Miteinanders von Individuen in
der Welt sozialer Medien im Vergleich zur ana-
logen Welt. Die beobachtbaren Unterschiede
zwischen Interaktionen in der analogen Welt
und dem Miteinander auf sozialen Medien sind
im Detail in Box 3 dargestellt. Diese Differen-
zen fithren zu einer entwicklungsgeschichtich
neuen Situation, an die sich Menschen anpas-
sen miissen.

Grundsitzlich sind Menschen hoch adapti-
ve Wesen, die sich an verschiedenste Situatio-
nen anpassen konnen. Inwieweit eine Anpas-
sung an die Situation in sozialen Medien jedoch
bereits stattgefunden hat oder noch stattfindet,
ist noch zu kliren; davon hingt auch die Frage
danach ab, inwieweit wir (bereits) unsere Be-
diirfnisse an die Angebote sozialer Medien an-
gepasst haben und diese nun durch soziale Me-
dien erfiillc werden kénnen. Bei der Klirung
dieser Frage treffen wir auf das Spannungsfeld

zwischen dem, was wir wollen (d. h., der nor-

mativen individuellen oder kollektiven Gestal-
tungskraft dariiber, wie wir leben; ergo, wie so-
ziale Medien gestaltet sind), und dem, was wir
koénnen. Letzteres wird durch evolutionir vor-
handene Grundbediirfnisse (z. B. nach vertrig-
licher Nahrung) sowie andere duflere Gegeben-
heiten (z. B. rechdiche Rahmenbedingungen,
Vorgehen der Anbieterlnnen sozialer Me-
dien) bestimmt. Verschiedene psychologische
Theorien gehen mit dem Spannungsfeld sehr
unterschiedlich um. Behavioristische Ansitze
blenden die Gestaltungskraft weitgehend aus,
wihrend etwa die humanistische Theorie der
Eigengesetzlichkeit des Denkens und Wollens
ein grofleres Gewicht beimisst. Auch psycholo-
gische Theorien sind nicht frei von normativen
Grundannahmen. Dies muss bei einer Interpre-
tation von Befunden zu der Frage ob und in
welcher Form eine indirekte, virtuelle, digitale
Interaktion mit der Umwelt zu einer gleichen
Befriedigung fithren kann (also der Frage da-
nach, ob es eine digitale Gliickseligkeit gibt)
mitberticksichtigt werden. Ein Beispiel ist, dass
sich westlich christliche Kulturen scheinbar von
ostlichen Kulturen bezogen auf die Befriedi-
gung von Bediirfnissen durch digitale Roboter
unterscheiden. In Japan werden offensichtlich
vorrangig humanoide (menschlich aussehende)
Roboter als angenechm empfunden, da im Rah-
men von Shinto und dem Buddhismus das real
Gegenstindliche zentral ist. In der christlichen
Perspektive hingegen wird der Geist (der in den
Himmel steigen moége) und damit vermutlich
die Funktionaliit der Algorithmen als zentral

5 hteps://www.forbes.com/sites/abrambrown/2020/04/16/facebook-will-begin-warning-you-if-you-interact- ~ with-fake-
coronavirus-news/; https://research.fb.com/blog/2020/02/facebook-misinformation-polarization-rfp-two-million-dol-

lar-commitment/ (abgerufen am 04.07.2020)

6 https://www.tagesschau.de/faktenfinder/twitter-china-propaganda-101.html (abgerufen am 12.08.2020)
7 hueps:/ fwww.welt.de/wirtschaft/article210495443/Coca-Cola-schliesst-sich-Werbeboykott-auf-Facebook-Co-an.html

(abgerufen am 25.07.2020)
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und dem Aussechen der Roboter iibergeord-
net betrachtet (Geraci, 2006; Sugiyama et al.,
2017). Diese Hypothese ist bei Fachexpertln-
nen jedoch umstritten.

Neben der Befriedigung von Bediirfnissen
tiber soziale Medien kann festgehalten wer-
den, dass sich in der analogen Welt Regeln und
Normen etabliert haben und / oder gesetzlich
festgeschrieben wurden, die das Wohl der Mit-
glieder sicherstellen sollen. Im Internet und
in sozialen Medien entsteht nun so etwas wie
eine neue Form der Gesellschaft: Die Inter-
netgesellschaft. Die neuen Bedingungen und
Gegebenheiten in sozialen Medien im Ver-
gleich zu analogen Gesellschaften fithren zu
der Notwendigkeit der Schaffung neuer Nor-
men und neuer gesetzlicher Regelungen, die
zum Teil erst entwickelt werden miissen (was
als verzogerte Anpassung verstanden werden
kann). Diese insgesamt neuartige Situation in
sozialen Medien fiihrt zu einigen Unseens. Die-
se Unseens in Verbindung mit sozial robusten
Orientierungen zum Umgang damit werden
in diesem Kapitel ebenfalls behandelt. Insofern
befasst sich dieses Kapitel mit einer dhnlichen
Frage wie der Griinder der Sozialstrukturana-
lyse Emile Durkheim (Durkheim, 1995), der
sich im neunzehnten und frithen zwanzigsten
Jahrhundert damit befasste, wie Gesellschaften
ihre Integritit und Kohidrenz in der Moderne
aufrechterhalten kénnen. Dies geschah in einer
Zeit, in der traditionelle soziale und religiose
Bindungen nicht mehr iiberall uneingeschrinkt
vorausgesetzt wurden und neue soziale Regeln
und Institutionen entstanden.

Unter anderem durch den Abstand zu an-
deren NutzerInnen und durch (vermeintliche)
Anonymitit zwischen Nutzerlnnen und somit
der Schwierigkeit der effektiven Zuordnung

von realen Personen zu Aussagen (verbunden
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mit mangelnder Rechtsdurchsetzung und somit
schwacher negativer Feedbackschleifen) kann
es zu einem Konflike zwischen Anonymitit
und Verantwortung sowie unter anderem zum
»Online-Enthemmungs-Effekt“ kommen (Su-
ler, 2004). Dies kann in Zusammenhang mit
personlichen Pridispositionen und Handlungs-
tendenzen zu antisozialem Verhalten bis hin zu
gewalttdtigen Handlungen in der digitalen Welt
fihren (Cyber-Mobbing, Doxxing, Online-Trol-
ling etc.). Dies kann fiir die Betroffenen erheb-
liche Auswirkungen auf die Gesundheit und das
Wohlbefinden haben (SI5.2; Thull et al., 2021).
Hierbei ist anzumerken, dass es sich bei digita-
ler Gewalt um kein unbekanntes Phinomen
handelt. Es wurde bereits vielfach wissenschaft-
lich untersucht und auf gesellschaftlicher Ebene
gibt es Initiativen zum Umgang / zur Bekimp-
fung digitaler Gewalt. Nichtsdestotrotz halten
wir dieses Unseen und seine Bekdmpfung fiir
ein wichtiges Ziel fiir die Gesellschaft und ein
friedliches Miteinander. Dariiber hinaus muss
angemerkt werden, dass bisherige Initiativen von
bspw. den Plattformen zur Bekimpfung digita-
ler Gewalt etwaige Reboundeffekte haben und
teilweise nicht schnell genug greifen. Zum Bei-
spiel kann die Sperrung von Accounts auf bspw.
Facebook dazu fiithren, dass GewalttiterInnen
etc. auf nicht einsehbare Plattformen wechseln.
Zudem kann bspw. ein Gewaltvideo zwar ge-
16scht werden, wurde aber bis zur Léschung
meist schon hundert- oder tausendfach kopiert
und anderweitig verbreitet. Weiter muss ange-
merke sein, dass es durch die Personalisierung
von Inhalten auf sozialen Medien (die durch das
Datengeschiftsmodell (s. oben) getrieben ist)
dazu kommen kann, dass Individuen in einer
Art ,Gewaltblase landen, in der ihnen vorran-
gig gewalttitige Inhalte prisentiert werden. Ahn-
lich wie bei politischen Inhalten kénnte dies die

20.01.2026, 05:41:48.
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Einstellungen und das Verhalten der Betroffenen
hin zur Gewalttitigkeit lenken.

Neben solch extremen Auswirkungen wie
Gewalt dndern soziale Medien schlichtweg das
menschliche Miteinander in Gruppen und so-
mit menschliche Beziechungen (siche Box 3).
Begrifflichkeiten wie Nihe, Vertrauenswiir-
digkeit und Freundschaft scheinen in der di-
gitalen Welt neu definiert werden zu miissen.
Wie sich die Anderungen der sozialen Gefiige
auf die Befriedigung von Grundbediirfnissen
von Individuen sowie die Erfiillung wichtiger
Gruppenfunktionen (bspw. Lernen am Mo-
dell, Rough-and-Tumble Play) und somit auf die
menschliche Entwicklung auswirkt, ist noch
unzureichend verstanden (dies wird in SI 5.4
»Soziale Gefiige - Verinderung der Kommuni-
kation“ (Sindermann et al., 2021) behandelt).

2.6 Exkurs: Zusatzliche Erlauterung
Zusitzlich zu den bis hier genannten Punkten
miissen auch die folgenden Aspekte kurz ange-
sprochen werden:

Bisher wurde darauf eingegangen, dass so-
ziale Medien nicht unter der Leitung des Staats
bzw. politischer Fithrungskrifte bzw. Parteien
stehen (ausgenommen sind chinesische Platt-
formen). Jedoch ist auch wichtig darauf hin-
zuweisen, dass bisher unklar ist, inwieweit
Geheimdienste unterschiedlicher Linder mit
Medien
ren. Gerade in Amerika, wohin auch Daten

AnbieterInnen  sozialer interagie-
deutscher NutzerInnen flieflen, scheint der
Staat bzw. Geheimdienste Zugriff auf Daten
von Nutzerlnnen sozialer Medien zu haben

(s. EuGH-Urteil zum Privacy Shield®; Aber

siche auch die Verweigerung von Apple, dem

FBI Zugriff auf das IPhone des San Bernardino
Massenschiitzen zu gewihren). Da Geheim-
dienste aber von Natur aus intransparent sind,
sind die genauen Aktionen (und Interaktionen
zwischen Geheimdiensten) sowie das Ausmafl
des Zugriffs und der modulierende Effekt durch
Geheimdienste im Bereich sozialer Medien un-
klar. Man kann jedoch nicht ausschlieflen, dass
Geheimdiensten eine gewisse Macht, auch in
Form einer modulierenden Funktion (filtern /
verindern), zukommt. Dies lisst ebenfalls die
Frage nach der Méglichkeit bzw. dem Ausmaf$
der staatlichen Uberwachung von Individuen
iiber soziale Medien offen (aber es ist bekannt,
dass gerade nach 9/11 der Staat und bspw.
Facebook kooperiert haben (Zuboff, 2019)).
Aufgrund des Unwissens soll auf diesen Punkt
jedoch nicht weiter eingegangen werden.

Insgesamt erscheint es uns zudem iiber die
Unseens hinweg besonders vielversprechend zu
sein, auch eine neurobiologische Perspektive
einzunehmen: Wie indern sich durch die Nut-
zung sozialer Medien die Epigenetik (= Aktivi-
tit der Gene) des Menschen und damit auch
Hirnstruktur und Hirnfunktion? Handelt es
sich bei den Verinderungen des Epigenoms
durch die neue digitale Welt um epigenetische
Vererbung oder Prigung (Heard & Martiens-
sen, 2014; Shaw, 2017)? Wihrend es zahlreiche
MRT-Bildgebungsstudien zu dem Themen-
komplex soziale Medien gibt (Montag, 2019),
sind die molekularen Aspekte der Internetnut-
zung und der Nutzung sozialer Medien bisher
kaum verstanden (Montag et al., 2016; Montag
& Reuter, 2017).

8  https://www.sueddeutsche.de/digital/privacy-shield-schrems-facebook-1.4968965 (abgerufen am 03.08.2020)
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Box 3. Unterschiede zwischen der analogen und der digitalen Kommunikation iiber
soziale Medien

Der Ubergang von der analogen Kommunikation zur digitalen Kommunikation mittels so-
zialer Medien stellt gleichzeitig eine Erweiterung und eine Reduktion bzw. einen Verlust be-
stimmter Informationen dar. Analoge Kommunikation stellt ein multisensorisches Erlebnis
dar, wobei fast alle Sinne - Sehen, Horen, Riechen, und bei bestimmten Interaktionen auch
Tasten und Schmecken — involviert sein kénnen. Bei digitaler Kommunikation iiber soziale
Medien wird dies eingeschrinkt. Die Sinne Riechen, Tasten und Schmecken kénnen bei digi-
taler Kommunikation nicht genutzt werden. Ebenso kénnen nonverbale Signale (z. B. Gestik,
Mimik, Tonfall) in vielen Situationen auf digitalem Weg nur sehr eingeschrinkt ausgetauscht
werden. Insgesamt fehlen auch Aspekte wie die Wahrnehmung der Kérpersprache und der
Ausstrahlung anderer sowie deren Zusammentreffen mit der eigenen Sensorik (s. auch Stich-
wort des ,Leibapriori nach Karl-Otto Apel).

Durch diese Einschrinkungen kann es zu Missverstindnissen in der digitalen Kommunika-
tion kommen. Wir behelfen uns mit Emoticons (zusammengesetzt aus den Worten ,Emo-
tion“ und ,Icon®), um Emotionen zu vermitteln. Diese werden aber hiufig von dem / der
RezipientIn nicht so verstanden, wie der / die Senderln sie gemeint hat’.

Damit in Zusammenhang steht auch die riumliche Nihe, die sich zwischen analoger Kom-
munikation (Briefe und Telefonate sind ausgeschlossen) und digitaler Kommunikation tiber
soziale Medien unterscheidet. Wihrend analoge Kommunikation an lokale Grenzen gebun-
den ist, kann digitale Kommunikation mithilfe sozialer Medien tiber lokale Grenzen hinweg,
d. h. orts- und zeitunabhingig, stattfinden.

Daraus resultierend ist es auch nicht méglich, einen wirklichen psychischen Abstand (Dis-
tanz) zu anderen Individuen einer Gemeinschaft auf sozialen Medien zu gewinnen. Denn
digitale Kommunikation ist iiber soziale Medien allgegenwirtig und kann (gegeben man hat
Internetzugang) zu jeder Tages- und Nachtzeit sowie von jedem Ort auf der Welt durchge-
fithrt werden. Ein Abstand kann lediglich durch Ausschalten des Endgerits (z. B. Computer
/ Smartphone) erfolgen.

Dariiber hinaus fallen die Unterschiede in der zeitlichen Synchronitit auf: Wihrend analoge
Kommunikation zumeist synchron stattfindet (ausgenommen sind bspw. Briefe), kann digita-
le Kommunikation iiber soziale Medien synchron aber auch asynchron stattfinden.

9 hteps://grouplens.org/site-content/uploads/Emoji_Interpretation_Paper.pdf (abgerufen am 17.07.2020)
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Als nichstes ist wichtig zu erwihnen, dass es bei digitaler Kommunikation (v.a. schriftlicher
digitaler Kommunikation) iiber soziale Medien vermutlich seltener zu Zufallsgesprichen, zu
Small Talk, bezichungsweise allgemein zur zufilligen Ansprache von persénlichen Dingen,
die sich aus dem aktuellen Gesamtbild einer Person (Kleidung, Stimmung, Kérperhaltung,
Tonlage etc.) ergeben, kommt. Dies ist jedoch nur eine Hypothese und muss durch wissen-
schaftliche Arbeiten noch untersucht werden.

Zuletzt kann angemerkt werden, dass digitale Kommunikation tiber soziale Medien im Ge-
gensatz zu analoger Kommunikation (ausgenommen sind Briefe etc.) immer kostenpflichtig
ist (iber das ,Datenbezahlmodell“ oder monatliche Gebiihren, und / oder Kosten fiir End-
gerite und Internetnutzung). Analoge Kommunikation kann sowohl kostenlos als auch kos-
tenpflichtig (Briefe, Wegkosten zu Gesprichspartnerlnnen etc.) sein. Zudem kann die digitale
Kommunikation mit unerwiinschten Eingriffen in die Privatsphire einhergehen. Genauso ist
auch zu beachten, dass sowohl die AnbieterInnen sozialer Medien, als auch die Server, auf
denen die Daten verarbeitet werden, ihren Sitz / Standort teilweise im auflereuropiischen
Ausland haben. Hier besteht ein erhéhtes Risiko fiir die Daten und deren Nutzung. Grund
hierfiir sind beispielsweise Zugriffsrechte staatlicher Stellen, gegen die keine ausreichende
Rechtsschutzmoglichkeiten bestehen. Zwar ist es das Ziel (s. kiirzliches Urteil des EuGH
zum Privacy Shield), dass unbefugte Dritte keinen Zugriff haben, die operative Umsetzung
hierzu ist jedoch noch nicht erfolgt. Dies hat zur Folge, dass gemif§ der dort geltenden Be-
stimmungen auch Dritte Zugriff auf diese Daten haben und ggf. Kommunikationsverldufe

mitlesen kénnen'®.

Aufbauend auf diesen Gegebenheiten unterscheiden sich auch die sozialen Gruppen, die es in
der analogen Welt und in der digitalen Welt auf sozialen Medien gibt. Beispielsweise kénnen
Gruppen auf sozialen Medien unabhingig von lokalen Gegebenheiten gebildet werden und
sind (im Hinblick auf die kommunikative Reichweite) hiufig grofler als analoge Gruppen
(bspw. Facebook Gruppen mit mehreren tausend Mitgliedern). Zudem sind soziale Grup-
pen auf sozialen Medien immer verfiigbar (siche Méglichkeit der dauerhaften Interaktion
von tiberall auf der Welt), konnen aber durch Ausschalten des Computers / Smartphones
abgeschaltet werden. Bedeutsam ist in diesem Themenkomplex auch die Anwendung von
Dunbar’s Zahl (Dunbar, 1993). Dunbar geht davon aus, dass Menschen aufgrund der GrofSe
des Neocortex nur hdchstens ca. 150 enge Sozialkontakte pflegen konnen. Die Frage ist, in-
wieweit diese Zahl auch auf den Raum sozialer Medien und Smartphones iibertragen werden
kann (Gongalves et al., 2011; Mac Carron et al., 2016).

10  heeps://www.sueddeutsche.de/digital/privacy-shield-urteil-1.4969320 (abgerufen am 02.08.2020)
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3 Ziele und Mittel der Veranderung

Die Unseens im Bereich sozialer Medien beste-
hen unter anderem aufgrund von unterschied-
lichen Interessen, Werten und Zielen diverser
Akteurlnnen und Stakeholder(gruppen), die in
Konflikt miteinander stehen. Das bedeutet, dass
unterschiedliche AkteurInnen und Stakeholder-
gruppen in unterschiedlicher Weise an der Ent-
stehung verschiedener Unseens beteiligt sind, dass
sie unterschiedlich von Unseens betroffen sind,
und dass sie unterschiedlich an der Regulierung
oder Linderung dieser Unseens beteiligt sind.
Die Gruppen der AkteurInnen umfassen
zum einen die AnbieterInnen sozialer Medi-
en, die ihre Hauptsitze eher in westlichen (z.
B. Amerika: Facebook) oder in eher &stlichen
(z. B. China: TikTok, WeChat) Regionen ha-
ben. Solche global agierenden AnbieterInnen
sozialer Medien folgen — wie oben bereits er-
wihnt — hiufig dem Skonomischen Ziel der
Gewinnmaximierung. Trotz der Verankerung
in unterschiedlichen Gesellschaften agieren die
AnbieterInnen sozialer Medien als 6konomi-
sche AkteurInnen hiufig global und sind somit
als supranationale Entititen/Akteurlnnen zu
verstehen. (Achtung: Unter anderem aufgrund
der Supranationalitit werden die AnbieterIn-
nen sozialer Medien nicht als Stakeholdergrup-
pe gesehen; wir nennen diese an dieser Stelle
trotzdem aufgrund deren Wichtigkeit fiir die
Gestaltung sozialer Medien; trotzdem weisen
wir im Verlauf des Textes auch auf Probleme
durch die Supranatinalitic hin.) Als solche
haben sie Einfluss auf Menschen und Gesell-

11 heeps://www.mdr.de/nachrichten/politik/inland/telegram-rechtsextreme-hetze-whatsapp-100.html

07.09.2020)

schaften auf der ganzen Welt. Sie sind jedoch
kaum von nationalen AkteurInnen beeinfluss-
bar (Scholz et al., under review). Das bedeutet,
dass eine Regulierung der AnbieterInnen, unter
anderem aufgrund der Verankerung in unter-
schiedlichen Lindern mit unterschiedlichen
Rechtssystemen in unterschiedlichem Maf3e
gut oder schlecht funktioniert. Neben solchen
groflen, global agierenden AnbieterInnen von
sozialen Medien muss auch beachtet werden,
dass es kleinere Netzwerke sozialer Medien gibt,
die beispielsweise nur national agieren.

Neben den AnbieterInnen sozialer Medien
miissen auch unterschiedliche NutzerInnen-
gruppen sozialer Medien als Stakeholder beach-
tet werden. Wihrend eine Gruppe von Nutzer-
Innen die sozialen Medien nutzen mochte, um
bspw. mit FreundInnen und Familie in Kontakt
zu bleiben, gibt es auch solche Gruppen, die die
sozialen Medien nutzen, um staats-/demokratie-
zersetzende Propaganda zu betreiben bzw. Akte
zu organisieren (s. die Nutzung des Messengers
Telegram durch rechtsradikale Gruppen'™!?).
Hierzu zdhlen auch Gruppen, die wissentlich
und absichtlich Fazke News und Verschworungs-
ideologien iiber soziale Medien verbreiten oder
Hassreden initiieren und verbreiten. Ein ak-
tuelles Beispiel sind hier auch Gruppen, die
Verschworungsideologien oder Fake News zur
Corona-Pandemie streuen und somit fiir Auf-
ruhr in der Gesellschaft und gegebenenfalls die
Nichteinhaltung wichtiger Regularien sorgen
(Freeman et al., 2020). Solche NutzerInnen
konnen lose organisiert, oder in mitgliedsbasier-
ten Gruppierungen zusammengeschlossen sein.

(abgerufen  am

12 https://www.bosch-stiftung.de/sites/default/files/publications/pdf/2020-02/ISD_Studie_Online-%C3%96kosys-
tem%20Rechtsextremer%20Akteure.pdf (abgerufen am 12.09.2020)
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Neben den Anbieterlnnen und Nutzer-
Innengruppen sind auch Parteien und Politike-
rlnnen in die Konfliktbildung und -auflésung
involviert. Allgemeines Ziel dieser Gruppe (in
Deutschland) ist es, die Resilienz der Biirger-
Innen vor Gefahren (bspw. sozialer Medien)
zu erhalten bzw. zu schaffen. Diese Gruppe
hat also das Wohl der BiirgerInnen sowie de-
ren friedliches Miteinander und deren Demo-
kratiefahigkeit als wichtige Ziele zu verfolgen.
Dies beinhaltet ebenfalls die Gewihrleistung
der Sicherheit der BiirgerInnen, bspw. vor Ter-
ror (welcher sich online auf sozialen Medien
organisieren lisst). Trotzdem sei auch erwihnt,
dass PolitikerInnen nicht nur in den USA,
sondern auch in Deutschland, soziale Medien
nutzen, um potenzielle WihlerInnen von den
eigenen Ansichten und Handlungsweisen zu
tiberzeugen bzw. Wahlkampf zu betreiben, teil-
weise in Zusammenspiel mit klassischen Me-
dien (Papakyriakopoulos et al., 2018; Serrano
et al., 2019). Gerade Donald Trump nutzt so-
wohl klassische Medien (bspw. FOX News) als
auch soziale Medien, um Inhalte zu verbreiten.

Dariiber hinaus stellen nichtstaatliche Ins-
titutionen (NGOs) eine wichtige Stakeholder-
gruppe dar. Diese verfolgen unterschiedliche
Ziele, wie beispielsweise die Regulation sozialer
Medien in bestimmten Bereichen (bspw. keine
gezielte Werbung fiir zuckerhaltige Produkte an
Diabetes erkrankte Personen; oder CORREC-
TIV als eine Plattform zur Bekimpfung von
Fake News sowie Volksverpetzer als Initiative zur
Bekidmpfung von Verschworungsideologien).

Zuletzt miissen Werbefirmen sowie de-
ren KundInnen (fiir welche Werbung gemacht
wird) als Stakeholder betrachtet werden. Diese
Gruppe verfolgt die Ziele der Gewinn- und der
Nutzenmaximierung, welche sich unter ande-
rem iiber gezielte Werbung auf sozialen Medien
erreichen lassen.

Fiithrt man sich die Interessen, Werte und
Ziele der verschiedenen Akteurlnnen und Sta-
keholder vor Augen, werden die wichtigen ver-
tikalen Zielkonflikte mit Bezug auf soziale Me-
dien deutlich. Diese bestehen unter anderem
zwischen den Zielen der AnbieterInnen sozialer
Medien (bspw. Gewinnmaximierung durch per-
sonalisierte Inhalte) und den Zielen (deutscher)
Parteien und PolitikerInnen (bspw. Resilienz
der BiirgerInnen vor Verlust der Demokratiefi-
higkeit). So ergeben sich ebenfalls vertikale Ziel-
konflikte zwischen weiteren AkteurInnen- und
Stakeholdergruppen, die eine Regulierung von
sozialen Medien (bspw. der Personalisierung
von Inhalten) verhindern méchten (Werbefir-
men und deren AuftraggeberInnen, staatszerset-
zende / demokratiegefihrdende Gruppen) und
den Gruppen, die eine Regulierung erreichen
mochten (bestimmte Parteien, NGOs, Nutzer-
Innen, die soziale Medien fiir soziale Kontakte
nutzen). Somit handelt es sich bei den in diesem
Kapitel behandelten Konflikten vielfach um
vertikale Zielkonflikte.

Gleichzeitig gibt es horizontale Zielkon-
flikte, wie beispielsweise zwischen unterschied-
lichen politischen Parteien und PolitikerInnen
sowie unterschiedlichen Amtern oder zwischen
unterschiedlichen NGOs bzw. wirtschaftlichen
Interessengruppen (etwa zwischen Plattform-
AnbieterInnen und traditionellen Verlagen).
Hierbei geht es beispielsweise darum, ob und
inwieweit soziale Medien (von politischer Seite)
reguliert werden sollten (von Deregulation iiber
liberale Regulation zur Hyperregulation). Eben-
so lassen sich Konflikte zwischen unterschied-
lichen NGOs mit unterschiedlichen Zielen
nachweisen. Ahnliches gilt fiir Konflikte zwi-
schen unterschiedlichen NutzerInnengruppen.

Diese Zielkonflikte zu verstehen, soweit es
geht zu 16sen und dabei ein demokratisches,
freiheitli-

europdisches, sozialokonomisches,
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ches System auf Basis der europiischen Men-
schenrechte und der deutschen Verfassung (u.a.
durch die verantwortliche und nachhaltige
Nutzung von digitalen Daten) zu erméglichen,
ist ein tibergeordnetes Ziel dieses Kapitels des
Weif$buchs. Hierbei muss jedoch auch das mog-
liche unterschiedliche Machtverhiltnis der be-
teiligten Gruppen beachtet werden. Durch die
Supranationalitit und die erheblichen Kapital-
reserven, die AnbieterInnen sozialer Medien zur
Verftigung stehen, haben diese eine hohe Macht
inne, teilweise sogar eine marktbeherrschende
Stellung. Zudem sind sie durch unterschiedliche
rechtliche Rahmenbedingungen in verschiede-
nen Lindern und auch durch die oft intranspa-
renten oder sogar unbekannten Methoden nur
schwer regulierbar — vor allem europaweit (hier
gibt es zumindest die DSGVO) oder global.
Zur Losung dieser Konflikte und gleichzei-
tigen Minimierung der Unseens ist ein direkter
Eingriff in die Infrastrukeur sozialer Medien
hiufig schwer umzusetzen; dies ist jedoch nicht
unméglich. Dieses Kapitel legt daher zusam-
menfassend als wichtige Zielorientierung den
Fokus zum einen darauf, dass ein Umfeld sowie
die notigen Rahmenbedingungen geschaffen
werden, damit Akteurlnnen (bspw. Indivi-
duen / Nutzerlnnen sozialer Medien) ihre
Rechte gegeniiber den AnbieterInnen sozialer
Medien geltend machen konnen. Eine Grund-
lage bieten dabei bereits das NetzDG (Netz-
werkdurchsetzungsgesetz) und die DSGVO
(Datenschutz-Grundverordnung). Hieran gibt
es jedoch auch Kritik, wie der Finwand, dass
diese ihr Schutzziel verfehlt haben und bis-

weilen eine effektive ePrivacy-Regulierung zum

Schutz vor dem Erfassen der eigenen Daten und
fiir datenschutzfreundlichere ~Grundeinstel-
lungen bei Online-Diensten fehlt (s. auch'®).
Es muss also geklirt werden, inwieweit diese
erweitert werden sollten oder sogar miissen.
Insbesondere ist dabei ein noch stirkerer Nach-
druck auf die Durchsetzbarkeit von Rechten im
jeweiligen Nationalstaat der Betroffenen gegen-
iiber den Anbieterlnnen zu legen, aber auch
eine Harmonisierung von Rechten im inter-
nationalen, insbesondere aber im europiischen
Rechtsraum, anzustreben (iiber die aktuelle
DSGVO hinaus)'%; denn digitale Informations-
strome iiberschreiten nationale Grenzen leicht
und ungebremst (es gibt hier quasi keine natio-
nalen Grenzen). Zudem muss beachtet werden,
dass zum jetzigen Zeitpunkt viele NutzerInnen
die Hemmschwelle des Rechtswegs als zu hoch
empfinden (s. als Ansatz hierzu das Kommuni-
kationsplattformen-Gesetz aus Osterreich).

Zudem erscheint es sinnvoll, ein Beiratsmo-
dell als Schnittstelle zwischen sozialen Medien,
der Zivilgesellschaft und der Politik zu imple-
mentieren (siche Punkt Abschnitt).

Neben solchen Regularien besteht ein wich-
tiges Mittel zur Verinderung in der Aufklirung
und dem Wissenszuwachs von Individuen. Dies
soll die Medienkompetenz beziiglich digitaler
Medien der BiirgerInnen ausbauen beziehungs-
weise sicherstellen. Nur durch eine Balance
zwischen den zuvor genannten Regularien und
der Schaffung von informierten / kompetenten
NutzerIlnnen kénnen viele der momentan be-
stehenden Unseens vermindert oder gar verhin-
dert werden.

13 https://www.das-nettz.de/publikationen/netzdg-20-empfehlungen-zur-weiterentwicklung-des-netzdg-und-untersu-

chung-zu-den (abgerufen am 12.09.2020)

14 heeps://www.das-nettz.de/dsa-digital-services-act-debatten-und-einflussmoeglichkeiten (abgerufen am 13.09.2020)
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Durch Medienkompetenzbildung (beziig-
lich digitaler Medien) kénnen gegebenenfalls
sogar Probleme bzw. fehlende Regularien ein
Stiick weit ausgeglichen und abgefangen wer-
den. Gesetzgebungsprozesse dauern hiufig
lange und werden oft durch viele Storfaktoren
verlangsamt. Daher sind vorbeugende Mafinah-
men zur Aufklirung und Schulung der Nutzer-
Innen unbedingt notwendig. Es muss hierbei
auch beriicksichtigt werden, dass zu strenge
Regularien auch missbraucht werden bzw. im
Hinblick auf demokratische Grundsitze nega-
tive Auswirkungen haben kénnten (siche z. B.
China). Daher ist insbesondere von Bedeutung,
dass durch Mafinahmen im Bereich der Me-
dienkompetenzbildung eine méglichst breite
Wirkung erzielt wird. Dafiir muss die Bildung
zielgruppengerecht gestaltet werden, damit so-
wohl junge wie dltere Menschen, digital affine

wie digital unbedarfte NutzerInnen einen ent-
sprechenden Wissenszuwachs erfahren kénnen.

4 Sozial Robuste Orientierungen und
der Umgang mit Unseens der Nutzung
sozialer Medien

DiDaT entwickelte in einem zweijihrigen trans-
diszipliniren Prozess SoRO (sozial Robuste
Orientierungen). Im Bereich des VR 05 haben
sich tiber die verschiedenen Unseens hinweg
folgende Punkte als besonders wichtig ergeben:
Die Schaffung eines effektiven Rechtsraums und
-rahmens, Medienkompetenzbildung, die Ein-
richtung von institutionellen Hilfestellen und
Informationsstellen (bspw. tiber Verschwérungs-
ideologien etc.), das Einrichten von Beiriten und
der Ausbau der wissenschaftlichen Forschung.

SoRO 5.1 Ubernutzung

Um das Unseen der Ubernutzung sozialer Medien zu vermindern, muss dies durch Forschung
besser verstanden werden. Zudem kann und muss die Medienkompetenz der Nutzerlnnen
gestirke werden, unter anderem koordiniert durch institutionelle Hilfe-Services zur Priven-
tion und Intervention. Systemintegrierte Unterstiitzungsmoglichkeiten miissen entwickelt
werden, die den NutzerInnen bspw. erlauben, iibernutzungsanregende Mechanismen sozialer
Medien zu regulieren.

SoRO 5.2 Digitale Gewalt

Um das Unseen digitaler Gewalt zu vermindern, miissen auf europiischer Ebene institutiona-
lisierte Schnittstellen (z. B. Beirite fiir soziale Medien) und rechtliche Rahmenbedingungen
geschaffen werden. Priventive Medienkompetenzangebote und professionelle Hilfsangebote,
wie Notrufzentralen auf nationaler Ebene, sollten verstirkt werden. Dienste sozialer Medien
miissen einheitliche, nutzerfreundliche Meldeverfahren anbieten und transparent iiber Losch-
vorginge berichten.
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SoRO 5.3 Demokratiefahigkeit

moglich befordern.

Um die individuellen Voraussetzungen eines demokratischen Gesellschaftsmodells unter
Primissen der Informationsarchitekturen sozialer Medien dauerhaft sicherzustellen, miissen
Mafinahmen ergriffen werden, die im Alltag der Informationsbeschaffung der BiirgerInnen
Giite und Transparenz der Daten sicherstellen: Datentransparenz auf Seite der Provider, Da-
tenkompetenz auf Seite der BiirgerInnen, vermittelt durch Mechanismen, die beides best-

Wie weiter oben bereits erliutert, miissen
NutzerInnen sozialer Medien gewisse Rechte
effektiv durchsetzen konnen, was momentan
schwer umsetzbar ist: Hiufig ist unklar, wel-
che Rechte den Nutzerlnnen zustehen und
vor allem, an welcher Stelle (bei den Anbieter-
Innen, der Polizei, den Datenschutzbehdrden
etc.) sie diese geltend machen kénnen. Auch
die meisten datennutzenden Firmen sind Laien
unbekannt, was ein Vorgehen gegen diese zu-
sitzlich erschwert. Zu den durchzusetzenden
Rechten gehéren das Vorgehen gegen Gewalt
sowie Rechte beziiglich der Nutzung der eige-
nen Daten sowie Informations- und Auskunfts-
rechte. Neben der effektiven Rechtsdurchset-
zung sollte der Rechtsraum zudem auch einen
klaren Rahmen fiir die AnbieterInnen liefern,
aus dem klar hervorgeht, welche (geschiftli-
chen) Aktivititen im digitalen Raum legitim
sind bzw. welche Aktivititen den gesetzlichen
Rahmen iiberschreiten, weil sie méglicher-
weise negative gesellschaftliche Auswirkungen
haben. Hierbei sollten die Empfehlungen der
Datenethikkommission beriicksichtigt  wer-
den®. Es geht also sowohl um die Stirkung der
NutzerInnenrechte als auch um die Definition

gesetzlicher Grenzen fiir bestimmte Aktivitd-
ten im digitalen Raum. Gleichzeitig muss hier
auch eine stirkere Regulation der Nutzung von
Daten und Werbung diskutiert werden. Hier-
zu zihlen Modelle, in denen die Nutzung von
Daten (ihnlich wie die Nutzung von Strom,
Wasser etc.) versteuert werden. Genauso sollte
im rechtlichen Rahmen das erlaubte Ausmafd
der Interaktion und Datenweitergabe zwischen
einzelnen AnbieterInnen sozialer Medien fest-
geschrieben sein.

Aufbauend auf diesen Ideen soll ebenso die
Maoglichkeit eines One-Stop-Shops im Bereich
digitaler Daten beriicksichtigt werden. Dies be-
inhaltet, dass alle personlichen Daten in eine
von jedem / jeder einzelnen Nutzerln verwal-
teten, persdnlichen Datenmailbox gesandt wer-
den. Unter Verwendung dieser kann jedes Indi-
viduum die Nutzung der eigenen Daten unter
Zuhilfenahme eines digitalen Assistenten (per-
sonliche kiinstliche Intelligenz) managen; also
bestimmen, welche Daten an wen zu welchem
Zweck, wie lange und zu welchem Preis (mo-
netir oder in Form von Service) weitergegeben
werden. Alle datenbasierten Geschiftsmodel-
le wiren weiterhin méglich, aber die Firmen

15 https://www.bmi.bund.de/SharedDocs/downloads/DE/publikationen/themen/it-digitalpolitik/gutachten-datenethik-

kommission.html (abgerufen am 11.09.2020)
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miissten bei den Nutzerlnnen anfragen, um die

1617 Dies wiirde tat-

Daten nutzen zu kénnen.
sichliche informationelle Selbstbestimmung
ermoglichen. Die Umsetzung dieses One-Stop-
Shops konnte durch die UN anhand der Be-
reitstellung des Dienstes und der Festlegung
rechtlicher Rahmenbedingungen zur Nutzung
erfolgen.

Zudem ist die Aufklirung, der Wissens-
gewinn sowie die Schaffung von Fihigkeiten
und Fertigkeiten, kurz die Medienkompe-
tenzbildung, in allen Altersklassen eine sozial
robuste Orientierung fiir diesen Vulnerabili-
titsraum. Dabei wird auf die Notwendigkeit
des lebenslangen Lernens in diesem Bereich
hingewiesen, was vor allem aufgrund der sich
stindig erweiternden und entwickelnden Be-
dingungen nétig erscheint. Mit Bezug auf die
Ubernutzung geht es bei der Medienkompe-
tenzbildung im Speziellen darum, Aufklirung
zu betreiben und Debatten anzustofSen. Hier-
durch sollen die Individuen die Mechanismen,
welche die AnbieterInnen von sozialen Medien
nutzen, um immer mehr Daten zu sammeln,
besser verstehen sowie lernen, mit diesen umzu-
gehen (Stichwort: Digital Literacy). Dies kann
iiber Vortrige von Expertlnnen und anschlie-
Bende Diskussionen erfolgen, durch integra-
tive, zielgruppengerechte Workshopangebote
oder digitale On-Demand-Angebote (redaktio-
nelle oder bundesamtliche Informations-Platt-
formen, Video-Inhalte etc.). Dariiber hinaus
stelle sich die Einbindung dieser Themen in
den Lehrplan der Schulen als wichtig dar, um

die jiingsten und méglicherweise vulnerabels-
ten Gruppen zu schiitzen und zu stirken. Die
Effekeivitit von Digital Literacy Interventionen
im Bereich der Erkennung von Fake News ist
kiirzlich bestitigt worden (Guess et al., 2020).
Auch bei dem Unseen der digitalen Gewalt geht
es darum, die Mechanismen, die eine erhohte
Gewaltbereitschaft auf sozialen Medien férdern
kénnen, an die Nutzerlnnen heranzutragen
und ihnen Hilfe anzubieten, wie sie diesen
Mechanismen entgegengetreten kénnen. Be-
ziiglich des Unseens der Demokratiefihigkeit
geht es darum, die Biirgerlnnen zu befihigen
und zu unterstiitzen, die Rolle der informier-
ten BiirgerInnen auszufiillen und sich vielfilti-
ge, faktenbasierte Informationen beschaffen zu
kénnen, um zu einer evidenzbasierten und aus-
gewogenen Urteilsfahigkeit zu gelangen. Dazu
gehort, sich nicht nur iiber soziale Medien iiber
aktuelle Geschehnisse zu informieren. So lisst
sich auch die Demokratiefihigkeit jedes / jeder
Finzelnen erhalten bzw. stirken. Wie bereits
erwihnt, kann dies iiber Vortrige, Lehrgin-
ge, Kurse an Bildungseinrichtungen (inklusive
einer Verankerung in den schulischen Lehrpla-
nen), aber auch iiber populirwissenschaftliche
Publikationen und TV-(Werbe-)Kampagnen
erfolgen.

Dartiber hinaus erscheint eine Art Informa-
tion Clearing Board bzw. House (auch: ,Clearing
Haus Forum®) als institutionelle Einrichtung
fiir Verschworungsideologien, Fake News, Hate
Speech'® etc. enorm wichtig. Ein Information
Clearing Board / House Forum kdnnte Nachrich-

16  hteps://www.theglobalist.com/capitalism-democracy-technology-surveillance-privacy/ (abgerufen am 13.09.2020)

17 heeps://www.morgenpost.de/web-wissen/web-technik/article213868509/Facebook-Skandal-Experte-raet-zu-digitalem-

Datenassistenten.html (abgerufen am 12.09.2020)

18 Dieser Begriff wird aufgrund der Popularitit gewihlt; es sei jedoch darauf hingewiesen, dass er diverse Straftatbestinde

beinhaltet und somit als Uberbegriff fiir verschiedene Aktionen dient.
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ten auf sachliche Richtigkeit priifen und sich der
ausgewogenen Berichterstattung  verschreiben.
Eine solche Stelle kénnte beispielsweise eine zi-
vilgesellschaftliche Organisation oder eine stif-
tungsnahe Institution sein. Um beispielsweise
Zensurvorwiirfe zu umgehen oder den Vorwurf
des Propagandainstruments zu verhindern, sollte
eine solche Einrichtung nicht staatlich geleitet
sein. Um die Glaubwiirdigkeit zu steigern, soll-
te diese Initiative regelmiflig von anderen Stel-
len gepriift und evaluiert, ggf. sogar zertifiziert
werden. Somit wiirde sich diese Stelle auch von
bisher bestehenden Plattformen absetzen (bspw.
CORRECTTIV, ARD Faktenfinder). Wichtig ist
insgesamt, dass die Bekanntheit einer solchen
Informationsstelle hoch sein sollte; gleichzeitig
sollte auch die Bekanntheit der bereits bestehen-
den Initiativen erhoht werden. Zuletzt ist von
Bedeutung, dass solche Initiativen wie ein /nfor-
mation Clearing Board | House Forum weder die
Medienkompetenz der Biirgerlnnen (s. oben)
noch die Verantwortlichkeit der AnbieterInnen
(s. systemintegrierte MafSnahmen weiter unten)
sozialer Medien ersetzen kann. Vielmehr sehen
wir den besten Weg in einer Kombination dieser
Maf3nahmen und Ziele.

Uber die Schaffung eines effektiv nutzbaren
Rechtsraums bzw. effektiven Rechtsrahmens,
die Medienkompetenzbildung der Nutzer-
Innen und BiirgerInnen und der Einrichtung
einer oder mehrerer Informationsstellen hi-
naus, werden soweit moglich  systeminteg-
rierte Mafinahmen empfohlen. Diese kénnen
sich mit Blick auf die Ubernutzung so dar-
stellen, dass AnbieterInnen sozialer Medien
den Nutzerlnnen die Zeit widerspiegeln, die
diese auf den Plattformen verbracht haben.
So kann den NutzerInnen erméglicht werden,
valide einzuschitzen, wie viel Zeit sie tatsich-
lich auf den Plattformen verbringen und ihre

190

Selbstreflexion kann gestirke werden. Tatsich-
lich wird ein solcher Service schon von einigen
Plattformen angeboten. Ob eine Reflexion der
Bildschirmzeit aber zu einem gesiinderem Nut-
zungsverhalten fiihrt, ist noch unklar, da die-
ser Service erst seit kurzer Zeit angeboten wird
und Langzeitstudien dazu fehlen. Es wire also
nicht nur wichtig, dass eine solche Reflexion
der Bildschirmzeit eingefithrt wird, sondern
auch, dass transparent gemacht wird, ob dies
zu funktionalerem Nutzungsverhalten beitrigt.

Ein weiteres Beispiel fiir eine systeminte-
grierte Mafinahme wire es, dass NutzerInnen
die Mechanismen, die genutzt werden, um
mehr Daten zu sammeln (z. B. Personalisie-
rung, Push-Nachrichten), aktiv ,einschalten®
miissen und diese nicht (wie es momentan der
Fall ist) einfach als Default-Option eingeschal-
tet sind und nur mit hohem Aufwand oder gar
nicht abgeschaltet werden kénnen. In die glei-
che Richtung geht der Vorschlag, eine aktive
Zustimmung zur Nutzung der eigenen Daten
zu verlangen, anstatt dass dies in seitenlangen
allgemeinen Erliuterungen und allgemeinen
Zustimmungen enthalten ist (s. auch: Privacy
by Design). In Anlehnung hieran kénnen auch
monetire Bezahlmodelle im Vergleich zum
Bezahlen mit Daten und der damit einherge-
henden Werbung diskutiert werden. Hierbei
ist jedoch wichtig darauf hinzuweisen, dass Be-
zahlen mit Geld Nachteile fiir Personen hat, die
weniger Geld zur Verfiigung haben. Mark Zu-
ckerberg hat diesbeziiglich darauf hingewiesen,
dass das Bezahlen mit Daten positiv verstanden
werden kann, da dadurch Kommunikation in
allen Staaten der Welt erméglicht werden kann;
unabhingig von monetiren Gegebenheiten.
Die Wahlfreiheit muss hier also gesichert sein.
Zusitzlich muss darauf hingewiesen werden,
dass diese Losungsansitze bei der oben bereits
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genannten One-Stop-Shop Losung grofStenteils
obsolet werden wiirden.

Im Bereich der Demokratiefihigkeit kann
eine systemintegrierte Mafinahme beispiels-
weise in Form von Warnungen vor Fake News
operationalisiert werden. Hierbei ist es selbst-
verstandlich kritisch, spezifische Nachrichten
als Fake zu deklarieren. Jedoch zeigt aktuelle
Literatur, dass allgemeine Hinweise auf das
Vorhandensein von Fake News gepaart mit Auf-
klirungen dazu, wie man Fake News als solche
erkennen kann, wirkungsvoll die Erkennungs-
leistung von Fake News durch Nutzerlnnen
steigern. Eine weitere Moglichkeit besteht da-
rin, dass soziale Medien aufgefordert werden,
die Inhalte politischer Nachrichten nicht zu
personalisieren.

Zudem sollen Hilfestellen geschaffen wer-
den, an die sich Betroffene, die beispielsweise
unter Ubernutzung oder digitaler Gewalt lei-
den, wenden kénnen, um fachgerechte Hilfe
zu erhalten. Es kann sich hierbei um zivilge-
sellschaftliche Organisationen handeln oder
um Einrichtungen in Schulen oder in anderen
Bildungseinrichtungen. Gut wire auch eine
nationale Einrichtung, die neben Hilfestellung
fiir Nutzerlnnen auch das Vorkommen und
sich abzeichnende Trends von Hate Speech auf
nationaler Ebene iiberwacht. So kénnen valide
Daten gesammelt werden. Bisher gibt es hierzu
(mit wenigen Ausnahmen wie beim Monito-
ring des Antisemitismus) nur Bestrebungen auf
Linderebene. Mit Bezug auf die Ubernutzung
sowie die Anderungen in sozialen Interaktionen
muss zudem iiber die gezielte Schaffung von
sinternetfreien Zeiten / Riumen nachgedacht
werden. So kénnten in Kindergirten und Schu-
len gezielte Einheiten ohne Internet geplant
werden, in denen sich die Kinder / SchiilerIn-

nen bewusst analog miteinander austauschen.

Dies ist also von den bereits bestehenden Regu-
larien an Schulen, die Mobiltelefone im Unter-
richt verbieten, zu unterscheiden. Ahnliches
sollte auch fiir Erwachsene und am Arbeits-
platz (bspw. in den Mittagspausen) angedacht
werden. Analoge Kommunikation kénnte bei-
spielsweise bei Stammtischen, sportlichen Akti-
vititen etc. erlebt werden. Gerade bei der Frei-
zeitgestaltung liegt die Entscheidung allerdings
hauptsichlich beim Individuum.

Integrierend tiber alle Unseens hinweg er-
scheint ein Beiratsmodell fiir soziale Medien,
wie oben bereits erwihnt, empfehlenswert.
Dabei sollte jede Plattform, mindestens ab
einer bestimmten GrofSe, verpflichtend einen
Beirat einrichten. Ein solcher Beirat sollte als
Scharnier bzw. Schnittstelle zwischen den
AnbieterInnen sozialer Medien, Zivilgesell-
schaft und Politik dienen. Dementsprechend
sollte der Beirat auch aus Mitgliedern dieser
drei Gruppen bestehen und von Personen aus
diesen Gruppen unterstiitzt werden (s. Chaos
Computer Club; auch Daten aus der oben
genannten nationalen Monitoring-Stelle zu
Hate Speech konnten hier unterstiitzend hin-
zugezogen werden). Eine Zusammensetzung
ausschliefflich aus MitarbeiterInnen sozialer
Medien ist nicht wiinschenswert. Natiirlich ist
bei einer solchen Zusammensetzung der Mit-
glieder zu tiberlegen, wer die Finanzierung /
Bezahlung des Beirats iibernimmt. Es wiire die
Aufgabe dieser Beirite, Richtlinien, eventuell
sogar einzuhaltende Regeln, zu erlassen und
einen differenzierten Meinungsbildungsprozess
bei Fragestellungen in der Organisationseinheit
der Plattform zu erméglichen und zu férdern.
Als Plural zusammengesetzte Gremien konn-
ten diese Beirite wichtige Impulse in Richtung
Selbstregulierung bzw. Ko-Regulierung setzen.
Zudem konnen und sollten solche Beirite fiir
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Transparenz in alle Richtungen, vor allem von
den AnbieterInnen sozialer Medien hin zu Poli-
tik und Zivilgesellschaft sorgen.

Es wiire ebenfalls zu priifen, ob man solche
Beirite auch mit dem Mandat auflergericht-
licher Schlichtungsstellen versehen sollte. So
konnte die Beilegung von Streitigkeiten zwi-
schen Nutzerlnnen / Politik und Anbieter-
Innen sozialer Medien einfacher und schneller
ermdglicht werden als auf dem Rechtsweg. Zu-
letzt sollten in und mit den Beiriten Bedenken
(auch ethischer Natur) von Seiten der Politik
und Zivilgesellschaft in geeigneter Form be-
sprochen und diskutiert werden. Losungen aus
diesen Diskussionen sollten von den Anbieter-
Innen sozialer Medien dann implementiert
werden und gleichzeitig transparent an die
Politik und die Zivilgesellschaft kommuniziert
werden. So kann weitere Transparenz geschaf-
fen werden. Zusammenfassend sollen Beirite
ein Scharnier zwischen den AnbieterInnen so-
zialer Medien und der Gesellschaft bzw. dem
Staat (inklusive méglicher rechtlicher Rahmen-
bedingungen) bzw. den individuellen Nutzer-
Innen bilden.

Es sei darauf hingewiesen, dass Facebook in
den vergangenen Jahren erste Schritte in Rich-
tung Beirat und Unterstiitzung unabhingiger
Forschung getan hat. So gibt es mittlerweile
ein internationales Oversight Board", das von
auflen Entscheidungen dariiber treffen kann,
welche Art von Posts auf Facebook stehen blei-
ben diirfen, ohne dass Facebook selber darauf
Einfluss nimmt. Facebook-NutzerInnen haben
die Moglichkeit dieses Board selber anzurufen,
wenn sie den Eindruck haben, dass ihr Beitrag

zu Unrecht geloscht wurde. Zusitzlich gibt es
die Social Science One® Initiative, iiber die Face-
book an unabhingige WissenschaftlerInnen
nach entsprechendem Antrag anonymisierte
Daten des Online-Netzwerks zur Verfigung
stellt; beispielsweise, um die Rolle von Wahl-
kampfmanipulationen zu untersuchen. Das
gerade entstandene Gremium selber ist jedoch
noch zu neu, um dessen Wirksamkeit bereits
valide einschitzen zu konnen. Eine massive
Kritik an der Social Science One Initiative wurde
zudem kiirzlich von Hegelich (2020) in Nazure
vorgetragen: Die von Facebook im Rahmen
der Social Science One Initiative bereitgestellten
Daten waren unbrauchbar, um zentrale Frage-
stellungen zu beantworten. Zudem gibt es Kri-
tik beziiglich der Tatsache, dass Facebook selbst
auswihlt, wer die Daten erhilt.

Im Folgenden werden in den vier Supple-
mentarischen Informationen (SIs) die vier Un-
seens inklusive sozial robuster Orientierungen
im Detail vorgestellt. Dabei wird an mancher
Stelle deutlich werden, dass weitere Forschung
benétigt wird, um die Unseens, den Umgang mit
diesen Unseens und die Wirksamkeit verschiede-
ner Mafinahmenpakete giiltig und zuverlissig
beurteilen zu kénnen. Daher ergibt sich als letz-
ter wichtiger Punkt dieses Kapitels die Auffor-
derung, mehr Augenmerk auf die wissenschaft-
liche, vor allem interdisziplinire Forschung in
Bereichen wie der Psychologie, den Politik-
wissenschaften und Medienwissenschaften zu
legen und auch mehr Férdermittel dorthin zu
investieren. Dies wird vor allem fiir SI 5.4 be-
tont. Hinzu kommt, dass es angeraten erscheint,
mehr Mittel fiir den Ausbau der Forschung zu

19 https://www.rnd.de/digital/umstrittene-inhalte-facebook-stellt-gremium-oversight-board-vor-GKVAFGPC-
DNDX2ZRHP5DFFFD7]JA.html (abgerufen am 09.09.2020)

20 hteps://socialscience.one (abgerufen am 24.08.2020)
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epigenetischen Mechanismen, die mit dem digi-
talen Wandel zusammenhingen, bereitzustellen.
Einen Start dazu kénnte man mit Forschungs-
arbeiten zum verwandten Thema Gaming Disor-
der machen, einem Krankheitsbild, das bereits
im ICD-11 aufgenommen wurde.

Zuletzt sei darauf hingewiesen, dass sich
die hier dargestellten sozial robusten Orientie-

rungen auf ein Szenario bezichen, in dem die
sozialen Medien als solche und in ihrer Struk-
tur bestehen bleiben. An dieser Stelle sei aber
noch einmal auf Diskussionen zu der Zerschla-
gung grofer AnbieterInnen (bspw. Facebook +
WhatsApp + Instagram) verwiesen.

SoRO 5.4 Soziale Gefiige

Kommunikation gesichert werden.

Digitale Kommunikation findet gegeniiber analoger Kommunikation mit reduzierter Nut-
zung der Sinne satt. Digitale Information erfiillc Urbediirfnisse (wie Geborgenheit) mogli-
cherweise teilweise nicht und schwicht traditionelle soziale Bindungen (wie Vertrauen). Kri-
tische Entwicklungen und Folgen sind mit geeigneten (psychophysiologischen) Methoden zu
untersuchen. Insbesondere fiir Kinder und iltere Menschen muss ein Mindestmaf$ analoger
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