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Spotting fakes: How do non-experts approach deepfake video
detection?

Falschungen feststellen: Wie konnen Nicht-Experten
Deepfake-Videos erkennen?

Mary Holmes, Klaire Somoray, Jonathan D. Connor, Darcy W. Goodall,
Lynsey Beaumont, Jordan Bugeja, Isabelle E. Eljed, Sarah Sai Wan Ng,
Ryan Ede & Dan J. Miller

Abstract: Intervening to bolster human detection of deepfakes has proven difficult. Little is
known about the behavioural strategies people employ when attempting to detect deep-
fakes. This paper reports two studies in which non-experts completed a deepfake detection
task. As part of the task, participants were presented with a series of short videos — half of
which were deepfakes — and asked to categorise each video as either deepfake or authentic.
In Study 1 (N = 391), an online study, participants were randomly assigned to a control or
intervention group (in which they received a list of detection strategies before the detection
task). After the detection task, participants elaborated on the approach they employed dur-
ing the task. In Study 2 (N = 32), a laboratory-based study, participants’ gaze behaviour
(fixations and saccades) was recorded during the detection task. No detection strategies
were provided to Study 2 participants. Consistent with prior research, Study 1 participants
showed modest detection accuracy (M = .61, SD = .14) - only somewhat above chance
levels (.50) — with no difference between the intervention and control groups. However,
content analysis of participants’ self-reports revealed that the intervention successfully
shifted participants’ attention toward cues such as skin texture and facial movements,
while the control group more frequently reported relying on intuition (gut feeling) and
features such as body language. Study 2 found similar levels of detection accuracy
(M = .65, SD = .20). Participants focused their gaze primarily on the eyes and mouth rather
than the body, showing a slight preference for the eyes over the mouth. No differences in
gaze were found between authentic and deepfake videos or between correctly and incor-
rectly categorised videos. The findings suggest interventions can modify detection behav-
iours (even without improving accuracy). Future interventions may benefit from directing
attention from the eyes toward more diagnostic features, such as face-body inconsistencies
and the face boundary.

Keywords: Deepfakes, Al-generated media, synthetic media, detection, self-report, eye-
tracking

Zusammenfassung: Es hat sich als schwierig erwiesen, MafSnahmen zur Verbesserung der
menschlichen Erkennung von Deepfakes zu ergreifen. Uber die Verhaltensstrategien, die
Menschen bei der Erkennung von Deepfakes anwenden, ist nur wenig bekannt. Dieser Ar-
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tikel priasentiert zwei Studien, in denen Nicht-Experten eine Deepfake-Erkennungsaufgabe
absolvierten. Im Rahmen dieser Aufgabe wurde den Teilnehmern eine Reihe von kurzen
Videos gezeigt — von denen die Hilfte Deepfakes waren — und sie wurden gebeten, jedes
Video entweder als Deepfake oder als authentisch zu kategorisieren. In Studie 1 (N = 391),
einer Online-Studie, wurden die Teilnehmer nach dem Zufallsprinzip einer Kontroll- oder
Interventionsgruppe zugewiesen (in der sie vor der Erkennungsaufgabe eine Liste mit Er-
kennungsstrategien erhielten). Nach der Erkennungsaufgabe erlduterten die Teilnehmer
den Ansatz, den sie wihrend der Aufgabe verwendet hatten. In Studie 2 (N = 32), einer
Laborstudie, wurde das Blickverhalten (Fixationen und Sakkaden) der Teilnehmer wih-
rend der Erkennungsaufgabe aufgezeichnet. Den Teilnehmern von Studie 2 wurden keine
Erkennungsstrategien zur Verfiigung gestellt. In Ubereinstimmung mit fritheren Untersu-
chungen zeigten die Teilnehmer der Studie 1 eine miflige Erkennungsgenauigkeit
(M =0,61,SD = 0,14) — nur geringfiigig iiber dem Zufallsniveau (0,50) — ohne Unterschied
zwischen der Interventions- und der Kontrollgruppe. Die Inhaltsanalyse der Selbstauskiinf-
te der Teilnehmer ergab jedoch, dass die Interventionsgruppe ihre Aufmerksamkeit erfolg-
reich auf Hinweise wie Hautstruktur und Gesichtsbewegungen lenkte, wiahrend die Kont-
rollgruppe hiufiger angab, sich auf ihre Intuition (Bauchgefiihl) und Merkmale wie
Korpersprache zu verlassen. Studie 2 ergab eine ahnliche Erkennungsgenauigkeit
(M = 0,65, SD = 0,20). Die Teilnehmer richteten ihren Blick hauptsachlich auf die Augen
und den Mund und weniger auf den Korper, wobei sie eine leichte Priferenz fiir die Augen
gegenuber dem Mund zeigten. Es wurden keine Unterschiede im Blickverhalten zwischen
authentischen und Deepfake-Videos oder zwischen korrekt und falsch kategorisierten Vi-
deos festgestellt. Die Ergebnisse deuten darauf hin, dass Interventionen das Erkennungsver-
halten verandern konnen (ohne die Genauigkeit zu verbessern). Zukiinftige Interventionen
konnten davon profitieren, die Aufmerksamkeit von den Augen auf diagnostischere Merk-
male wie Inkonsistenzen zwischen Gesicht und Korper und die Gesichtskonturen zu len-
ken.

Schlagworter: Deepfakes, KI-generierte Medien, synthetische Medien, Erkennung, Selbst-
auskunft, Eye-Tracking

1. Introduction

Deepfakes are a form of Al-manipulated media in which an existing person’s like-
ness is inserted into an extant piece of media (be it a static image, piece of audio,
or a video). They can be highly realistic. The most common type of deepfakes are
“face replacement” deepfakes (Silva et al., 2022). Deepfakes can be used to make
it appear as if someone has done or said something they have never done or said.
As such, deepfake technology, when used maliciously, can cause serious harms.
These harms can occur at the individual and societal level. Examples of individu-
al-level harms include scams (Miller et al., 2025) and the use of non-consensual
digitally altered sexual imagery for harassment and extortion (Flynn et al., 2022).
Potential societal-level harms include the spread of disinformation and misinfor-
mation, manipulation of political campaigns and public opinion, the erosion of
trust in democratic institutions and legitimate media reporting (Godulla et al.,
2021), and military deception (Smith & Mansted, 2020).

Automated deepfake detection tools have advanced significantly (Abbas &
Taeihagh, 2024). However, these technologies are still generally inaccessible to
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the public. Furthermore, political climate can influence the implementation of
these technologies, as demonstrated by Meta’s recent decision to discontinue
third-party fact-checking on Facebook, Threads, and Instagram (McMahon et al.,
2025). Thus, the public is typically still left to their own devices to verify the digi-
tal content they consume. There is a serious need to develop behavioural interven-
tions to mitigate the adverse impacts of Al-created content, such as deepfakes
(eSafety Australia, 2022; World Economic Forum, 2024).

To date, the development of effective deepfake detection interventions has been
hampered by our lack of knowledge of the strategies and processes people em-
ploy when attempting deepfake detection. Very little research has examined the
specific approaches — conscious or unconscious — that individuals adopt during
deepfake detection. Without this foundational knowledge, interventions may be
poorly aligned with natural detection behaviours.

The current research sought to address this gap by collecting self-report and
eye-tracking data while participants knowingly engaged in a video-based deepfa-
ke detection task. This approach provides a more ecologically valid representati-
on of how members of the public process potentially manipulated content when
actively searching for deception. To this end, we conducted two complementary
studies. Study 1 replicated and extended Somoray and Miller (2023) — discussed
below — using an alternative recruitment method. It aimed to further evaluate the
efficacy of Somoray and Miller’s (2023) passive, visual-anomaly-focused interven-
tion and to examine participants’ self-reported strategies for detecting deepfakes.
Study 2 investigated implicit detection processes by using eye-tracking methods to
directly measure participants’ gaze during a deepfake detection task.

2. Literature review

Meta-analytic evidence indicates that the general public typically performs at
chance levels on deepfake detection tasks across media modalities, including vi-
deo (Diel, Lalgi, et al., 2024). Various detection interventions have been develo-
ped and tested to improve the public’s ability to discern deepfakes (for an over-
view, see Somoray et al., 2025). Interventions can vary in both focus (e.g.,
identifying common visual and/or auditory anomalies [also called “artifacts™],
increasing motivation to perform well, or assessing the plausibility of message
content) and level of interactivity (passive interventions vs. more active interven-
tions in which feedback on performance is provided).

Attempts to increase detection by bolstering motivation have generally proven
ineffective (Somoray et al., 2025). For instance, Kobis et al. (2021) found that
raising awareness about the dangers of deepfakes or offering cash incentives for
correct detections did not enhance detection accuracy. This suggests that the ina-
bility to detect deepfakes reflects a skill deficit, rather than a lack of motivation to
perform well.

Active interventions have shown some promise. Feedback-based interventions
have been found to improve detection for static images (Diel, Teufel, & Bauerle,
2024; Robertson et al., 2018). However, other studies have failed to replicate
these findings when using higher-quality stimuli (Kramer et al., 2019). Tailored
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media literacy lectures have also been shown to impact perceptions of deepfake
video credibility (El Mokadem, 2023), and one-on-one “walk-through” examples
have been employed successfully to enhance video detection accuracy (Tahir et
al., 2023).

By comparison, passive intervention approaches appear to be less effective. For
example, Somoray and Miller (2023) tested a written, visual-anomaly-focused
intervention adapted from detection advice provided by the MIT Media Lab.
They found the proportion of videos correctly identified on a detection task to be
nearly identical in their control (60%) and intervention group (61%). However,
these null findings may partly reflect their recruitment method: Via a post on Red-
dit. If participants happened to share detection strategies in the post thread, this
would have “washed out” the effect of their intervention. Bray et al. (2023) and
Kramer et al. (2019, Study 2) similarly found that providing anomaly-based de-
tection advice (either once or repeatedly) did not improve detection for static
images.

Passive, anomaly-based interventions are simple and scalable, making them at-
tractive options for use in public safety campaigns. However, they currently lack
demonstrated efficacy. Refining such interventions requires a clearer understan-
ding of the behaviours people engage in during deepfake detection. Eye-tracking
studies have the potential to elucidate this issue. Yet, existing eye-tracking studies
in this domain have methodological limitations that may constrain the insights
they offer into video detection behaviours. Many have relied on still image stimu-
li (Caporusso et al., 2020; Cartella et al., 2024) or video stimuli viewed by parti-
cipants naive to the study’s purpose (Gupta et al., 2020; Wohler et al., 2021). Ta-
hir et al. (2021) did incorporate videos in a detection task, but tracked gaze only
in relation to static screenshots, not during dynamic viewing. Study 2 in the pre-
sent research sought to address these issues by recording eye-tracking data during
dynamic viewing of video stimuli.

3. Study1
3.1 Method

3.1.1Design

Study 1 employed an online between-subjects experimental design in which parti-
cipants were randomly assigned to either an intervention (receiving a list of writ-
ten detection strategies) or control condition, before completing a deepfake detec-
tion task. The Human Research Ethics Committee of James Cook University
granted ethical approval to conduct the study. The study was preregistered on
OSF (https://osf.io/vutb8) on April 21, 2023, before data collection.
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3.1.2 Stimulus materials and measures

The same written detection strategies were used as in Somoray and Miller (2023).
These strategies were sourced from the MIT Media Lab (https://www.media.mit.
edu/projects/detect-fakes/overview/). These strategies are provided in the Supple-
mentary Material (Table S1 in OSF file).

The detection task involved the presentation of 20 stimulus videos. The same
videos were used as in Somoray and Miller (2023). They were originally sourced
from the Deepfake Detection Challenge (DFDC) Dataset (Dolhansky et al.,
2020). All videos were 10 seconds in length and featured regular people rather
than public figures. Stimulus videos depicted an equal number of male and female
models and included models of various skin tones.

Each participant saw exactly 10 deepfake and 10 authentic videos. Before the
detection task, participants were informed as to how many videos they would be
presented with and what proportion would be deepfakes. Two sets of videos were
created. That is, Set A contained the authentic version of Video 1, whereas Set B
contained the deepfaked version, et cetera. Participants were randomly assigned
to receive either Set A or B. The order of the presentation of videos within sets
was randomised to mitigate order effects.

Participants responded to each video with one of two binary options: This vi-
deo is a deepfake or this video is real. Detection accuracy was calculated as the
number of videos correctly categorised divided by the total number of videos ca-
tegorised (e.g., correctly categorising 13 out of 20 videos would give a detection
accuracy score of .65). After the detection task, participants were presented with
an open-ended question asking what strategies they employed during the task.
The wording of this question differed between conditions: Control condition =
“What strategy/s did you use when doing the detection activity?”; intervention
condition = “Which, if any, of the strategies provided at the beginning of the ex-
periment helped you the most during the detection activity? Additionally, what
other strategy/s, if any, did you use during the detection activity?” Participants
were also asked about their perceptions of their susceptibility to deepfake-based
scams and misinformation. These findings are reported elsewhere (Dornbusch et
al., 2025).

3.1.3 Procedure

Following Somoray and Miller (2023), participants were randomly assigned to
either the intervention (provided with a list of written detection tips) or control
condition. Participants were then given information about the detection task and
presented with two comprehensive check questions, which they were required to
answer correctly before they could start the detection task. These questions con-
cerned the definition of deepfakes and the proportion of deepfaked videos in the
detection task video set (50%). They were also informed that, at the end of the
study, they would receive a score reflecting the number of videos they correctly
categorised. Participants then completed the detection task before being asked to
provide demographic information. Participants were able to watch each video as
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many times as they wished. After the detection task, participants were debriefed
and provided with their detection accuracy score.

3.1.4 Recruitment and Participants

Participants were recruited via a student participation scheme at the authors’ ins-
titution and by sharing the study via the authors’ professional networks and
snowball recruitment. Student participants were provided with course credit in
exchange for their participation. Recruitment occurred from April 2023 to Febru-
ary 2024.

The study was accessed by 474 people. Participant data were removed if partici-
pants: 1) did not provide consent, 2) did not attempt the detection task, 3) spent on
average under 10 seconds watching each stimulus video, or 4) indicated that this
was not their first time participating in the study. This left a final sample of 391
participants. Demographic characteristics of the sample are reported in Table 1.

Table 1. Participant demographics for Study 1 (N = 391) and Study 2 (N = 32)

Variable Study 1 Study 2
M (SD)

Age 25.80 (10.24)  26.32 (7.95)
n (%)

Gender

Male 116 (29.7) 11 (34.4%)

Female 271 (69.3%) 21 (65.6%)

Non-binary 3(0.8%) -

Country of residence

Australia 213 (54.5%) 32 (100.0%)

Singapore 159 (40.7%) -

China 8 (2.0%) -

Other countries 11 (2.8%) -

Highest level of education

High school graduate 166 (42.5%) 12 (37.5%)

TAFE/other vocational studies 43 (11.0%) 4(12.5%)

Undergraduate degree 137 (35.0%) 6 (18.8%)

Some postgraduate study or a postgraduate degree 45 (11.5%) 10 (31.3%)

3.1.5 Codebook development

Quantitative content analysis was used to analyse responses to the open-ended
question. A codebook was developed to facilitate this process. Initially, three in-
vestigators independently coded 10% of responses while blinded to the experi-
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mental condition, generating potential coding categories (e.g., voice, blur, gut fee-
ling) and organising these into putative groupings (e.g., visual artefacts, feeling).
The investigators then met to develop a pilot codebook containing groupings,
codes, definitions, and examples. To test the codebook’s reliability, two authors
independently coded an additional 10% of responses. The coders had a 75% ag-
reement in categorising these responses, demonstrating moderate intercoder relia-
bility (Burla et al., 2008). Following this, the raters met to make necessary modi-
fications to the pilot codebook. For example, a code was added (e.g.,
skin — general — any mention of wrinkles, blemishes, smoothness or agedness of
the skin, without specification as to whether this is on the face or body). The fina-
lised codebook is provided in the Supplementary Material (Table S2 in OSF file).
The remainder of responses were coded by one investigator. To prevent rater drift,
coding was completed in blocks with regular codebook review.

3.2 Results

3.2.1 Detection accuracy

In the overall sample, mean detection accuracy was .61 (SD = .14), suggesting
that participants, on average, correctly identified 12 out of the 20 videos. This is
above the degree of accuracy that would be expected by chance alone (.50). The
poorest performers correctly categorised 4 out of 20 videos (.20), while the best
performers correctly categorised 19 out of 20 videos (.95). The control (M = .61,
SD = .14) and intervention groups (M = .60, SD = .14) did not differ on detection
accuracy, /(389) = 0.46, p = .646, Cohen’s d = 0.05.

3.2.2 Content analysis of self-reported detection strategies

Of the 392 participants, 47 did not respond to the open-ended question and were
therefore removed from the content analysis. Analysis of participant responses
indicated that most participants reported employing more than one strategy. A
total of 640 detection strategies were reported across the 345 participants who
responded to the open-ended question. Table 2 provides the percentage of partici-
pants who reported each type of strategy for the whole sample and broken down
by experimental condition. Colour gradient heat-mapping (green for higher valu-
es, white for lower values) is used to visualise which strategies were more com-
monly reported. Across the entire sample, the most frequently reported detection
strategy was to look for visual attributes (this coding category was defined as “Any
mention of shadows, lighting, textures, colours or resolution. This does NOT in-
clude glitches or blurring”; for definitions for all codes see Table 2) with just over
a third of participants giving a response which could be categorised under this
code. Other popular strategies (reported by > 10% of the overall sample) inclu-
ded: Body movement; face movement — eyes; and facial features — eyes.

558 SCM, 14.)g., 4/2025

19.01.2028, 00:15:53. EaEEm



https://doi.org/10.5771/2192-4007-2025-4-550
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

How do non-experts approach deepfake video detection?

Holmes et al.

%0°0 %S’y %ET ] ‘snongiquie 10 Iea[oun st asuodsay asuodsar 1ea[ou)
5 ; . . SOp0oo
%81 %€ %9°T 6 Jrun Surpod SunsIxa ue Aq pa1aA0d jou asuodsar e saA1S juedionied SA0GE £q 2I3A0D 0N
%8'L %Ly 91 “V/N 10 ‘amsun ‘ou pres oym djdoad 10§ apoD) QINSUN/SUON RElIiTe)
%8" “Supniq 10 QInquyje [enst
%8'5¢ ecl SOOI apn{oul JON S0P SIY ], "UONN[OSAI 10 SINOJ0O ‘saInyxa) ‘Suny31] ‘smopeys Jo uonuaw Auy NQHNE [PNSIA
%8°L %01 %0°T1 8¢ *o0ey oy Surpnjour ‘SuryayS jo uonusw Auy yoNin
%8'v %6'€ %b'v S1 *90.] A1) SUIpN[oul ‘ssautloows 10 JulLN|q Jo uonuaw AUy mpg  S)oBJoLE [ENSIA
JuswdAow JUSWIOAOW YJNOUI PUB
%¥'T %EL %6t L1 ynow pue [oo0ds/e010A JO YoJEWSIW IO [ojewl Jo uUopuow Aue ‘O[dwexd 104 JUOWDAOWX SOI0A UGOMIOq UK
ynow pue odads/a010A d) JO UONHESIUOIYIUAS oy} ueamioq Aouedarosip ay) jo uonuow Auy : 199 2UAS Jukg
5 . . *Kpoq 10 298] 3y} UO SI SIY) JAYIAYM O}
LI %I %l'8 8¢ S UoNeoly103ds JNOYIM “UDYS dY) JO SSOUPITE 10 SSAUYIOOWS ‘SIYSII[] ‘SIP[ULIM JO uonuaw Auy [eouas - upis
*908] 9Y) 0} SULLIGJI 9Q 0) PAIAPISUOD 3q Ued  UoIxd[dwoo,,
%06 %L1 %T'S 81 iRy Y[ (mo[eq 93s) Apoq dyy Jo sued 19yjo dpn[oul JON S0P SIYL 'BAIE [ELOB) Oyl U 208) - UnjS
uosiod oy} Jo ssoupaSe 10 SuIp[o} ‘ssauyjoowus (sajouwr “3-9) SAYSIWA[Q “SO[ULIM JO UOHUIW AUy
00 o/ o *Apoq pue 90eJ SSOIOE FUIYOJEW JOU UTYS oY) JO SsoupaSe £poq pue 2o} U0
%90 %00 %t0 ! a3 Jo uonuaw Aue ‘ojduwexs 10 "Apoq pue 99eJ uo uIys Ay} Usamiaq LouedaIosip Jo uonuow Auy  umys oy} jo Louedaosiq un|s
%9°0 %1°01 %S'S 61 210 .40 BuIaq 2qiA oy, Surpeay D
° ° o A91eA Kuueoun,, sopnjour siy [, ‘s3u1ad) 10 uonoeal [euonowd s juedronted o) Sunerar SurpAuy : Sureog
%81 %p'E %9°T 6 *sd1] ‘y109) Surpnour ‘yInowr ) Jo JUSWIAOW Y} JO UONUW AUy J——— ﬁ_m_me
00 o/ o/ e *2InyeaJ [eIoef [e1ousd
%9'6 %0'6 %E'6 43 Temonted e Aj10ads [ ON S90p 181} 9]3UE Se Yons 90.] ) JO JUSWIAOW [[BIIAO Y} JO UONUIW AUy - JUSWIIAOUI [RTOR,]
%I1'1T %9°'6 %I1'ST s JUAWAAOW MOIGAAR 0 Funjur[q Surpn[our ‘sakad 2 JO JUSWIAOW ) JO UONUAW AUY  SOAD - JUSWIDAOW [BIOR]
%8’ %P'€ ARY 4! “399) pue sdi] uIpn[oul ‘YINOW dY} PUNOIE JUSWIAOW JO UONUIW AUy [Inow - 3IJedj [BI08]
%L %L1 %bt Sl “IIRY SE JUNOD },UOP SOYSB[/SMOIQIAF "aul] JIey] J0 ey [BIOR] JO UONUIW AUy 11ey - 9INyedJ [RIOR]
%801 %101 %S°01 9¢ uonoWa Jo uoIssaIdxa oy im op 031 [ON SI 1By} 908} Y JO UONBN[BAD ONISI[OY B JO UONUIW AUy [BIOUIT - 9Injed) [R10R]
%6°61 %18 %01 Y *(Sunyurpq “S-0) JUSWdAOW UOHUSW [ ON SOOP JBy} BoIe 949 oy Jo uonuaw Auy S99 - oIMeoJ [eIoR]
%b 11 %E91 %01 St *SUOIIOWd PUE ‘U0ISsaIdXa ‘poour sapnjoul sIy [, ‘uoIssoIdxa [eroey Jo uonuow AUy uorsso1dxo ooe,| Q0B ]
o2 o) - 's21msag puey LoweAOW ADO
%0'9 %Ll vs 10 JudwaAow Apoq ‘armsod 10 moueawap dFengue| Apoq Surpiedar Ajeuiouqe jo uonuaw Auy e pod
o/ o) 1 o/ *Apoq Jo  uonisodwod,, ‘spuey 10 U0qIe[[0d sxmeal Do
%0'€ %l'l %0°T L 09U SIPNJOUL SIY [, "UD{S UONUAW [ QN SIOP PUB 908J Y} UBY} IO dIMjedJ Apoq  Jo uonuow Auy V) Apod Apog
%90 %L0T %8'S 0T “SJUSDIE 10 AD10A JO UONE[NPOU/AUO) JO UOHUAUW AUy QAJI0A
%1 %11 %T'T v *9ST0U [BJUSWLOIIAUD 1O 9SIOU PUNOISyoeq Jo uonuaw Auy as1ou punoigdyoeg
%90 %6'€ %E'T 8 *9010A 10 3SI0U punoIgydeq noqe JLON SI 1ey) Ayjenb punos jo uonuaw Auy nquye orpny $)0BJOME OIpNY
(991 =) (8L1=1)
% UONUOAIDN] %, [O1U0D) (rre=N)
onipuo) 9, o1dues [je1AQ ﬂwﬁﬂ,wm uondi1osap J00qapo) apo) Surdnoin

uonipuod Aq pue ojdwes | Apnjg [[I9AO0 Ul SA13ojen)s 1odar-J1as Jo Aouanbaij 7 a1qer,

559

153,

19.01.2028, 0041



https://doi.org/10.5771/2192-4007-2025-4-550
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

FULL PAPER

As seen in Table 2, differences between the control and intervention group were
observed for some codes. Compared to participants in the control condition, par-
ticipants in the intervention group more frequently reported engaging in strate-
gies falling under the following codes: Visual attribute (control = 28.7%, interven-
tion = 43.4%); skin — general (control = 1.1%, intervention = 15.7%); facial
features — eyes (control = 8.4%, intervention = 19.9%); facial movement — eyes
(control = 9.6%, intervention = 21.1%); and skin — face (control = 1.7%, inter-
vention = 9.0%). In contrast, the control group more frequently reported strate-
gies falling under codes such as body movement (control = 24.7%, intervention =
6.0%); voice (control = 10.7%, intervention = 0.6%); and gut feeling (control =
10.1%, intervention = 0.6 %).

3.3 Discussion

In Somoray and Miller (2023) the intervention group — who received a list of
strategies they could apply to aid themselves in the detection task — did not out-
perform the control group. There are a number of possible reasons for this lack of
an effect, including 1) recruitment via social media platforms undermining the
validity of the experimental manipulation (e.g., if information was shared to the
control group in discussion threads), 2) the detection guidance provided to parti-
cipants being ineffective (e.g., incorrect or difficult to apply), or 3) intervention-
group participants choosing not to apply the strategies outlined in the provided
detection guidance.

The overall samples’ detection accuracy in the current study was virtually iden-
tical to that observed in Somoray and Miller (2023) — Study 1: M = .61, SD = .14;
Somoray and Miller (2023): M = .61, SD = .13. Consistent with Somoray and
Miller (2023), the Study 1 intervention group performed almost identically to the
control group. This suggests that the lack of an experimental effect observed in
Somoray and Miller (2023) is not solely attributable to the authors’ recruitment
approach.

Content analysis of participants’ self-reports does suggest that the intervention
influenced participants’ behaviours. The intervention group appeared to focus on
areas reflective of those highlighted in the detection tips they were provided with.
For instance, the intervention group were more likely to self-report examining the
skin on the models’ faces for anomalies, reflecting one of the detection strategies
(“Pay attention to the cheeks and forehead. Does the skin appear too smooth or
too wrinkly? Is the agedness of the skin similar to the agedness of the hair and
eyes? Deepfakes are often incongruent on some dimensions.”). In contrast, parti-
cipants in the control group were more likely to self-report relying on their “gut
feeling” or irrelevant features such as the model’s body language (a likely ineffec-
tive strategy, given that deepfakes are typically face manipulations). This suggests
that the non-significant results observed in Study 1 and in Somoray and Miller
(2023) were not due to participants in the intervention group simply ignoring the
detection strategies provided to them. This casts doubt on whether these strate-
gies are fit for purpose.
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4. Study 2
4.1 Method
4.1.1 Design

Study 2 was an in-person laboratory study in which participants completed a de-
tection task while their gaze behaviours were recorded. Unlike in Study 1, a detec-
tion intervention was not introduced. The Human Research Ethics Committee of
James Cook University granted ethical approval to conduct the study.

4.1.2 Materials, measures, and apparatus

The detection task was similar to that used in Study 1. This time, however, five
practice trial videos were presented prior to the presentation of ten detection task
videos. As in Study 1, stimulus videos were sourced from the DFDC dataset, alt-
hough the specific videos used differed. Following the Study 1 procedure, two sets
of videos were created, and the order in which videos were presented within sets
was randomised. The videos depicted models of various genders and skin tones.
All models were non-public figures.

The same detection accuracy index was used as in Study 1. Three gaze variab-
les were analysed as part of this study: Average fixation duration (the average
duration of participants’ fixations, measured in milliseconds), fixation count (the
frequency with which participants fixated their gaze), and saccade count (the fre-
quency with which participants made saccades, i.e., shifted their gaze between fi-
xations). These variables were recorded in relation to five areas of interest (AOIs):
The screen, the stimulus model’s body, the stimulus model’s head, the stimulus
model’s eye area, and the stimulus model’s mouth area. However, we report re-
sults only for the eyes, mouth, and body AOIs (as the eyes and mouth AOIs are
situated within the head AOI and all other AOIs are situated within the screen
AOI). These AOIs are depicted in Figure 1.

Figure 1. An example of the areas of interest (eyes, mouth, body, head, and screen)
created during data processing. Image representative of participants’ field of view.
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Eye-tracking information was recorded using Pupil Labs’ Pupil Invisible model
glasses. These glasses fit like normal prescription eyeglasses, allowing for natura-
listic movement. They record the movement of each eye. The specifications of this
equipment are provided in the Supplementary Material hosted on OSFE. Partici-
pants completed the study sitting in a chair approximately 57cm away from a
70cm HD TV screen. The stimulus videos took up most of the screen. Figure S1
(in OSF file) depicts the experimental setup.

4.1.3 Procedure

At the start of the study, participants were informed that exactly half of the detec-
tion task videos were deepfakes and that they would receive a detection accuracy
score at the study's conclusion. Participants then completed the same comprehen-
sion check questions as in Study 1. The eye-tracking glasses were then calibrated
to the participant, and the five practice trial videos were presented. Following
each practice trial, participants received feedback indicating whether their detec-
tion decision was correct or incorrect. Participants then completed the detection
task. Unlike in Study 1, participants were not permitted to watch stimulus videos
more than once. Following the detection task, participants completed demogra-
phic questions and received a debriefing that included their detection accuracy
score. Investigators read from a pre-established script when explaining the study
procedure to participants.

4.1.4 Recruitment and participants

As in Study 1, participants were recruited via undergraduate student recruitment
channels (in exchange for course credit) and snowball recruitment within the re-
searchers’ personal and professional networks. Recruitment occurred from De-
cember 2023 to August 2024. Student participants were offered course credit for
their participation, and non-student participants were entered into a prize draw
for a gift card. Those who require eyeglasses for up-close work were excluded
(unless wearing contact lenses), as the eye-tracking glasses do not fit comfortably

over regular eyeglasses. Demographic characteristics of the sample are reported in
Table 1.

4.1.5 Data processing

Eye-tracking data was processed using Pupil Labs’ iMotions 10 software. This
involved manually creating AOIs and moving these to match the movement of the
stimulus video model (e.g., moving the eyes AOI to the left as the stimulus video
model moved their head to the left of screen). This was done for all AOIs, for all
10 detection task videos, for each participant. Practice trial videos were excluded
from this process, as this data was not included in the analysis. Further technical
details of the data processing are provided in the Supplementary Material in OSF.
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4.2 Results

Mean detection accuracy in the overall sample was .65 (SD = .20), indicating that
participants, on average, correctly identified 6.5 out of 10 videos. This is above
the degree of accuracy that would be expected by chance alone (.50). The best
performer correctly categorised all 10 videos (1.00), while the worst performer
correctly categorised 2 videos only (.20).

Table 3 presents descriptive statistics for average fixation duration, fixation
count, and saccade count broken down by AOI (body, eyes, mouth), video au-
thenticity (deepfake or authentic), and decision (correct or incorrect categorisati-
on of video) for the overall sample. The table suggests that participants’ visual
attention was directed predominantly towards the eyes and mouth, rather than
towards the body.

Table 3. Descriptive statistics for gaze variables across Study 2 sample (N = 32) by
video authenticity, decision, and area of interest (AOI)

AOI All Videos Video authenticity Video decision
Deepfake Authentic Correct Incorrect
Average fixation
duration (ms)
85.70 84.84 86.57 82.30 92.08
Body (119.19) (118.97) (119.78) (120.72) (116.55)
395.91 415.29 376.41 387.39 411.86
Eyes (232.78) (232.87) (231.77) (231.06) (236.18)
352.14 353.87 350.39 349.95 356.24
Mouth (263.12) (276.02) (250.33) (256.02) (277.07)
Fixation count
Body 1.61 (2.54) 1.55(2.63) 1.66 (2.46) 1.45 (2.41) 1.89 (2.76)
Eyes 10.64 (6.73) 11.12 (6.84) 10.15 (6.60) 10.85(7.07)  10.24 (6.04)
Mouth 5.77 (5.54) 5.35(5.44) 6.18 (5.62) 6.29 (5.97) 4.78 (4.48)
Saccade count
Body 1.93 (3.15) 1.86 (3.11) 2.01(3.19) 1.76 (3.01) 2.27(3.38)
Eyes 12.53 (10.58) 12.90 (10.42) 12.15(10.76)  12.78 (11.00)  12.05 (9.78)
Mouth 6.70 (7.59) 6.30 (7.67) 7.10 (7.51) 7.20 (7.78) 5.76 (7.16)

A 3 (AOI) x 2 (video authenticity) x 2 (video decision) repeated measures ANO-
VA was conducted for each outcome variable (average fixation duration, fixation
count, saccade count). To account for potential interactions, each ANOVA inclu-
ded four interaction terms: AOI x authenticity; AOI x decision; authenticity x
decision; and AOI x authenticity x decision. The details of these analyses are pro-
vided in the Supplementary Material (Tables S3-S11 in OSF file). These analyses
indicated that participants had significantly longer fixations when looking at the
eyes and mouth, relative to the body (p < .001 in both cases). The difference in
average fixation length between the eyes and mouth AOIs was non-significant
(p > .999). Further, participants made significantly more fixations on the eyes

563

19.01.2028, 00:15:53. EaEEm



https://doi.org/10.5771/2192-4007-2025-4-550
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

FULL PAPER

than the mouth (p = .033) or body (p < .001). They also fixated more frequently
on the mouth than the body (p < .001). Similarly, participants engaged in more
saccades in the eyes AOI compared to the body AOI (p < .001). Saccades were
more frequent in the mouth AOI compared to the body AOI (p = .006) but not
the eyes AOI (p = .122). All reported p-values have been Bonferroni corrected.
Average fixation duration, fixation count, and saccade count did not differ bet-
ween correctly or incorrectly categorised videos or between deepfake and authen-
tic videos.

While, on average, the eyes tended to attract the most visual attention, there
did appear to be individual differences around this. In Figure 2, it can be seen that
some participants focused almost exclusively on the eyes, some focused almost
exclusively on the mouth, and others spent a roughly equal amount of time on
each AOL Detection accuracy was unrelated to proportion of time spent looking
at the eyes, #(30) = .10, p = .603, mouth, #(30) = .04, p = .826, or body, 7(30) =
-.34, p = .055. In the latter case, results are bordering on significance, which could
suggest that those who spent more time looking at the body tended to perform
worse on the detection task.

Figure 2. Distributions of fixations across areas of interest, along with detection
accuracy scores for all participants
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4.3 Discussion

Study 2 suggests that, when trying to determine the authenticity of videos, parti-
cipants show a strong preference for looking at eyes of stimulus models rather
than the body, and a moderate preference for the eyes rather than the mouth.
Participants’ apparent focus on the eyes is somewhat inconsistent with past stu-
dies, which have found that attention is often directed away from the eyes and
towards other regions of the face when participants view high-quality deepfakes
(Wohler et al., 2021). This said, visualisation of the data (Figure 2) suggests that
there was a subset of participants who adopted a “mouth-focused” approach.
Detection accuracy was unrelated to proportion of time spent looking at the eyes
and proportion of time spent looking at the mouth. Spending a greater proporti-
on of time looking at the body may be associated with poorer detection perfor-
mance.

Participants exhibited similar gaze patterns regardless of whether they correct-
ly or incorrectly categorised videos, as evidenced by the lack of main effects for
video decision. Participants may have employed a consistent visual search strate-
gy across all videos — such as rapidly scanning the eye area for anomalies — with
variable success depending on the presence and detectability of visual cues (i.e.,
some videos may contain obvious anomalies that others do not).

Participants exhibited similar gaze patterns when viewing authentic versus
deepfake videos, as evidenced by the absence of main effects for video authentici-
ty. This indicates that participants did not subconsciously modify their visual be-
haviour in response to deepfake content, at least not in ways captured by our
gaze measurements. These findings contrast with previous research (Gupta et al.,
2020; Wohler et al., 2021), which documented distinct gaze patterns when parti-
cipants unknowingly viewed deepfake videos. A critical methodological difference
may explain this discrepancy: Unlike previous studies, participants in our experi-
ment were explicitly aware they were in a deepfake detection task. This aware-
ness may have resulted in participants adopting a more deliberate visual search
strategy, which they actively applied to all videos.

5. Overall discussion

These studies sought to investigate laypeople’s behaviour when faced with the
problem of trying to identify deepfake videos. This was done through the analysis
of participants’ self-reports of the strategies they employed on a deepfake detec-
tion task (Study 1) and gaze data collected during a detection task (Study 2).
Many of the findings are relevant to those seeking to design better deepfake de-
tection training modules.

First, both studies corroborate prior research indicating that deepfake detec-
tion is difficult for most individuals (Diel, Lalgi, et al., 2024; Kobis et al., 2021;
Somoray & Miller, 2023), with participants performing only marginally better
than chance. Importantly, this poor performance occurred despite participants
being explicitly warned that they would encounter deepfakes. For this reason, we
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should expect “real-world” detection rates to be even lower than those observed
in Studies 1 and 2.

Second, Study 1 suggests that the provision of written detection tips is not
enough to meaningfully bolster detection rates (as also found in Somoray & Mil-
ler, 2023). These null findings are consistent with the results of other studies into
the efficacy of passive, anomaly-based detection interventions (Bray et al., 2023;
Kramer et al., 2019). However, the findings do indicate that people will shift their
behaviour on detection tasks in response to detection instructions. That is, the
detection approaches self-reported by participants in the intervention condition
showed a greater alignment with the detection instructions than those of the con-
trol group. This highlights the possibility of improving the public’s detection abi-
lities through passive detection interventions (even if the specific advice tested in
Study 1 was itself ineffective).

Third, a consistent finding across both studies is that many people gravitate
towards the face region, particularly the eyes, when trying to ascertain video ver-
acity. This may reflect Western cultural norms around eye contact (Senju et al.,
2013). Most deepfakes involve face replacement (Silva et al., 2022) — imposing
the face of a target person onto a model, while leaving the model’s body unadjus-
ted. Thus, a focus on the face is advisable during deepfake detection. However,
for this same reason, assessing for discrepancies between the face and body may
also be informative (e.g., looking for discrepancies in the agedness of the skin on
the face and hands). Future training modules may benefit from overtly directing
participants towards this strategy, while, ideally, also providing visual examples.
It is also worth noting that the eyes may be less diagnostic than other face regi-
ons. Areas such as the boundary of the face (which may show visual peculiarities,
particularly during head movement) or the lips (which may reveal errors in au-
dio-mouth synchronisation) could provide more reliable cues. Future studies
should investigate whether explicitly directing participants’ attention away from
the eyes and towards other regions of the face improves detection accuracy.

Future research should also investigate the gaze behaviour of deepfake detec-
tion experts. Across most domains, experts demonstrate more efficient and selec-
tive visual scanning than novices, strategically directing attention to task-relevant
areas and maintaining longer fixations on critical information (Brams et al.,
2019). The domain of medicine represents a notable exception, where experts
exhibit more extensive visual spans. The gaze patterns of superior detectors could
reveal optimal visual strategies for deepfake identification. To facilitate the identi-
fication of individuals with exceptional detection abilities, population norms
should be established by administering standardised video sets to large represen-
tative samples.

In interpreting the study’s findings, it is important to consider the choice of
stimulus videos, which all depicted non-public figures discussing mundane topics.
This is both a strength and limitation of the study. It is a strength in that it mini-
mises the influence of prior knowledge or contextual biases, forcing participants
to rely on visual and auditory cues. By controlling for these factors, the study
provides a clearer picture of deepfake detection behaviour “in a vacuum” and
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offers insight into how people identify manipulated content when contextual in-
formation is limited.

At the same time, the use of non-public figures discussing mundane topics li-
mits ecological validity. In real-world scenarios, videos often feature public figures
or emotionally salient messages, where context cues and prior knowledge and
attitudes play an important role. For example, when assessing videos of public
figures such as politicians, detectors can draw on visual and auditory cues while
also evaluating whether the message content aligns with what they know of the
figure’s beliefs (“Would this person ever say something like this?”). Familiarity
with the deepfaked subject may even enhance ability to pick up on visual anoma-
lies (Thaw et al., 2020). These factors would likely increase detection perfor-
mance. Conversely, the use of known figures discussing charged topics may, in
some instances, undermine performance. For example, detectors are less likely to
correctly identify deepfakes when message content aligns with their existing per-
sonal beliefs (Sutterlin et al., 2023). Holding strong prior attitudes towards the
deepfaked subject may also influence detection decisions (Ng, 2023).

Several other limitations also warrant consideration. First, the study did not
account for individual differences in perceptual expertise that may influence
deepfake detection ability. Future research should explore whether factors such as
experience with digital media production moderate gaze behaviour and detection
accuracy. Second, while this study examined overall gaze patterns, it did not diffe-
rentiate between deepfakes of varying sophistication. Research suggests that
deepfake quality impacts detection performance (see Somoray et al., 2025) and
that individuals unconsciously adjust their visual behaviour based on deepfake
quality (Wohler et al., 2021), warranting further investigation of this factor. Fi-
nally, in both studies, individuals with a particular interest in deepfakes may have
been more inclined to participate, introducing the possibility of sampling bias. If
greater familiarity with, or interest in, deepfakes is linked to enhanced detection
performance, the sample’s performance may have been greater than that of the
general population. However, this concern is somewhat mitigated by the recruit-
ment of student participants, who were likely motivated to participate by external
factors (e.g., course credit) rather than a specific interest in deepfakes.

GenAl declaration

Generative Al (Claude 4.0 and ChatGPT-5) was used for basic copy-editing.

Supplementary material

A supplementary material file can by found on OSF: https://osf.io/tzpd7/files/osfs
torage/6922940d5f3279069d76c29. All other materials associated with the stu-
dy can be found on the OSF page for Study 1: https://osf.io/tzpd7.
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