Cognitive Automation und die Zukunft der Arbeit:
Eine integrierte Konzeptualisierung und Einblicke
aus der Unternehmensrealitat
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Zusammenfassung: Vor dem Hintergrund der Kiinstlichen Intelli-
genz, durch Maschinelles Lernen fazilitiert, bewegt sich Cognitive
Automation (CA) iiber deterministische Geschaftsprozessautomati-
sierung, wie z.B. Robotic Process Automation, Workflow Manage-
ment oder Straight Through Processing, hinaus und eroffnet Unter-
nehmen die Méglichkeit, nun vermehrt Service- und Wissensarbeit
zu automatisieren. Der erfolgreiche Einsatz von CA in Unternehmen
ist jedoch noch weit unter seinen Moglichkeiten. Um dem entgegen-
zuwirken, stellen wir neben einer integrierten Konzeptualisierung
von CA die Ergebnisse einer Interviewstudie mit Praktikern vor. Hierdurch geben wir
Einblicke in die aktuelle Unternehmensrealitit bei CA-Initiativen und schaffen eine em-
pirische Basis, die Unternehmen dabei helfen soll, CA erfolgreich in ihre Organisation
einzufithren. Auf dieser Basis diskutieren wir die Auswirkungen von CA auf die Zukunft
der Arbeit. Dies soll unser konzeptionelles Verstindnis von CA erweitern und empirische
Erkenntnisse liefern, wie Praktiker und Wissenschaftler mit CA die Zukunft der Arbeit
gestalten konnen.
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Cognitive Automation and the Future of Work: An Integrated Conceptualization and
Insights into Corporate Reality

Summary: Against the backdrop of Artificial Intelligence, facilitated by Machine Learning,
Cognitive Automation (CA) moves beyond deterministic business process automation,
such as Robotic Process Automation, Workflow Management or Straight Through Pro-
cessing, and opens up the possibility for companies to increasingly automate service and
knowledge work. However, successful CA adoption in organizations is still far below its
possibilities. To counteract this, we present an integrated conceptualization of CA as well
as the results of an interview study with practitioners. Through this, we provide insights
into the current enterprise reality of CA initiatives and create an empirical basis to help
companies successfully introduce CA into their organization. On this basis, we discuss the
implications of CA for the future of work. This will expand our conceptual understanding
of CA and provide empirical insights into how practitioners and researchers can use CA to
shape the future of work.
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1 Einleitung

Vor dem Hintergrund der rasanten Entwicklungen im Bereich der Kiinstlichen Intelligenz
(KI) bewegt sich Cognitive Automation (CA) iiber deterministische Geschiftsprozessauto-
matisierung wie z.B. Workflow Management (WfM), Straight Through Processing (STP)
oder Robotic Process Automation (RPA) hinaus (Van Der Aalst et al. 2004; Lacity/Will-
cocks 2018b; Van der Aalst et al. 2018; Syed et al. 2020). CA bezieht sich hierbei auf
die Nutzung Maschinellen Lernens (ML) fiir die Automatisierung von kognitiver Wissens-
und Service-Arbeit, um den von KI gebotenen Wert zu realisieren, der auf der Implemen-
tierung kinstlicher Kognition basiert, die die menschliche Kognition in Maschinen nach-
ahmt und annihert.

Dies bietet Unternehmen die Moglichkeit, ihren Automatisierungsgrad weiter zu erho-
hen oder ihre Prozesse neu zu gestalten, wie z.B. die automatisierte Uberpriifung der
Kritikalitit von Vertrigen, die automatische Ubersetzung von Texten oder gesprochener
Sprache oder den Einsatz von Voice- oder Chatbots im Kundenservice. Dies hat signifikan-
ten Einfluss auf die Zukunft der Arbeit. Durch die Automatisierung repetitiver Aufgaben,
die von Mitarbeitenden oft als monoton oder wenig wertschopfend wahrgenommen wer-
den, konnen diese ihre Energie und Zeit auf Arbeiten konzentrieren, die einen hoheren
Grad an kritischem Denken und kreativen Fahigkeiten erfordern (Mikalef et al. 2019).
Beispielsweise konnen Kundenberater einer Bank mehr Fokus auf personliche Beziehungs-
pflege und Vertrauensaufbau legen, da eine Vielzahl weniger wertschopfender Tatigkeiten,
wie z.B. Dokumente zu durchsuchen und zu ordnen, automatisiert werden kann. Daher
stellt CA einen strategischen Faktor fir Unternehmenstransformation und Produktivitats-
steigerung dar (Lacity/ Willcocks 2018a).

Allerdings bleibt die Adoption entsprechender Systeme in Organisationen bisher weit
unter ihrem Potential, was darin begriindet ist, dass Organisationen die neue Technolo-
gie mit Unsicherheit verbinden (Lacity/Willcocks 2018b). Dies resultiert aus dem Black-
box-Charakter (Castelvecchi 2016), den Lernanforderungen (Jordan/Mitchell 2015), dem
experimentellen Charakter (Amigoni/Schiaffonati 2018) und der Kontextsensitivitit (Lie-
berman/Selker 2000) von CA, welche aus den charakteristischen Eigenschaften von KI-
Technologie resultieren.

Aus wissenschaftlicher Sicht tiberschneiden sich bei CA verschiedene Disziplinen und
Forschungsrichtungen, insbesondere die Bereiche der Kognitionswissenschaft, Automati-
sierungsforschung und KI. All diese tragen mit unterschiedlichen Konzepten zum Ver-
stindnis von CA und deren Einfluss auf die Zukunft der Arbeit bei. Bisher wurde die
Vielzahl an interdiszipliniren Konzepten, Technologien und Phinomenen jedoch nicht
ausreichend integriert, um CA und deren Zusammenhang mit der Zukunft der Arbeit
sowohl fir die Forschung als auch fir die Praxis erklirbar und vorhersagbar zu machen.
Dartiber hinaus besteht die Notwendigkeit, die Herausforderungen bei der Einfithrung
von CA-Systemen, welche aus den spezifischen Eigenschaften von CA resultieren niher im
organisationalen Kontext zu beleuchten, um die Adoption und Projekterfolgsraten von CA
zu befordern.

Daher nehmen wir in diesem Beitrag zunachst eine konzeptuelle Integration der interdis-
zipliniren Konzepte von CA vor und reichern diese mit empirischen Erkenntnissen zur
aktuellen Unternehmensrealitit von CA in Organisationen an. Vor diesem Hintergrund
diskutieren wir den Einfluss von CA auf die Zukunft der Arbeit.
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Dabher stellen und beantworten wir in diesem Beitrag folgende Forschungsfragen:

» Wie konnen wir Cognitive Automation integriert konzeptualisieren?
» Welche Herausforderungen lassen sich bei der Einfiibrung von Cognitive Automation
empirisch in der Unternehmensrealitit beobachten?

Hiermit mochten wir das konzeptionelle Verstindnis von CA erweitern und empirische
Erkenntnisse liefern, wie Praktiker und Wissenschaftler die Zukunft der Arbeit plan- und
verantwortungsvoll mit CA gestalten konnen.

2 Cognitive Automation: Eine integrierte Konzeptualisierung

Abbildung 1 stellt eine integrierte Konzeptualisierung von CA dar, welche zeigt, dass sich
CA an der Schnittstelle von KI und Geschiftsprozessautomatisierung (GPA) bewegt. Im
nachfolgenden stellen wir dahin gehend die wichtigsten begrifflichen und konzeptionellen
Grundlagen der Kognition sowie der Geschiftsprozessautomatisierung in Bezug auf KI
und ML dar und beschreiben deren Zusammenhinge integrativ, um das Phinomen der CA
konzeptionell zu verankern und somit ein einheitliches Verstandnis zu schaffen.

Geschiftsprozess-
automatisierung

Kiinstliche

Intelligenz

Abbildung 1: Integrierte Konzeptualisierung von Cognitive Automation

2.1 Kognition

Kognition wurde in einer Vielzahl von Forschungsfeldern untersucht (von Eckardt 1995).
Daher gibt es keine universelle Definition von Kognition (Gershenson 2003). Wir beziehen
wir uns hier auf eine prozessorientierte Definition, die den Prozess der Generierung von
Wissen und Verstindnis entschliisselt. Dies erscheint adiaquat, da wir uns im Kontext
der Automatisierung befinden, welcher von Natur aus prozessorientiert ist: «Kognition
bezieht sich auf alle Prozesse, durch die der sensorische Input transformiert, reduziert, ela-
boriert, gespeichert, wiedergewonnen und verwendet wird [...]. Begriffe wie Empfindung,
Wahrnehmung, Vorstellung, Merken, Erinnern, Problemlosen und Denken, neben vielen
anderen, beziehen sich auf hypothetische Stufen oder Aspekte der Kognition» (Neisser
2014, 4). Ein besonderes Augenmerk legen wir in diesem Artikel auf den Begriff der
kiinstlichen Kognition (Gershenson 2003). Kinstliche Kognition bezieht sich auf Systeme,
die von uns Menschen gebaut werden und bestimmte Teile der menschlichen Kognition
imitieren (Gershenson 2003; Nobre et al. 2009).
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2.2 Cognitive Automation, Kiinstliche Intelligenz und Maschinelles Lernen

Um die begriffliche Klarheit von CA weiter zu erhohen, geben wir in Tabelle 1 einen
Uberblick iiber die Definitionen von KI, ML sowie CA.

KI bezieht sich auf alle Techniken, die es Maschinen ermoglichen, menschliches Verhal-
ten zu imitieren, d.h. die menschliche Entscheidungsfindung zu reproduzieren oder zu
ubertreffen, mit dem Ziel, komplexe Aufgaben mit minimaler menschlicher Intervention
oder vollig eigenstiandig zu losen (Russell/Norvig 2021).

Heutzutage ist ML als konkrete Ausprigung Kl-spezifischen technologischen Fort-
schritts die am weitesten verbreitete Technologie zum Entwerfen, Erstellen und Ausfithren
von CA-Systemen (Janiesch et al. 2021). ML bezieht sich auf die Erstellung von Compu-
terprogrammen, die sich automatisch verbessern, basierend auf der Verbesserung eines
Leistungsmasses bei der Ausfithrung einer Aufgabe durch Trainingserfahrung (Jordan/Mit-
chell 2015). Der Begriff des «Lernens» in ML kann also als Ableitung von Modellen zur
Erkldarung von beobachteten Daten beschrieben werden, die eine Maschine in die Lage ver-
setzen sollen, Vorhersagen tiber zukiinftige Daten zu treffen und auf Basis dieser Vorhersa-
gen Entscheidungen zu ermoglichen (Ghabramani 2015). Indem das Erstellen analytischer
Modelle automatisiert wird, konnen (menschliche) kognitive Funktionen von Maschinen
ubernommen bzw. angenidhert werden, wie z.B. Objekt-, Sprach- und Bilderkennung oder
die Verarbeitung naturlicher Sprache (Janiesch et al. 2021).
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Tabelle 1: Definition und Abgrenzung von Cognitive Automation
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CA bezieht sich auf die Nutzung von ML fiir die Automatisierung kognitiver Wissens- und
Service-Arbeit, um den von KI gebotenen Wert zu realisieren, der auf der Implementierung
kunstlicher Kognition basiert, die die menschliche Kognition in Maschinen nachahmt und
annihert. Dies fithrt zu einer neuen Allokation kognitiver Funktionen — d.h. Wahrnehmen,
Denken, Urteilen, Entscheiden, Lernen und Planen - zwischen Mensch und Maschine
(Stohr/ O’Rourke 2021). In diesem Zusammenhang fokussiert sich die Forschung im
Themenfeld CA vor alle auf vier Eigenschaften Kl-basierter Systeme: Blackbox-Charakter,
Lernanforderungen, experimenteller Charakter und Kontextsensitivitdt.

(1) Black-Box-Charakter bezieht sich auf CA-Systeme, insbesondere im Bereich des
Deep Learning, die vor der Herausforderung stehen, dem Menschen zu erkliren, was
zwischen Dateninput und CA-Output passiert (Castelvecchi 2016).

(2) Lernanforderungen beziehen sich darauf, dass CA-Losungen wie Menschen lernen
und Erfahrung entwickeln miissen, um ihre Leistung mit der Zeit zu verbessern (Jordan
und Mitchell 2015).

(3) Experimenteller Charakter bezieht sich darauf, dass CA-Ergebnisse nicht determinis-
tisch, sondern probabilistisch sind (Amigoni/Schiaffonati 2018).

(4) Kontextsensitivitidt bedeutet, dass CA-Losungen nur so gut sind wie die Daten,
die ihr Kontext liefert, um diesen widerzuspiegeln und vorherzusagen (Lieberman/Selker
2000). Diese Charakteristika sind einerseits ein notwendiger Treiber fur CA, andererseits
fithren diese Charakteristika aber zu Herausforderungen fiir Organisationen bei der Ein-
fithrung eben jener Systeme, die es bisher noch nicht gab.

2.3 Positionierung von Cognitive Automation im Bereich der
Geschéftsprozessautomatisierung

Um CA klar im Bereich von Software-Roboter-gestiitzter Geschaftsprozessautomatisierung
(Kroll et al. 20165 Hofmann et al. 2020) zu positionieren, grenzen wir CA von anderen
GPA-Ansitzen wie WfM, STP und RPA niher ab. Tabelle 2 gibt einen Uberblick iiber die
Abgrenzung der verschiedenen GPA-Ansitze.
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Tabelle 2: Positionierung von Cognitive Automation in Geschiftsprozessautomatisierung

2.3.1 Straight Through Processing und Workflow Management

WM und STP als frithe Grundlagen von GPA konnen als erste Antwort auf die Forderung
gesehen werden, die Moglichkeiten der IT zur automatisierten Steuerung von Geschafts-
prozessen zu nutzen (Van Der Aalst et al. 2004). Ein Beispiel ist die durchgingige Abwick-
lung von Kundenzahlungen durch mehrere Abteilungen einer Bank. In WM und STP
werden die Geschiftsprozesse auf einer hoheren Abstraktionsebene entworfen, bevor die
Gestaltung und Implementierung der jeweiligen Informationssystem- und Organisations-
strukturen und -prozesse verfolgt wird (Van Der Aalst et al. 2004). WIM und STP sind
als generische Softwarepakete instanziiert, die die Informationslogistik von Geschiftspro-
zessen mit strukturierten Daten tiber diese Prozesse iibernehmen. Zu den Funktionsberei-
chen gehoren die Dekomposition von Prozessen aus Anwendungen, die Verwaltung von
Workflows, die Organisation der Prozessdaten und die Verbreitung und Weiterleitung
von Prozessinformationen zwischen Menschen und zwischen Anwendungsprogrammen
(Van Der Aalst et al. 2004). Dabei sind die Ergebnisse dieser Formen der GPA determi-
nistisch, da alle Geschaftsprozessregeln von einer menschlichen Instanz vordefiniert sind
und Wenn-Dann-Strukturen folgen. Hierbei zielen WfM und STP auf die Automatisierung
nicht-kognitiver Wissens- und Servicearbeit ab. Da WM und STP durchgingig und mit
einem hohen Integrationsgrad der IT-Architektur implementiert werden, gelten sie eher als
sogenannte schwergewichtige IT denn als leichtgewichtige IT. Wihrend sich leichtgewich-
tige IT auf «[ein] Wissensregime, getrieben durch den Losungsbedarf kompetenter Anwen-
der, ermoglicht durch die ‘Consumerization’ digitaler Technologie und realisiert durch
Innovationsprozesse» bezieht, bezieht sich schwergewichtige IT auf «[ein] Wissensregime,
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getrieben durch IT-Fachleute, ermoglicht durch systematische Spezifikation und bewahrte
digitale Technologie realisiert durch Software Engineering» (Bygstad 2017, 182).

2.3.2 Robotic Process Automation

In den letzten Jahren hat sich RPA als eine neuartige Form der GPA entwickelt, die
einen leichtgewichtigen IT-, «Outside-in-Ansatz» verwendet, bei dem die bestehenden In-
formationssysteme unverdndert bleiben, um mit geringen Investitionen schnelle Erfolge zu
erzielen (van der Aalst et al. 2018). RPA bezieht sich auf «die Verwendung von Software
zur Automatisierung von Aufgaben, die zuvor von Menschen ausgefiihrt wurden, die
Regeln zur Verarbeitung strukturierter Daten verwenden, um deterministische Ergebnisse
zu erzielen» (Lacity/Willcocks 2018a, 24). Regelbasierte Software-Roboter in RPA stellen
Software-Agenten dar, die Benutzeraktionen nachahmen konnen, um mit Software-Syste-
men zu interagieren und so die Arbeitsbelastung der menschlichen Agenten zu reduzieren
(Syed et al. 2020). Mit RPA konnen beispielsweise Benutzeraktionen wie das Kopieren
von Daten aus einem SAP-System, die Anwendung von Geschiftsregeln darauf und das
Einfiigen in ein anderes System erfasst und wiederholt werden. Hofmann et al. (2020)
identifizieren drei Hauptfunktionsbereiche, die die Kernfihigkeiten von RPA zusammen-
fassen: (1) der Umgang mit Daten, (2) die Prozessverbesserung und (3) die Integration
von Systemen. Dabei ist RPA in der Regel dann anwendbar, wenn der Grad der Standar-
disierung, der Reifegrad, das Transaktionsvolumen und die Existenz von Geschaftsregeln
hoch sind (Lacity/Willcocks 2018b). Die Integrationstiefe von RPA in die IT-Infrastruktur
kann variieren — von Software-Robotern, die lediglich Benutzeroberflichen abtasten, bis
hin zu einer tieferen Einbettung in die zugrunde liegende Geschaftslogik (Van der Aalst
et al. 2018). Dennoch wird RPA im Allgemeinen als leichtgewichtige IT betrachtet, die
benutzergesteuert, selbstbedient und mit wenig Code implementiert werden kann (Bygstad
2017).

2.3.3 Cognitive Automation

Wahrend RPA auf regelbasierte Software-Roboter setzt, die nach vordefinierten Regeln ar-
beiten, setzt CA auf lernende Software-Roboter, die ML nutzen, um aus Daten Erfahrung
zu entwickeln (Kroll et al. 2016). Diese Determiniertheit der Systeme grenzt CA auch von
WM und STP ab, welche wie RPA regelbasiert operieren, jedoch meist schwergewichtig in
den IT-Architekturen von Organisationen verankert sind. Beispielsweise konnen CA-Syste-
me fiir das Routing von E-Mails auf Basis der Analyse ihres Inhalts (z. B. Kritikalitat,
Tonalitit, Themenerkennung usw.) mit ML eingesetzt werden. Hierfiir wird Software
benotigt, um menschliche Aktivititen wie die Wahrnehmung und das Entwickeln von
Hypothesen zu imitieren und darauf aufbauend urteilsintensive Aufgaben durchzufithren
(Rainey et al. 2017).

Das heisst, wihrend RPA, WfM und STP deterministisch programmiert werden, mussen
CA-Systeme aus Beispielen fritherer Daten in einer Domine lernen (Rainey et al. 2017).
Daher missen CA-Systeme grosse Mengen an Details (einschliesslich strukturierter und
unstrukturierter Daten) beriicksichtigen, da immer mehr Analysen und Erkenntnisse tiber
der Geschiftsprozesse erfordern (Bruckner et al. 2011).

Vor diesem Hintergrund sind CA-Losungen variabler in ihrer Kategorisierung als leicht-
gewichtige oder schwergewichtige IT (Bygstad 2017), was bedeutet, dass CA-Software
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in ihrer jeweiligen Benutzerfreundlichkeit und ihrer Modularitit bei der Implementierung
volatiler ist als RPA, WfM und STP. Dementsprechend gibt es je nach Anwendungsfall
von CA vorgefertigte Plug-and-Play-Losungen, die einfach zu bestehenden Anwendungen
hinzugefiigt werden konnen, wohingegen die Implementierung von CA-Losungen auch
zu gross angelegten Projekten der Datenerfassung, der Neujustierung von Geschiftslogi-
ken, der Reorganisation von Datenbanken und der (Neu-)Etablierung entsprechender Da-
tenpipelines zur Verarbeitung hochvoluminoser, schneller und heterogener Daten fithren
kann. Hier bleibt abschliessend zu sagen, dass, auch wenn die regelbasierte Geschaftspro-
zessautomatisierung durch RPA, WEM und STP deterministisch und CA probabilistisch
arbeitet, es sich dennoch um hochgradig synergetische und komplementire Phinomene
handelt, die eine Symbiose bilden, wenn die zugrunde liegende Technologie richtig orches-
triert wird (Lacity/ Willcocks 2018b, 2021).

3 Methode

Wie bereits erortert, liegt der Grad der Einfithrung von CA bei potenziellen Anwenderor-
ganisationen noch weit unter den zur Verfigung stehenden Moglichkeiten. Eine Ursache
hierfiir sind die Herausforderungen, welche aus den charakteristischen Eigenschaften von
CA resultieren — d.h. Black-Box-Charakter, Lernanforderungen, experimenteller Charakter
und Kontextsensitivitdt. Da sich die Forschung zu CA noch in ihren Anfingen befindet,
leiten wir die Herausforderungen bei der Einfithrung von CA direkt aus dem organisa-
tionalen Kontext ab und verkniipfen sie mit den charakteristischen Eigenschaften von
CA-Systemen.

3.1 Datensammlung

Fir die empirische Datensammlung griffen wir auf die Technik semistrukturierter Inter-
views (Longhurst 2003) mit Praktikern zuriick. Wir wahlten die Interviewpartner gezielt
aus, um einen hohen Grad an Variation zu erreichen. Um dennoch eine Vergleichbarkeit
zwischen den Interviews zu erhalten, wurden die Interviewpartner aus Vertretern grosser
Unternehmen ausgewihlt, die in CA-Projekte involviert waren. Uber die Dauer von neun
Monaten interviewten wir zwolf Unternehmensvertreter aus verschiedenen Branchen, die
an funf CA-Projekten beteiligt waren und auf unterschiedlichen Hierarchieebenen der
Organisationen angesiedelt waren (Tabelle 3). Auf diese Weise konnten wir ein umfas-
sendes Verstindnis fiir die organisationalen Herausforderungen bei der Einfihrung von
CA gewinnen. Die semistrukturierten Interviews folgten einem vordefinierten Leitfaden,
erlaubten dennoch einen natiirlichen Gesprichsverlauf (Longhurst 2003). Wihrend der
Interviews fragten wir nach den Grinden fiir die Einfithrung von CA, Hindernissen,
Anstrengungen und Risiken sowie nach ersten Losungsansitzen zur Sicherung des Erfolgs
von CA.
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Projekt Proicktziel Interviewteilnehmende
(Industrie) ) (Dauer der Interviews)
Alpha Preisfestsetzung fiir individuali- Chief Information Officer (30 min.),
: sierte technische Produktange- ) :
(Fertigung) bote Projektmanager (80 min.)
Beta Klassifizierung und Weiter- Leiter Capability Management (30 min.),
(Telko) leitung eingehender Kunden- Product Owner Business (60 min.),
Emails Projektmanager (60 min.)
Gamma Klassifizierung, Weiterleitung quter Data & Analytlgs (40 ml'n.),
.. . . Leiter Plattformstrategie (35 min.),
(Banken) und Losung interner IT-Tickets . .
Projektmanager (120 min.)
Delta KI-bagerte KlaSS{'flzleru.ng, Wei- Vice President IT Innovation (50 min.),
; terleitung und Losung interner . .
(Fertigung) IT-Tickets Projektmanager (50 min.)
Epsilon Ubersetzung von Flngn;doku- Chief Information Officer (40 min.),
menten aus dem Italienischen . )
(Banken) e . Projektmanager (120 min.)
und Franzosischen ins Deutsche

Tabelle 3: Interviewinformationen

3.2 Datenanalyse

Die Datenanalyse wurde auf der Grundlage der Interviewtranskripte durchgefiihrt. Drei
Forscher extrahierten Daten aus dem Material und fiihrten offene, axiale und selektive
Kodieriterationen durch (Saldasia 2021). Nach einer offenen Kodieriteration der Doku-
mente ordneten die Kodierer in einer zweiten Iteration Beziehungen zwischen den offenen
Codes zu (axiales Kodieren). Anschliessend wurden als Kernvariablen fiir das selektive
Kodieren gezielt die Variablen «Herausforderungen bei der Einfithrung von CA in Organi-
sationen» und «Losungsansidtze» definiert, die die abhangige Fallvariable «erfolgreich ein-
gefithrtes CA-System» beeinflussen.

4 Ergebnisse: Herausforderungen bei der Einfiihrung von Cognitive Automation in
Organisationen

Wir fassen hier die Herausforderungen zusammen, mit denen Unternehmen konfrontiert
sind, wenn sie CA in ihre Organisation einfithren mochten. Diese strukturieren wir entlang
der charakteristischen Merkmale von CA-Systemen. Daruber hinaus illustrieren wir die
empirischen Erkenntnisse mit Interviewzitaten der Praktiker, um die Erkenntnisse zu kon-
textualisieren. Abbildung 2 gibt einen zusammenfassenden Uberblick iiber die Herausfor-
derungen bei der Einfithrung von CA in Organisationen, welche wir empirisch beobachten
konnten.
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A
=
-
Black-Box-Character Lernanforderungen
- lrrationale - Risikoverschiebung durch
Leistungswahrnehmung der Datenbereinigung bei PoCs
Anspruchsgruppen - Zeitabhangigkeitdes Werts von
- Erhdhte Governance- Daten
notwendigkeiten - Veranderte Anspruchsgruppen-
- Transparenzanforderungen kommunikationund Erwartungs-
bestimmter Anwendungsfalle management
- Neudefinition und -bewertung der
wichtigsten KPIs
A > e
Experimenteller Charakter Kontextsensitivitat
- Notwendigkeitder Identifikation |- Skalierungsplanungdes
von Skalierungsmadglichkeiten Kernteams
- Risikolubertragvon Lieferanten - Aufsetzen funktionsubergreifender
auf Kaufer Teams
- Notwendigkeit wissenschaftlicher [- (Re-)Training der Systeme
Evaluation

Abbildung 2: Herausforderungen bei der Einfiihrung von CA in Organisationen

4.1 Black-Box-Charakter

Der Black-Box-Charakter von CA-Systemen birgt neue Herausforderungen im Erwar-
tungsmanagement der Anspruchsgruppen bei der Einfiihrung von CA. Bei CA handelt
es sich um probabilistische, nichtlineare Systeme (Wilamowski/lrwin 2018), die keinen
baumartigen «Wenn-dann»-Strukturen folgen, was es menschlichen Anspruchsgruppen er-
schweren kann Systemaktionen und -ergebnisse nachzuvollziehen (Bettis/Hu 2018). Das
heisst beispielsweise, dass, auch wenn ein CA-System zu objektiv performanteren Ergeb-
nissen fuhrt, Menschen diesen Erfolg aufgrund des Black-Box-Charakters der eingesetzten
KI-Systeme moglicherweise nicht wahrnehmen konnen. Dies ist darin begriindet, dass
Fille, in denen die CA Fehler macht, fur Menschen, die diese Fehler beobachten, einfach
sein konnen und umgekehrt.

Die Unternehmung, 76.Jg., 1/2022 97

73.216.60, am 26.01.2026, 01:36:10. © Inhalt.
mit, 10r oder In KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.



https://doi.org/10.5771/0042-059X-2022-1-88

Themenbeitrage

«Man muss den Leuten wirklich begreiflich machen, was KI ist, was sich in dieser
Blackbox befindet, damit sie selbst sehen, dass es nicht nur eins-zu-eins-Regeln sind, die
angewendet werden.» — Projektmanager (Delta)

Dies geht auch damit einher, dass bei es bei einigen Algorithmen technisch schwierig
ist, einen bestimmten Modell-Output auf bestimmte Input-Variablen zuriickzufiihren. Bei
der Einfihrung von CA sehen sich Organisationen somit der Notwendigkeit gegentiber,
besondere Governancemechanismen zu etablieren, um besonders CA-spezifische ethische
und kulturelle Aspekte bei der Einfithrung von CA beriicksichtigen. Hierdurch sollen
prominente Misserfolgsfille wie rassistische Chatbots oder sexistische Lebenslauf-Scree-
ningsysteme vermieden werden. Hier helfen beispielsweise KI-spezifischen Governanceme-
chanismen in Rahmenvertriagen mit CA-Softwarelieferanten.

«Unser Unternehmen hat einen allgemeinen Vertrag mit Microsoft und eine Vereinba-
rung, in der die meisten dieser Governance-Themen abgedeckt sind.» — Projektmanager
(Delta)

Schliesslich stellt der Blackbox-Charakter von CA Organisationen vor die Herausforde-
rung, den erforderlichen Grad an Transparenz bestimmter Anwendungsfille zu beurteilen.
Dies bedeutet, dass Organisationen sich bewusst sein miissen, dass einige Anwendungsfille
von CA Einschriankungen aufgrund ihrer inhdrenten Transparenzanforderungen mit sich
bringen. Diese sind in der etwaigen erforderlichen Auditierbarkeit der Prozesse begriindet.
Hierbei konnten wir empirisch beobachten, dass bei der Einfithrung von CA-Systemen,
diese selbst eingesetzt werden konnen um im Sinne der Transparenz mit den Anspruchs-
gruppen zu kommunizieren.

«Wir nutzen die KI selbst, um mehr mit dem Endanwender zu kommunizieren. Zum
Beispiel wird in diesem Projekt zu Beginn der Konversation mitgeteilt [...]: 'Hey, jetzt
kann ich momentan keine Auftrage bearbeiten, aber ich kann dies und das.'» — Projekt-
manager (Delta)

4.2 Lernanforderungen

Die erforderliche Datenmenge und -qualitit, d.h. die Datenbereinigung fiir Proof-of-Con-
cepts (PoCs), ist bei der Einfuhrung von CA substanziell. In den analysierten Fillen
konnten wir beobachten, dass aufgrund der Verbreitung von Open-Source-KI-Modellen
die Modellerstellung nicht so viel Projektaufwand verursacht wie die Datenaufbereitungs-
schritte, welche vor allem bei der initialen Einfithrung von CA in Organisationen notwen-
dig sind. Dies impliziert, dass, sobald die Machbarkeit in einem PoC gezeigt ist, ein
Grossteil des Einfuhrungsprojekts bereits abgeschlossen ist, was zu einer Verschiebung der
Risikoverteilung tber die Zeit fithrt. Dies muss von Organisationen abgefedert werden.
Dartiber hinaus miissen CA-Systeme lernen und in bestimmten Anwendungsfillen sogar
lebenslanges Lernen betreiben. Dies ist darauf zuriickzufihren, dass der Wert von Daten
zeitabhingig ist (Heinrich/Klier 2011) und erfordert, dass Organisationen bei der Planung
tiber den festgelegten Zeitrahmen eines Projekts hinausgehen und eine langfristige Sicht-
weise anwenden.

«Es ist nicht so, dass wir heute ein Modell entwickeln und es dann fiir die nichsten
zehn Jahre lauft. Wir missen es neu trainieren wie einen Menschen. [...] Das ist die
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Pipeline, die wir aufbauen wollen, wenn wir tatsichlich in ,Produktion‘ gehen.» —
Projektmanager (Gamma)

Das heisst, dass bei der Einfiihrung von CA in Organisationen bertcksichtigt werden
muss, dass CA-Systeme initial lernen (d.h. eine gewisse Zeit zur Leistungssteigerung beno-
tigen) und wihrend ihrer Lebensdauer gewartet werden missen, um langfristige Verande-
rungen wie beispielsweise sich dndernde Benutzerwahrnehmungen, Werte und Kultur zu
berticksichtigen.

Hier stellen die Lernanforderungen von CA neue Herausforderungen an die Anspruchs-
gruppenkommunikation und das Erwartungsmanagement. Dies wird durch den heutzuta-
ge vorherrschenden KI-Hype (Hopgood 2003) multipliziert.

«KI muss trainiert werden. KI sollte als Praktikant betrachtet werden, sonst wird sie
von den Anwendern als nicht niitzlich wahrgenommen. Ein Team hat eine KI-Lésung
nach zwei Wochen abgebrochen, weil die KI nicht in der Lage war, 100 Prozent der
Probleme zu losen.» — Projektmanager (Delta)

Dartiber hinaus erfordern die Lernanforderungen von CA eine Neubewertung der wich-
tigsten Leistungsindikatoren (Key Performance Indicators = KPIs). Traditionelle IT-Leis-
tungskennzahlen wie die Betriebszeit sind hierbei als Hygienefaktor zu betrachten, etablie-
ren aber keine entsprechenden Messstrukturen, um die Leistung des CA-Systems aus einer
wertorientierten Perspektive zu bewerten (Barreit et al. 2018). Dies stellt Unternehmen vor
die Herausforderung, ihre Kennzahlensysteme im Hinblick auf die Anwendung von KPIs
zu uberdenken, die fiir die Bewertung der Leistung von Menschen anstatt von Maschinen
geschaffen wurden.

«Was bei KI-Projekten anders ist, ist, dass man sich eher KPIs ansieht, die fur die
Leistung der Mitarbeiter relevant sind, als fiir die Leistung der IT-Losung.» — Projekt-
manager (Alpha)

4.3 Experimenteller Charakter

Der experimentelle Charakter von CA impliziert die Notwendigkeit, proaktiv nach Skalie-
rungsmoglichkeiten zu suchen, wenn signifikante Hardware- und Software-Investitionen
bei der Einfihrung von CA erforderlich sind. Organisationen haben zwar begonnen, in
KI-Technologie zu investieren, sind aber aufgrund der wahrgenommenen Neuheit von KI
unsicher beziiglich dieser Investitionsentscheidungen (Brynjolfsson et al. 2017).

«Der GPU-Server war teuer, aber wir hitten dafiir irgendwo anders im Unternehmen
eine Verwendung gefunden.» — Projektmanager (Epsilon)

Dies spiegelt sich in der Grosse der Leuchtturmprojekte wider, die eher klein oder mittel-
gross sind. Dariiber hinaus konnten wir in den Interviews beobachten, dass sich die Rolle
von PoCs verdndert und somit das Risiko zunehmend vom Lieferanten auf den Kaufer
von CA-Losungen ubertragen wird. Dies ist vor allem dann der Fall, wenn die Losung
von ausserhalb des Unternehmens bezogen wird und die Organisation sich mehr mit der
Einbettung dieser in den sozio-technischen Kontext beschiftigt.

«Wir haben eine Bonus-Malus-Klausel gemacht, denn der klassische POC, den man
bei der Erstellung von MVPs [Minimum Viable Products] immer anstrebt, ist oft nicht
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moglich. Man muss es genau richtig machen, denn man kann ein [neuronales| Netz
nicht mit ein paar Datenpunkten trainieren.» — Chief Information Officer (Delta)

Dies stellt die Organisation vor strukturelle Herausforderungen, da diese Risikoverschie-
bung bei der Einfihrung von CA mitigiert werden muss, um fir die verantwortlichen
Anspruchsgruppen tragbar zu sein. Da CA-Systeme probabilistisch arbeiten, erfordert dies
die Evaluation der endgtltigen CA-Losung oder das Testen von MVPs in einer wissen-
schaftlichen Art und Weise, die reproduzierbar, rigoros und robust ist (Park/Han 2018).

«Das Team aus vier Ubersetzern verbrachte dann maximal vier Stunden damit, die
Aquivalenz der Ergebnisse des [Benchmark-Tools] und der Ergebnisse des Inhouse-Tools
zu bewerten, woraus die Qualititsbewertung berechnet wurde.» — Projektmanager (Ep-
silon)

4.4 Kontextsensitivitat

Fir die unternechmensweite Einfithrung und Skalierung von CA-Lésungen sind eine verteil-
te Berechnung des gesamten Modells (Konar 2018), ein Abgleich der unterschiedlichen
Datensitze sowie Redundanzen von Datensitzen fir die individuelle Berechnung erfor-
derlich (Lawrence 2019). CA-Losungen erfordern sowohl Domainenexpertise als auch
Data-Science- und Engineering-Expertise. Hierbei stehen Unternehmen vor der Herausfor-
derung, Entscheidungen dariiber zu treffen, welche Rollen, d.h. Data Scientists, Data
Engineers, Domanenexperten, bei der Einfithrung von CA geschaffen und skaliert werden
miissen.

«[...] Das Data-Engineering-Team kann skalieren, weil sie diejenigen sind, die es uber
verschiedene Server hinweg verwalten oder in die Cloud stellen, aber aus einer [...] Mo-
dellierungsperspektive sehe ich keine Notwendigkeit zu skalieren, da wir die Nutzung
skalieren wollen.» — Projektmanager (Gamma)

5 Cognitive Automation zur Gestaltung der Zukunft der Arbeit — Diskussion und der Weg
nach Vorne

CA hat immense Auswirkungen auf die Zukunft der Arbeit, da nun auch Aufgaben und
Prozesse automatisiert werden konnen, die urspriinglich nicht in den Bereich des Auto-
matisierbaren fielen. Dies betrifft insbesondere den Bereich der kognitiven Service- und
Wissensarbeit (Coombs et al. 2020).

Vor dem Hintergrund der in diesem Beitrag dargestellten empirischen Einblicke in die
neuartigen Herausforderungen bei der Einfihrung von CA in Organisationen erfordert der
erfolgreiche Einsatz von CA neue oder angepasste Managementpraktiken im Vergleich zu
regelbasierter, deterministischer Geschiftsprozessautomatisierung. In diesem Bereich sehen
wir uns einer bisher geringeren Reichhaltigkeit in der wissenschaftlichen Wissensbasis ge-
geniiber — d.h. die Methoden, Modelle, Konstrukte und Theorien, die fur die regelbasierte
Geschiftsprozessautomatisierung entwickelt wurden, reichen nicht aus, um CA als Phano-
men des Wahrnehmens, Schlussfolgerns und Ableitens zu erkldren und vorherzusagen.

Da der globalisierte Wettbewerb immer weiter zunimmt, ibt die Notwendigkeit, Wett-
bewerbsvorteile auszubauen oder zuriickzugewinnen Druck auf Organisationen aus, CA-
Systeme einzusetzen, was die Zukunft der Arbeit substanziell beeinflussen wird. Dies
erhoht die Wichtigkeit von Forschungsvorhaben, welche die Entscheidungsfindung von
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Praktikern unterstiitzen und eine gezielte und nachhaltige Einfithrung von CA-Losungen
ermoglichen, um verantwortungsvoll die Zukunft der Arbeit zu gestalten.

Um einen moglichst umfassenden Weitblick fiir Praxis und Forschung zu ermdglichen,
strukturieren wir eine Auswahl potenzieller Wegweiser zur Gestaltung und zum Manage-
ment der Zukunft der Arbeit durch CA entlang der vier Komponenten soziotechnischer
Systeme entsprechend der sogenannten soziotechnischen Systemtheorie (Bostrom/Heinen
1977; Lyytinen/Newman 2008) — d.h. wir prasentieren Forschungs- und Praxisbedarfe fiir
das Management von Technologie, Strukturen, Aufgaben/Prozessen und Akteuren.

Technologiemanagement: CA-Systeme erfordern eine klare Erforschung der Aus- und
Wechselwirkungen der spezifischen technologischen Charakteristika von KI-Technologie,
d.h. Black-Box-Charakter, Lernanforderungen, experimenteller Charakter und Kontext-
sensitivitit auf Organisationen. In diesem Beitrag haben wir im Bereich CA erste Einblicke
in Bezug auf die Herausforderungen, welche mit der Einfithrung von CA fir Organisatio-
nen einhergehen, gegeben. Aufbauende praxisorientierte Forschung birgt hier das Potenti-
al, die Entscheidungsfindung des Managements iiber den Einsatz von CA im Speziellen
und KI-Technologie im Allgemeinen zu unterstiitzen und die Gestaltung eben jener Syste-
me anzuleiten sowie die Zukunft der Arbeit vorhersagbarer und somit kontrollierbarer zu
machen.

Im Hinblick auf die Zukunft der Arbeit wird es — dhnlich wie bei mechanischer Auto-
matisierungstechnologie — entscheidend sein, sowohl Unter- als auch Uberautomatisierung
zu vermeiden, wenn Entscheidungen tber CA-Initiativen getroffen werden (Fasth-Berg-
lund/Stabre 2013). Hier werden sich Fragen stellen wie z.B. «wie, wann und wo Fuhrungs-
krafte tber die Anwendung der verschiedenen Automatisierungstechnologien in ihrem
Unternehmen nachdenken sollten» (Zarkadakis et al. 2016, 3). Dartiber hinaus wird es
essenziell sein, welche Auswirkungen der Einsatz von CA-Systemen auf die Belegschaft in
Bezug auf deren Einsatzplanung, die Zuweisung neuer oder kreativerer Aufgaben haben
wird.

Strukturmanagement: CA-Systeme sind in hohem Masse kontextabhingig, mussen sich
potenziell im Laufe der Zeit weiterentwickeln, werden «gehyped», sind gegebenenfalls von
Mitarbeitenden gefiirchtet und erfordern daher unterschiedliche Managementansitze hin-
sichtlich der Veridnderungen organisationaler Strukturen. Dies erfordert, dass Unterneh-
men ganzheitliche Strukturmanagementkonzepte entwickeln, wie Anwendungsfille der CA
in ihre Organisationen eingebettet werden sollen. Dabei spielt es eine entscheidende Rolle,
Akzeptanz bei den relevanten Anspruchsgruppen zu schaffen (sieche auch Akteursmanage-
ment unten). Da es sich bei CA-Systemen um lernende Systeme handelt, miissen Organisa-
tionen dartber hinaus ein Konzept entwickeln, wie diese Systeme nach ihrer Einfithrung
kontinuierlich verantwortet und gepflegt werden konnen, um im Laufe der Zeit niitzlich
zu bleiben, d.h. es miissen Betrieb und Wartung der Systeme fiir die lange Frist geplant
und organisational verankert werden. Hierbei ist je nach Art des CA-Anwendungsfalls,
der Art der konkret eingesetzten KI-Technologie, der bisherigen Organisations- und Bran-
chenstruktur, die strukturelle Entscheidung zwischen eher dezentralen oder zentralisierten
Organisationsstrukturen zu treffen. Fiir Forschung und Praxis bietet dies mannigfaltige
Maoglichkeiten uber die Adaption bzw. Neueinfithrung organisationaler Strukturen hierbei
einen Beitrag zur erfolgreichen Einfithrung und Fortfithrung von CA zu leisten. Hierzu
miissen wir zunachst verstehen, welche Faktoren die Strukturentscheidung jeweils konkret
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beeinflussen und wie sich dieser Einfluss tiber Organisationsstrukturanpassungen auf die
Zukunft der Arbeit auswirkt.

Aufgaben-/Prozessmanagement: Diese Managementdimension bezieht sich auch auf die
(Neu-)Gestaltung der Arbeit, die erforderlich sein wird, um zu verhindern, dass Forscher
und Praktiker lediglich eine neue Technologie auf alte, unveranderte Prozesse legen. Vor
diesem Hintergrund wird CA eine Anpassung von Arbeitssystemen und ganzen Geschafts-
modellen erfordern (Butner/Ho 2019). Durch die Automatisierung repetitiver Aufgaben,
die von Mitarbeitenden oft als mihselig oder wenig wertschopfend wahrgenommen wer-
den, konnen diese ihre Energie und Zeit auf Arbeiten konzentrieren, die einen hoheren
Grad an kritischem Denken und kreativen Fihigkeiten erfordern (Mikalef et al. 2019).
Folglich mussen die Auswirkungen der Verinderung von Arbeitsprozessen fiir CA unter-
sucht werden, wie z.B. die individuelle und organisationale Effizienz und Effektivitat sowie
menschliche Faktoren wie Mitarbeiter- und Kundenzufriedenheit. Dies soll Organisatio-
nen dabei helfen, die Anpassung, das Zusammenspiel und den Ubergang von der alten
zur neuen Prozess- und Aufgabenwelt zu bewiltigen (Bruckner et al. 2011). Dartiber
hinaus missen Organisationen neue, auf die Bediirfnisse von CA zugeschnittene Prozesse
entwickeln und implementieren, um CA-Anwendungsfille (z.B. eine Menge vorselektier-
ter Automatisierungskandidaten) hinsichtlich ihrer Projektanforderungen und hinsichtlich
notwendiger organisationaler Verinderungen zu bewerten. Hier werden strukturierte Ma-
nagementansitze benotigt, um Kandidaten fir CA auf eine nutzerzentrierte Art und Weise
mithilfe von Interviews, Beobachtungen und Dokumentenanalysen zu bewerten, um die
Analyse besser zu kontextualisieren und relevante Anspruchsgruppen frithzeitig einzubin-
den, um somit hype- und angstinduzierte Herausforderungen zu entschirfen. Dies kann
insbesondere fiir Projektportfolio-Manager sowie Business- und I'T-Entscheider von Vorteil
sein, um entsprechende CA-Initiativen gezielt zu planen und zu steuern oder aber auch um
zur Entscheidung zu kommen, «nein» zu entsprechenden CA-Initiativen zu sagen.

Akteursmanagement: Letztlich beeinflusst CA die Art und Weise, wie Organisationen
ihr Geschift betreiben und Wertschopfungsmechanismen funktionieren. Da die Anzahl
der Aufgaben und Prozesse, die fiir CA in Frage kommen, durch die technologischen
Entwicklungen im Bereich KI-Technologie stetig zunimmt, wird die Organisation der Zu-
kunft gefordert sein, einen Teil ihrer Mitarbeitenden fiir «einzigartig-menschliche» Arbeit
umzuschulen (Card/Nelson 2019). Dies wird Organisationen abverlangen, organisationale
Praktiken anzupassen und die neue Technologie mit einer umfassenden Strategie hinsicht-
lich der Zukunft der Arbeit abzustimmen (Zarkadakis et al. 2016), um die Vorteile von
CA verantwortungsvoll zu nutzen. Neben der frithen Einbindung der Belegschaft und
der transparenten Kommunikation und Weiterbildung der Organisation im Bereich CA,
spielt final die Erforschung des Zusammenspiels zwischen Mensch und Maschine eine ent-
scheidende Rolle fiir Wissenschaft und Praxis, da nur so langfristig verantwortungsvoller
CA-Einsatz sichergestellt werden kann. In diesem Zusammenhang betonen wir, dass es
Aufgaben und Prozesse gibt, die weder rein von Menschen noch rein von kognitiven Ma-
schinen ausgefiithrt werden. Oft treffen wir auf Ansitze hybrider Intelligenz (Dellermann
et al. 2019), bei denen die Entititen — Mensch und Maschine — gemeinsam eine hohere
Leistung erzielen, als wenn sie getrennt agierten. Die Untersuchung der Besonderheiten
von CA in hybriden Arbeitssystemen weist somit weiteres Potenzial zur Erforschung der
Zukunft der Arbeit auf.
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