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Abstract: In this study, we propose a recognition method of measuring literature topic evolution paths based on
K-means-NMF in order to address problems such as the unobvious effect of topic clustering, high degree of mixing
in clustering results, and unclear topic evolution paths that exist in the current research of topic evolution analysis.
Firstly, we enhance the traditional NMF (Nonnegative Matrix Factorization) topic model by combining the K-
means clustering algorithm with the NMF model to improve the accuracy of topic clustering and reduce the cor-
relation among topics. Secondly, we perform the topic co-occurrence analysis based on the clustering results to
identify important topic categories for recognizing critical evolution paths to solve the problem of multiple possible
evolution paths in the experiment. Thirdly, we adopt the Word2Vec model to calculate topic word vectors in a
semantic context to improve the accuracy of the correlation strength between topics at adjacent stages. Finally, we
adopt the above method to conduct an empirical study using intelligent algorithms as an example. The experi-
mental results show that this research method effectively identifies important topics and topic developments in the
subject area, which can support scientific research and science and technology policy development.
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1.0 Introduction

Disciplinary fields undergo a process of dynamic change;
namely, researchers must quickly grasp the hot spots of dis-
ciplinary development to find the breakthrough of innova-
tion and promote disciplinary action. Analyzing the topic
evolution of the disciplinary field is meant to reveal its law
and improve the policy system in science and technology.
From the structure perspective, topic evolution analysis be-
longs to microstructure, meaning that it usually represents
the research direction of a particular field. From the content
perspective, topics are collections of domain knowledge
units, meaning that topics are usually implicit semantic
structures (Jiang et al. 2022). Topic evolution in different
fields contains different background factors of the times,
such as the degree of technological development, the way
data volume grows, and policy support. Indeed, it is neces-
sary to obtain stage topics quickly and efficiently from mas-
sive information through topic extraction, then obtain the
relations between topics at adjacent stages through topic
evolution analysis. Overall, the evolution analysis of the dis-
ciplinary field has generally become a topic of concern in
academia, and the innovation of the research methods has
also received widespread attention from scholars.

Currently, LDA (Latent Dirichlet Allocation) and NMF
(Nonnegative Matrix Factorization) topic models fusing
temporal dimensions are typically represented in the devel-
opment of topic evolution analysis (Lee and Sebastian 1999;
Blei et al. 2003; Blei 2012). Specifically, potential topics in
the initial document are extracted using LDA or NMF.
Then, the extracted topics are vectorized by adopting the
Word2Vec model. Finally, the temporal dimension is intro-
duced to research the change process of topics over time.
Although the above research method is gradually becoming
a research paradigm, it still needs to address the following
two problems: 1) Regarding topic extraction: LDA works
well with long-text datasets while poorly with short-text da-
tasets. In contrast, NMF works well with short-text datasets
and can extract niche topics often underestimated in tradi-
tional LDA (Chen et al. 2019). However, NMF may have
multiple possible decompositions, resulting in inefficient
processing when the dataset is too large. Besides, the exces-
sive number of topics due to multiple decompositions may
lead to poorer fitting results, which are less robust than the
LDA fits (O'Callaghan et al. 2015); 2) Regarding the evolu-
tion topic: there are multiple possible paths.

As a result, to solve these two problems, this study pro-
poses a recognition method of measuring literature topic
evolution paths based on K-means-NMF. To address prob-
lem number 1, we enhance the traditional NMF model by
combining it with the K-means clustering algorithm to ob-
tain the K-means-NMF model to improve the accuracy of
topic clustering and reduce the correlation among topics.
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To address problem number 2, we perform the topic co-oc-
currence analysis based on the clustering results to identify
important topic categories. Then the Word2Vec model is
adopted to calculate topic word vectors in the semantic con-
text, tracking the process of topic change in the time dimen-
sion. This method is applied to discovering topics in intelli-
gent algorithms and identifying their evolution paths. Fi-
nally, we visualize and analyze the process of topic change to
reveal the topics in different periods and topic evolution
paths of the field, helping scholars understand the whole
picture, evolution lineage, and research focus of their disci-

plinary field.
2.0 Related work

In this section, we reviewed two aspects of the methods of
recognizing the topic evolution paths of literature. Firstly,
we reviewed the definition of the topic model and intro-
duced the related research of two important topic models,
LDA and NMF. Afterward, we reviewed some research re-
lated to the development of methods used for topic evolu-
tion from machine learning to deep learning.

2.1 Topic extraction model

Text feature extraction based on topic models is the basis of
topic evolution analysis. The topic model is a statistical
model used to automatically compute and discover topics in
a series of documents. Specifically, the topic model extracts
a low-dimensional set of polynomial distribution from a
collection of texts through parameter estimation to capture
the relevant information between words and then collects,
classifies, and reduces the dimension of the text to find the
hidden semantic patterns in the set of unstructured docu-
ments.

At present, the research of topic models can be divided
into two types: topic models based on matrix decomposi-
tion (e.g., Latent Semantic Indexing-LSI and NMF) and
topic models based on probability (e.g., Probabilistic Latent
Semantic Indexing-PLSI and LDA). Topic models are usu-
ally typified by LDA and NMF: LDA is a probabilistic
model, while NMF is a matrix decomposition and multivar-
iate analysis technique. Topic models can describe the con-
tent of information resources in an unsupervised manner
using topics and topic words as units, facilitating the refine-
ment of analysis units from documents to topic words. As a
result, topic models are widely used in knowledge organiza-
tion research (Macfarlane et al. 2020). Knowledge organiza-
tion focuses on the semantic information in the text and
emphasizes the associative relationships between knowledge
(Zhang and Zhang 2022). Topic models can construct asso-
ciative relationships between documents and feature words
by mining the implicit topic features to facilitate knowledge
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inference and are widely used in scholars' research of topic
evolution.

Ambrosinod et al. (2018) applied LDA to the full text of
economics articles stored in the JSTOR database to reveal
the evolution of economics, illustrating the potential of
LDA to study structural changes in economics in times of
fragmentation. Dayeen et al. (2020) adopted LDA mining
to analyze the literature on climate change in industrial ecol-
ogy and study the evolution of major trends over time. Zhu
et al. (2022) defined topic shift probability to analyze the
evolution paths of topics based on LDA. Wang and Zhao
(2018) proposed an improved dynamic NMF model with
dynamic topic modeling of patent texts to study the dy-
namic evolution of technical topics. Mohotti and Nayak
(2021) proposed a novel NMF model based on "cluster as-
sociation awareness” to identify the dynamics of text clus-
ters over time/domain. Jia et al. (2023) adopted the NMF
model to cluster SCI papers in global carbon-neutral tech-
nologies to analyze the current status and trends of research
in carbon neutrality. Therefore, topic models are the key
method to study topic evolution.

2.2 Topic evolution analysis

The research of topic evolution is a method for developing
a certain field. The research of topic extraction and path
evolution on the content, semantics, and context of policies
and papers in a certain field can reveal the development and
changing trends of the field and thus infer its future direc-
tion.

Scholars mainly use the topic models to introduce the
time dimension to study the change process of topics over
time (Han 2020). Most studies vectorize the text by word
vector models based on the time dimension and then ex-
plore the relationship between topics by calculating the sim-
ilarity values, including growth, survive, shrink, split,
merge, and dissolve of topics (Ilhan and Ogiidiicii 2015). Xi
etal. (2021) researched the technical similarity visualization
based on Word2Vec and LDA and conducted an empirical
study in the field of NEDD (Nano Enabled Drug Delivery),
proving that the model had good results in the analysis of
technical similarity measurement. Xie et al. (2020) used
BERT and LDA to analyze the similarity of monolingual
and multilingual research topics evolution.

Therefore, accurately calculating the similarity between
topics is a key step to measuring the evolution type of re-
search topics and constructing the paths of topic evolution.
The TF-IDF (Term Frequency-Inverse Document Fre-
quency) method commonly used in previous studies is
prone to fragmentation of word form and its meaning (Kim
et al. 2016). With the application and development of deep
learning, the topic model combined with word vector tech-
nology can fully explore the contextual context of words
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and inter-word relationships and has a strong semantic un-
derstanding of the topic. Thus, its modeling results are
more interpretable. Typically represented by the Word2Vec
model (Mikolov et al. 2013) and BERT (Bidirectional En-
coder Representations from Transformers) models (Devlin
et al. 2019), they can transform textual information from
the unstructured form to vectorized form and generate se-
mantically relevant word vectors, making up for the prob-
lem that topic models ignore potential semantic connec-
tions between topic words and lack semantic embeddings
(Huang et al. 2022).

However, there is anisotropy in the vectors that BERT
encodes for sentences because the vector values are affected
by the word frequencies of the words in the sentences across
all the training data, whose differences can lead to large dis-
tance biases. Therefore, the distance of word vectors is not a
good representation of semantic relevance when using
BERT (Li et al. 2020). In addition, prior knowledge for
training models such as BERT is often not readily obtained
from the detection tasks of knowledge structure for discipli-
nary.

In contrast, the Word2Vec model uses neural networks to
learn word semantics and word-to-word contextual associa-
tions from large corpora in an unsupervised manner. As a
result, each word is not limited to the meaning of the word
itself but also maintains topic connections with related
words. Therefore, in this study, Word2Vec is chosen to vec-
torize the text data in the experimental field, considering ef-
ficiency and scalability.

3.0 Methodology

To extract the key topics concerned in a certain disciplinary
field and analyze the trend of topic evolution, this study
proposes a recognition method of measuring literature
topic evolution paths based on a K-means-NMF model.
The topics are first extracted by the K-means-NMF model
to explore the key problems in a certain disciplinary field.
Then, the topic evolution in the disciplinary field is further
investigated by adopting topic quantification based on the
time dimension. The main research process includes four
stages:

Stage 1: Data Collection and Pre-processing
Stage 2: Topic Extraction

Stage 3: Topic Evolution Relationship Analysis
Stage 4: Topic Evolution Path Analysis

The specific steps of each stage are shown in Figure 1.
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Figure 1. The overall research framework.

3.1 Data collection and pre-processing

Firstly, one needs to obtain papers in a certain disciplinary
field from the Web of Science database, including their titles,
keywords, abstracts, and publication dates, to form the text to
be analyzed. After acquiring the data, one needs to pre-pro-
cess the data, such as stage division, the construction of the
feature word list and the stop word list, word segmentation,
and stop word removal. Among them, the construction of
word lists is the key to ensuring data quality and is the core
step of data pre-processing, including the following two parts:

(1) Feature word list construction: Firstly, given the real
dilemma that the target field is highly knowledgeable and
possesses many specialized words, one needs to extract the
keywords of each paper as the initial feature word list. Sec-
ondly, the domain-specific keywords are extracted from the
text to be analyzed by the TF-IDF algorithm and then im-
ported to the initial feature word list. Finally, one should de-
emphasize and screen the combined feature word list.

(2) Stop word list construction: To improve the accuracy
of topic recognition and prevent the interference of high-
frequency invalid words, it is necessary to construct a target
domain-oriented stop word list based on the generic stop
word list. In specific cases, after the first topic clustering by
K-means-NMF, one usually needs to check and extract the
words that are not meaningful to the field, then import
them into the generic stop word list. To ensure accuracy,
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one needs to iterate repeatedly the above process, usually at
most five times, resulting in a final stop word list.

3.2 Topics extraction
3.2.1 Topics extraction by K-means-NMF

(1) NMF topic model

NMEF is an unsupervised method for reducing the dimen-
sionality of non-negative matrices to generate easily inter-
pretable clusters of textual data. The core idea of the NMF
model is to solve the topic extraction problem by transform-
ing it into a constrained optimization problem. When deal-
ing with textual data, it achieves topic extraction through
the computation of matrix decomposition, where clusters
are interpreted as topics, and each document is considered
as an accumulative combination of multiple overlapping
topics. Specifically, a non-negative matrix /" of document-
lexical items (consisting of n rows (lexical items) and m col-
umns (documents)) is decomposed into the product of two
non-negative matrices W and H, expressed as Equation 1:

Vn><m = ank X Hkxm

Where £ is the optimal number of topics that may be taken;
w is the document-topic matrix whose size is related to &;
is nxXk and H is the topic-word matrix, where the topic



https://doi.org/10.5771/0943-7444-2023-4-257
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Knowl. Org. 50(2023)No.4

261

Wenbo Cui, Li Jinling, Tao Zhang, Sibo Zhang. A Recognition Method of Measuring Literature Topic Evolution Paths ...

words are obtained by calculating the distance between
words through the semantic matrix.

(2) K-means-NMF model

K-means-NMF is obtained by combining the K-means clus-
tering algorithm with the NMF model to improve the tradi-
tional NMF model. Although the NMF model can handle
short text datasets well, NMF may have multiple possible out-
comes during multiple iterations of decomposition, resulting
in low processing efficiency when the dataset is too large, and
the excessive number of topics may lead to poor and not ro-
bust fitting results. In addition, since the NMF model is ini-
tialized randomly, it is greatly affected by the initial value, and
different initial values may lead to different convergence re-
sults. Based on the advantages that the K-means clustering al-
gorithm has better scalability and good interpretability, to im-
prove the accuracy of NMF topic clustering and reduce the
correlation between topics, as well as to make the initial values
of the NMF model more informative, this requires the com-
bination of K-means clustering algorithm and NMF mode.
Firstly, the vector of all words in the text data is trained using
the Word2Vec model; Secondly, the K-means clustering algo-
rithm is used to cluster and analyze all words in the overall text
to obtain the clustering space of words. Then, the clustered
words are reconstituted into sentences based on the clustering
space, and all the sentences are formed into matrix L, which is
normalized to eliminate the effect of category magnitudes. Fi-
nally, the normalized matrix L and matrix 7} which is the orig-
inal input of the NMF model, are fused into matrix 7, which
is then decomposed and iterated to identify text topics. This
process can enrich the original features of the traditional
NMF model, reduce the number of iterations and obtain bet-
ter-quality experimental results.

3.2.2 Topic model evaluation and topic number
determination

Perplexity and Topic coherence are evaluation metrics that
can characterize the probability distribution or the predic-
tion effectiveness of a model and can be used to measure
how good a topic model is and a key basis for determining
the number of topics in a model. However, it was found
that Perplexity is ineffective in recognizing topic models.
When the number of topics is too large, the model is prone
to overfitting, resulting in a large difference or even a nega-
tive correlation with the topic results judged by experts
(Chang et al. 2009), while Topic coherence takes more into
account the topic context, such as the co-occurrence of
words, and can compensate for the shortcomings of Per-
plexity to a greater extent (Greene and Cross 2017). Based
on this, Topic coherence is more suitable for assessing model
quality and determining the optimal number of topics for a
document, as shown in Equation 2:
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k t=1 t
Coh(T) =%Z%Z Z cos(W2v(w; ), W2v(w; ,))
i=1 ( ) j=l1 z=j+1
2

Where, k represents the possible number of topics to be
taken, which is set according to the test text
T=[t,ty, -t ] 5 4 =W Wig, Wil 5 1 repre-
sents the set of the top # words most relevant to the #-th
topic. w2v(w) represents the word vector of the word w. cos
represents the cosine similarity between the word vectors. In
Equation 2, each £ value corresponds to a Coh(T) value, and
when Coh(T) is the maximum value, its & value represents
the optimal number of topics.

3.3 Topic evolution relationship analysis
3.3.1 Topic similarity calculation

Measuring the similarity between topic word vectors can as-
sess the degree of relevance between topics and thus deter-
mine the relationship between topics. Word2Vec yields two
classical language models: Skip-Gram predicts nearby words
through the central word, while CBOW (Continuous Bag
of Words) predicts the current value through the context.
Firstly, one needs to use the Word2vec model to train the
word vector model on the pre-processed text, which uses the
Skip-Gram model based on the current word to predict the
context. Secondly, one needs to determine the word vector
corresponding to each topic. Finally, the similarity values
between adjacent stage topics are calculated based on the
word vector using cosine similarity, and the inter-stage topic
similarity matrix is constructed, as shown in Equation 3:

Similar(T;, T;) = cos(T;, T;)

3.3.2 Topic evolution type determination

After calculating the inter-topic similarity, the degree of cor-
relation between topics is judged by setting a threshold gra-
dient to further track the type of topic evolution under dif-
ferent time stages, as shown in Equation 4:

6 <Similar(T,_;,,;,T;) <1

Where, 6€[0,1], G is the threshold value determined by
previous research and experimental results. According to
whether there is a correlation between topics and the
presentation of topics in different time stages, the types of
topic evolution are classified into five types: division, merg-
ing, inheritance, disappearance, and generation, and their
determination conditions are shown in Table 1.
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Topic Types

Description of determination criteria

When o < Similar(T,;, T;) , and a topic at the previous stage can be divided into two or

QDivision

more tOpiCS at the current stage.

When 6 < Similar(T,;,T;) , and two or more topics at the previous can be merged into

Merging>©

one tOpiC at the current stage.

When o < Similar(T,;,T,) , it means that a topic at the previous stage is continuous with

a topic at the current stage.

When ¢ > Similar(T,

-0

rent stage.

T,) , and the topic at the previous stage doesn’t exist at the cur-

When 6 >Similar(T,_;,T,) , and the topic at the current stage doesn’t exist at the previous

5 :RGeneration%Q

stage.

Table 1. The criteria for topic evolution type determination

3.4 Topic evolution path analysis

Considering that there are many different potential topic evo-
lution paths, in order to recognize the important evolution
paths, it requires the performance of a co-occurrence analysis
to identify the core topics on the clustering results of “topic-
topic word” at each stage by the K-means-NMF model. Spe-
cifically, the topics with high relevance and influence are
identified by calculating the intensity of topic co-occurrence,
which is used as the basis for selecting important evolution
paths and presented in a visualization map, as shown in Equa-
tion 5. At the same time, to show the evolution between top-
ics at adjacent stages and construct a clear topic evolution
path at the whole stage, this needs to adopt the Sankey visual-
ization in the pyecharts package of Python language to imple-
ment. In Sankey, the element blocks represent objects, and
the connecting lines indicate the direction and connection of
the energy flow generated by the objects. This feature can vis-
ually represent the updates and additions generated by the
topic content over time, as shown in Equation 5:

2

CI(T, ) 5
HITSS,
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Where, CI(T; ;) is the intensity of topic co-occurrence; S;
and S; are the frequency of topic 7 and topic j occurring in
the topic cluster; S; is the frequency of the same topic 7 and
topic j occurring together in the topic cluster.

4.0 Empirical Research

With intelligent algorithms becoming the new production
factor and tool, marked by ChatGPT and Artificial Intelli-
gence Generated Content (AIGC) generic big models, they
are gradually penetrating and influencing various discipli-
nary fields. Therefore, a comprehensive grasp of the knowl-
edge system and development frontier in intelligent algo-
rithms is of certain practical significance for each discipli-
nary field to find the entry point of research and discipline
development. In this study, we take the papers on intelligent
algorithms as an example to conduct an empirical study on
the recognition method of measuring literature topic evolu-
tion paths based on K-means-NMF.

4.1 Data collection and pre-processing
Literature is an important information carrier for govern-

ment staff and scientific researchers to keep abreast of de-
velopments in the field and an important reference for sci-
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entific decision-making and effective implementation by in-
stitutions at all levels. Based on this, we selected the papers
in intelligent algorithms from 2013-2022 as the data and
used two years as a stage to explore the content and laws of
the topic evolution in the field of intelligent algorithms for
ten years. We used the core collection database in WOS
(Web of Science) as the source of literature data. In the
search process, we used (“intelligence algorithm” OR “arti-
ficial intelligence algorithm” OR “AI artificial algorithm”)
as the search condition and set the “Document Types” to
“Article” and the “Languages” to “English.” After the above
search, we screened the papers according to the titles and ab-
stracts, eliminating the papers with irrelevant and non-aca-
demic topics. We finally screened 29857 papers and per-
formed data pre-processing, such as data cleaning, word sep-
aration, and removal of stop words for the screened papers.
As shown in Table 2, the papers on intelligent algorithms
show an increasing trend yearly, reflecting the hotness and
importance of research in intelligent algorithms.

4.2 Topic extraction

4.2.1 Topic model quality evaluation and topic
number determination

(1) Quality comparison of three topic models

To verify the effectiveness of the K-means-NMF model pro-
posed in this paper, we compared it with two traditional
topic models, LDA and NMF, in the case of the dataset of
intelligent algorithms as the experimental object. In the
comparison experiments, as shown in Figure 2, we obtained
the different scores of topic consistency of different models
at different stages and with different numbers of topics to
compare the effects of topic extraction of different models.
The higher the score of topic consistency, the better the ef-
fect of topic extraction. As shown in Figure 2, K-means-
NMEF, the topic extraction model used in this study, outper-
forms the other two models.

Stages 2013-2014 2015-2016 2017-2018 2019-2020 2021-2022
Number of
mber o 1368 1632 2845 7809 16923
Literature
Table 2. Description of stage division
35
—8— LDA
—e— NMF
== K-means-NMF
30 -
25
S 20 -
o
2
)
15
10
5 T T T T T T T

6 8 10 12

Topic numbers

Figure 2. Comparison curves of topic consistency for different models
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(2) Determination of the number of topics

The number of topics, often referred to as the k-value, is the
most important hyperparameter in literature topic model-
ing, directly impacting the effect of extracting potential top-
ics and needing to be set manually. Therefore, the optimal
number of topics needs to be determined before modeling.
According to the experimental tests, it was determined that
k€[5,20] in this study. Figure 3 gives the scores of topic co-
herence of the K-means-NMF model with different num-
bers of topics set in each stage. It needs to select the number
of topics with high scores through comparative analysis. Fi-
nally, we selected the number of topics for the five stages of
the model as 10,7, 9, 11, and 12.

4.2.2 Topic extraction analysis

Based on determining the optimal number of topics at each
stage, we performed model training and stage topic cluster-
ing by K-means-NMF on the preprocessed texts with the
help of Python. In this, we set the number of iterations to
200 and chose default values for the rest of the parameters.
Then we showed the top 10 topic words with higher weight
for each topic meaning, as shown in Table 3, where each
topic word is sorted by weight from largest to smallest.

4.3 Topic evolution relationship analysis
4.3.1Topic similarity calculation

Topic similarity calculation is the premise and basis of the
evolution of topic content. In our experiments, we first
used the functions with the Word2Vec library in the gensim
package of the Python language to train the word vector
model, where the window size was set to 5 and the vector
dimension was 150. Secondly, we made the similarity calcu-
lations of topics at adjacent stages to form a heat map of the
topic similarity matrix between adjacent stages, as shown in
Figure 4-Figure 7. Finally, we set a threshold, named o, to
determine the types of topic evolution between adjacent
stages, whose selection was obtained based on continuous
iterative testing in the experiment. According to the experi-
mental results, when ¢=0.36, the interpretability was strong
and the type of topic evolution could be clearly shown.

4.3.2 Topic evolution type determination

(1) Topics of division, merging, and inheritance types
The topics of division, merging, and inheritance types, usu-
ally with large proportions, strong evolutionary ability, and
great influence, are the main type of topic evolution and the
focus in intelligent algorithms. Among the three types of
topic evolution, inheritance-type topics are usually in-
cluded in division-type and merging-type topics. In this
study, the division-type topic was exemplified by the topic

Topic coherence
1

Stage 1
Stage 2
Stage 3
Stage 4

thtes

Stage 5

Topic numbers

Figure 3. Curves of topic consistency at different stages
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Stages Topics-Topic words (some of them)
T1 (search problem algorithm); T2 (particle swarm optimization); T3 (artificial bee colony); T4 (model neural ANN); T5
Stage 1 (power wind energy); T6 (routing ad hoc); T7 (learning system systems); T8 (fuzzy system control); T9 (data clustering min-
ing); T10 (classification image feature);
T1 (planning systems decision); T2 (optimization swarm algorithm); T3 (data learning classification); T4 (artificial bee col-
Stage 2 . .
ony); TS (model forecasting models); T6 (network sensor wireless); T7 (control system power);
T1 (system control systems); T2 (optimization algorithm swarm); T3 (model models ANN  (Artificial Neural Network) );
Stage3 T4 (energy routing network); TS (artificial bee colony); T6 (image feature classification); T7 (data big clustering mining);
T8 (forecasting wind power); T9 (learning deep machine);
T1 (data big mining); T2 (optimization algorithm swarm); T3 (model models ANN); T4 (edge computing cloud); TS (ai
Stage4  artificial clinical); T6 (control system robot); T7 (learning machine deep); T8 (detection fault intrusion); T9 (energy con-
sumption power); T10 (image images classification); T11 (forecasting wind power);
T1 (detection image images); T2 (optimization algorithm swarm); T3 (edge iot computing); T4 (model models prediction);
Stage 5 TS (teaching students english); T6 (ai artificial intelligence); T7 (energy power consumption); T8 (covid chest disease); T9
(learning machine ml); T10 (cancer patients breast); T11 (data big information); T12 (control system robot);
Table 3. Training results of the K-means-NMF model
1.0
topicl - 0.35 0.32 0.26 0.32
topic2-  0.31 0.47 0.34 0.27
0.8
topic3-  0.23 0.33 0.23 0.25 0.24
topic4-  0.35 0.47 0.44
0.6
= topic5-  0.28 0.30 0.36 0.19 0.36 0.38 0.52
&n
<
& topic6-  0.42 0.40 0.27 0.20 0.27 0.46 0.40
0.4
topic7-  0.27 0.41 0.42 0.34 0.47 0.43 0.43
topic8-  0.20 0.27 0.31 0.22 0.44 0.42 0.39
0.2
topic9-  0.22 0.33 1.00 0.23 0.51 0.44 0.34
topicl0-  0.20 0.36 0.46 0.23 0.43 0.31 0.25
' ' i : . - - —0.0
topicl topic2 topic3 topic4 topic5 topic6 topic7
Stage 2

Figure 4. Similarity matrix between Stage 1 and Stage 2

S$1-T7, divided into topics S2-12, $2-T3, $2-T'5, $2-T6, and
S2-T7. Taking the specific meanings of each topic into the
above analysis, we concluded that machine learning systems
(S§1-T7) were fundamental research in the field of intelligent
algorithms, based on which they were divided into optimi-
zation algorithms (S2-T2), classification learning (S2-T3),
model prediction (S2-TS), network sensors (S2-T'6), control
systems (S2-T7) and other topics related to the development
and application of intelligent algorithms; The merging-type

https://dol.org/10.5771/0843-7444-2023-4-257 - am 18

,01.2026, 01:02:06.

topic was exemplified by the topic S4-T1, which was
merged from topics $3-T1, $3-T3, $3-T6, S3-T7,S3-T'8, and
$3-T9. Taking the specific meanings of each topic into the
above analysis, we concluded that the topics of control sys-
tems (S3-T1), artificial neural networks (S3-T3), image fea-
ture classification (S3-T6), big data clustering analysis (S3-
T7), temperature prediction (S3-T8), and deep learning
(53-T'9) were merged into new research topics such as big
data mining and information analytics.
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topicl
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topic3

topic4 -

Stage 2

topic5

topic6 0.25

topic7 0.24

topicl tOpliCS

topic2
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Figure 5. Similarity matrix between Stage 2 and Stage 3
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Figure 6. Similarity matrix between Stage 3 and Stage 4

(2) Topics of disappearance and generation types

The topics of disappearance and generation types, usually
with small proportions and weak evolutionary ability, re-
flect the turnover of research topics in intelligent algo-
rithms. Because the popularity of disappearance-type topics

https://dol.org/10.5771/0843-7444-2023-4-257 - am 18.01.2026, 01:02:06.

tends to decline or even disappear, identifying such topics
can provide a reference for researchers. In this study, the di-
vision-type topic was exemplified by the topic S3-T'S, which
was focused on the research of artificial bee colony algo-
rithms. The artificial bee colony algorithm is a novel global
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Figure 7. Similarity matrix between Stage 4 and Stage 5

optimization algorithm based on swarm intelligence pro-
posed in 2005, whose research fervor has gradually de-
creased since 2018. Emerging-type topics are novel and be-
long to emerging hot topics, reflecting the trend of research
contents in the field of intelligent algorithms with strong
evolutionary ability. In this study, such topics included S4-
TS5, S5-T'8, and S5-T'10, which were mainly related to Al
clinical care (S4-T5), COVID-19 (S5-T8), and cancer treat-
ment (S5-T10). These topics mostly occurred at stage 4 and
stage 5 and are the smart medical and health issues that peo-
ple are more concerned about and studied in the current big
data era.

4.4 Topic evolution paths analysis

As scientific research has progressed, there are links between
the topics of each discipline, both at the same stage and at
different stages. Also, there are changing relationships be-
tween research topics at adjacent stages as technology has
evolved. We drew a Sankey diagram of the topic evolution
in the field of intelligent algorithms according to the simi-
larity between topics, as shown in Figure 8. The Sankey di-
agram visualizes the topic evolution paths in intelligent al-
gorithms at five stages over the last ten years, where nodes
represent topics and lines represent the association of top-
ics. The horizontal perspective of the Sankey diagram can
visually show the types of topic evolution on each path, and
the vertical perspective can clearly show the distribution
and proportion of topics at each stage. By focusing on hor-

https://dol.org/10.5771/0843-7444-2023-4-257 - am 18.01.2026, 01:02:06.

izontal analysis and supplementing it with vertical analysis,
we analyzed the changes in topic contents and topic evolu-
tionary ability in intelligent algorithms.

4.4.1 Topic evolution path recognition

In order to select the important topic evolution paths in in-
telligent algorithms, we used Equation S to analyze the co-oc-
currence of topic clustering results at each stage from the per-
spective of the overall evolution. From the co-occurrence
analysis, we obtained a co-occurrence matrix of size 90*90,
which was converted to Pajek format using Ucinet software
and then imported into VOSviewer software to draw a co-oc-
currence map of topic words. In the results, shown in Figure
9, the color represents the category, and the size of the circle
represents the degree of influence of the topic, meaning the
larger the circle, the greater the influence of the topic word.

In the process of co-occurrence analysis, we selected topic
words with great influence to characterize the topics and fi-
nally identified eight categories. However, among them,
“forecasting” and “prediction” belonged to the applications
of “network,” so these three categories were combined into
one called “network.” In summary, we finally identified six
categories: neural network, classification, clustering system
and system control, algorithm optimization, and intelligent
healthcare. These six categories, with high topic relevance
and impact, usually have the characteristics of sustainability
and growth and are the focus in the field of intelligent algo-
rithms.
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Figure 9. Topic co-occurrence mapping

4.4.2 Topic evolution path analysis

Taking the six categories identified from the topic co-occur-
rence analysis as the main reference, combined with the evo-
lution types, we selected paths with higher importance to
analyze. Finally, we formed five important evolution paths,
as shown in Figure 10.

https://dol.org/10.5771/0843-7444-2023-4-257 - am 18.01.2026, 01:02:06.

(1) The first path is S1-T4(model neural ANN)—S§2-
TS(model forecasting models)—S3-T3(model models
ANN) & S3-T9(learning deep machine)—S4-T3(model
models ANN) & S4-T9(energy consumption power)—S5-
T4(model models prediction). This evolution process is
about neural networks and is an inheritance-type evolution
path, reflecting the heat and importance of neural network
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Figure 10. Path evolution diagram of higher topic importance

development. The main algorithms are ANN (Artificial
Neural Network), CNN (Convolutional Neural Network),
and deep learning networks, mainly for prediction and
recognition.

(2) The second path is S1-T7(learning system systems) &
S1-T8(fuzzy system control)—S2-T7(control  system
power)—S3-T1(system control systems)—S4-T6(control
system robot)—S5-T12(control system robot). This evolu-
tion process, belonging to both merging-type and inher-
itance-type evolution paths, is about systems and system
control. A system can be defined as a set of interconnected
factors that interact and influence each other in a specific
pattern of behavior over time. Therefore, not only specific
systems such as ANIS (Adaptive Neuro-Fuzzy Inference
System) but also process control theory are usually inte-
grated into the research to ensure the proper operation of
the system.

(3) The third path is S1-T9(data clustering mining) & S1-
T10(classification image feature)—S2-T3(data learning
classification)—S$3-T6(image feature classification) & S3-
T7(data big clustering mining)—S4-T'1(data big mining) &
S4-T10(image images classification)—S5-T'1(detection im-
age images) & S5-T'11(data big information). This evolu-
tion process, belonging to both merging-type and division-
type evolution paths, is about classification and clustering.
Among them, classification is mainly studied by images,
while clustering is mainly studied by big data. With the mas-
sive growth of various heterogeneous data, image classifica-
tion and big data mining have become hot research direc-
tions for scholars.
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(4) The fourth path is S1-T2(particle swarm optimiza-
tion)—S2-T2(optimization swarm algorithm)—S3-T2(op-
timization algorithm swarm)—S4-T2(optimization algo-
rithm swarm)—S5-T2(optimization algorithm swarm).
This evolution process is about particle swarm optimization
algorithms and is an inheritance-type evolution path, re-
flecting the heat and importance of the research of particle
swarm optimization algorithms. Particle swarm optimiza-
tion algorithm has the advantages of fast convergence, few
parameters, and simple and easy implementation. It con-
verges to the optimal solution faster than a genetic algo-
rithm for high-dimensional optimization problems. How-
ever, there is also the problem of falling into local optimal
solutions, which becomes a hot direction of scholars' atten-
tion.

(5) The fifth path is S4-T'5(ai artificial clinical)—S5-
Té6(ai artificial intelligence) & S5-T8(covid chest disease) &
§5-T10(cancer patients breast). This evolution process, be-
longing to both inheritance-type and generation-type evo-
lution paths, is about smart healthcare, reflecting the heat
and importance of smart healthcare research at present.
This evolution path focuses on adopting intelligent algo-
rithms or artificial intelligence for paramedicine and medi-
cal decision-making under the background of COVID-19
outbreaks.

In the three stages of 2013-2014, 2015-2016, and 2017-
2018, the number of research topics in intelligent algo-
rithms is small, and most need more attention. Thus, the
evolutionary ability between topics is moderate, and the
evolution types are mainly inheritance-type, division-type,
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and merging-type. As scientific research has continued to
progress, the number of topics has increased, and topics’
evolutionary ability and influence have gradually increased
in 2019-2020. At the same time, the merging and division
between topics have become obvious, and the cross-research
phenomenon among multiple topics gradually enriches the
evolution paths. Notably, new topics have been generated in
2021-2022, which inject new vitality into scientific research
in intelligent algorithms. Few research topics that have ma-
tured at different stages belong to disappearance-type top-
ics. Through an empirical analysis of the field of intelligent
algorithms, the results of this study are found to be in good
agreement with the development and evolutionary process
of intelligent algorithms proposed by scholars Heaton
(2015) and Mahesh (2020), further validating the feasibility
of the method we proposed for recognizing the evolution
paths of literature topics based on K-means-NMF.

5.0 Conclusion

This study proposed a recognition method of measuring lit-
erature topic evolution paths based on K-means-NMF to
meet scientific research needs and policy-making in science
and technology. The innovation points of the proposed
method mainly include topic extraction, the selection of
critical topic paths, and their analysis results.

Firstly, we enhanced the traditional NMF model by com-
bining it with the K-means clustering algorithm to solve the
problems such as the unobvious effect in topic clustering
and the high degree of mixing in clustering results caused by
the situation that the traditional LDA and NMF were con-
fined to the long or short texts. Secondly, we performed the
topic co-occurrence analysis based on the clustering results
to identify important topic categories for recognizing criti-
cal evolution paths to solve the problem of multiple possible
evolution paths in the experiment. Thirdly, the Word2vec
model was adopted to calculate topic word vectors in a se-
mantic context to improve the accuracy of topic association
strength between adjacent stages and then realize the analy-
sis of topic evolution paths at different stages in the field's
life cycle. Finally, to verify the validity of the proposed
model, we conducted an empirical study that adopted the
model to the field of intelligent algorithms.

The results of this paper show that, firstly, the K-means-
NMF model outperforms LDA and NMF in topic extrac-
tion for text. Secondly, the co-occurrence analysis of clus-
tered topics effectively recognizes critical evolution paths.
Thirdly, Word2vec can better measure the relationships and
evolution laws between topics in adjacent stages. Since the
proposed method in this study is an unsupervised approach,
its scientific validity and effectiveness just only be verified
using empirical studies and comparison of the clustering ef-
fect of standard topic models such as LDA and NMF. For
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this, we will further explore how to perform supervised
training based on accurate clustering in the subsequent re-
search.
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