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und des Rates vom 8. Juni 2016 iiber den Schutz vertrau-
lichen Know-hows und vertraulicher Geschiftsinformatio-
nen (Geschéftsgeheimnisse) vor rechtswidrigem Erwerb
sowie rechtswidriger Nutzung und Offenlegung

Richtlinie 2001/29/EG des Européischen Parlaments und
des Rates vom 22. Mai 2001 zur Harmonisierung be-
stimmter Aspekte des Urheberrechts und der verwandten
Schutzrechte in der Informationsgesellschaft

Kiinstliche Intelligenz

Kiinstliches neuronales Netz

Maschinelles Lernen / Machine Learning

Machine Learning as a Service

Natural Language Processing

Text- und Data-Mining

World Intellectual Property Organization

Zudem wird hinsichtlich der Verwendung anderer Abkiirzungen in dieser
Arbeit verwiesen auf Kirchner, Abkiirzungsverzeichnis der Rechtssprache,
9. Auflage 2018.
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