Digitales Wohlbefinden

Die Herausforderung manipulativer Designstrategien und die Rolle der
Corporate Digital Responsibility

Saskia Dorr

1. Prosument*innen — Mitgestalter*innen digitaler Wirtschaft

Die Menschbheit ist heute so vernetzt wie nie zuvor. Etwa 67% aller Menschen weltweit konnen uber das
Internet miteinander kommunizieren. In Deutschland sind es sogar 81% der Bevélkerung, Uber 5 Milli-
arden Menschen verbrachten 2023 weltweit immer meht Zeit auf sozialen Medien. Allein in Deutschland

konnen 44 Millionen iber Facebook erreicht werden.

Digital zu leben, ist die ,,zweite Natur® Menschen — insbesondere der GenZ — geworden. Im
vierten Quartal 2023 verbrachten Online-Nutzer*innen zwischen 16 und 64 Jahren weltweit
durchschnittlich sechs Stunden und 35 Minuten im Internet; in Deutschland lag der Durchschnitt
bei 5 Stunden und 20 Minuten (vgl. DataReportal et al. 2024).

Diese vielen Menschen erstellen in der Zeit online Videos, Bilder, Texte oder Musik und
teilen sie auf digitalen Plattformen, wie YouTube, Instagram oder Blogs. Sie beeinflussen Mei-
nungen und Kaufentscheidungen auf TikTok oder Instagram. Sie bewerten Produkte oder
Dienstleistungen auf Amazon, Yelp oder Tripadvisor. Sie verkaufen Waren auf Online-Markt-
plitzen wie eBay, Etsy oder Amazon oder bieten Dienstleistungen wie Fahrten (z. B. Uber,
Foodora) oder Unterkunft (z. B. AirBnB) an. Sie konsumieren also hiaufig nicht nur, sondern
produzieren digitale Inhalte. Fiir diese Rolle hat sich der Begriff Prosument*in — von englisch

“prosumers” — etabliert.

Prosument*innen treiben durch den Einsatz digitaler Werkzeuge und personlicher Ressour-

cen Innovation und Effizienz voran. Diese Mitgestaltung wird auch als Co-Kreation zwischen
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Unternehmen und Prosument*innen bezeichnet. Daher sind sie in der transaktionsgetriebenen
digitalen Plattformwirtschaft, die wie z. B. sozialen Medien, Online-Marktplatzen, ECommerce-
Plattformen, Vergleichs- oder Bewertungs-Plattformen und an Suchmaschinen, ein entscheiden-

der Produktionsfaktor und Voraussetzung fiir Wachstum (vgl. Diandian et al. 2022).

Zur Betonung ihrer Bedeutung fir die Wertschopfung digitaler Plattformen wird im Text
statt des hiufig tiblichen Begriffs ,,Nutzer*in® der Begtiff ,,Prosument*in verwendet; der Uber-
gang ist flieBend. Die digitale Okonomie schafft direkte Beziehungen und vielfiltige Méglichkei-
ten, um sich einzubringen; Prosument*innen profitieren wirtschaftlich oder durch eine Vergro-

Berung ihrer Einflusssphire.

Bindung und Nutzungsintensitit — nicht nur eine individuelle Entscheidung

Daher ist die Bindung der Prosument*innen an die digitale Plattform und die Erh6hung der Interaktion
entscheidend fiir den Erfolg der Plattform-Anbieter. Plattformen nutzen unterschiedliche Ma3nahmen,

um die Prosument*innen zu binden und in threm Sinne zu steuern:

= Digitales Design: Intuitives Design und Design Pattern férdern den einfachen Zugang und
die regelmiBige Nutzung unter Ausnutzung psychologische Mechanismen.

=  Soziokulturelle Faktoren: Soziale Normen und Erwartungen erhéhen den Druck, aktiv zu
bleiben und Inhalte zu teilen.

= Vertragliche und rechtliche Aspekte: Umfangreiche Nutzungsbedingungen und Datenver-
wendungen machen den Wechsel zu anderen Plattformen schwierig.

= Monopolstellungen und Lock-in-Effekte: Gro3e Unternehmen wie Google, Amazon, Face-
book und Apple dominieren und erschweren den Wechsel.

Obwohl keine Prosument*in gezwungen ist, bestimmte Plattformen zu nutzen, basiert die Bindung nicht

nur auf fretwilligen individuellen Entscheidungen, sondern auf Anreizen, Lock-in-Effekten, psychologi-

schen Mechanismen, sozialen Erwartungen und Marktgegebenheiten. Der Einstieg mag fiir Prosu-

ment*innen freiwillig sein; der Ausstieg ist es oft nicht. Die besondere Rolle, die dem digitalen Design

dabei zukommt, wird im Text niher betrachtet.
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2. Digitales Design und manipulative Design Pattern

2.1 Methoden des digitalen Designs

Mit dem Aufstieg der digitalen Okonomie wurde das Design von Bildschirmen und Nutzer-Interaktio-
nen immer wichtiger. Digitale Plattformen nutzen Designmethoden und -strategien, um die Interaktion
einfach und ansprechend zu gestalten. Die Entwicklung interaktiver Systeme, basierend auf User- Expe-

rience Design und Human-Centered Design, ist zentral in der digitalen Produktgestaltung.
User-Experience Design (UXD) und Human-Centered Design (HCD) sind Methoden zur

prosument*innenzentrierten Gestaltung, die positive Nutzungserfahrungen schaffen sollen.
Apple nutzt diese Methoden seit den 1990er Jahren. User Experience umfasst die ,,kognitiven
und emotionalen Wahrnehmungen von Nutzer[*innen] und deren physiologische und psycholo-
gische Reaktionen auf ein Produkt oder einen Service wihrend der Nutzung sowie die Erwartung

und Vorfreude vor der eigentlichen Anwendung* (Miiller-Prove 2023).

Beim Human-Centered Design steht der Gestaltungsprozess eines Produkts im Mittelpunkt,
wobei die Bediirfnisse aller Interessierten (Stakeholder) einbezogen werden. Dazu gehéren deren
Wiinsche nach Autonomie oder bewussten Entscheidungen. Es wurde an der Stanford University
und bei IDEO zum ,,Design Thinking* weiterentwickelt und in vielen Startups angewendet (vgl.
Vinney 2023). In Deutschland férdert die Hasso-Plattner-Stiftung seit 2007 die Ausbildung in
Human-Centered Design und Design Thinking. Die Begriffe werden oft synonym verwendet.

Diese Methoden wurden entwickelt, um eine reibungslose, intuitive und angenehme Interak-
tion mit digitalen Produkten zu erméglichen. Vertraute Elemente auf Bildschirmen entsprechen
der Nutzungserwartung, geben Orientierung und férdern positive Erlebnisse. ,,Design Pattern® —
Designmuster — unterstiitzen Prosument*innen und Gestalter*innen bei wiederkehrenden De-

signproblemen mit bewihrten Lésungen (vgl. Martin 2020: 28).
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2.2, Angelbaken* fiir Geld, Daten und Aufmerksamkeit

Digitale Plattformen nutzten User-Experience und Human-centered Design gegen deren urspriinglichen
Ziele, um Prosument*innen stirker zu binden und die Nutzung zu intensivieren, wodurch deren Auto-
nomie untergraben wurde. A/B-Tests schufen Nutzungsoberflichen, die das Verhalten der Prosu-

ment*innen im Sinne der Plattform beeinflussen. Diese ,,Angelhaken® (engl. Hooks) verfolgen Ziele wie:

®  Mehr Geld ausgeben als geplant,
* mehr Daten preiszugeben als geplant und/oder
® mehr Aufmerksamkeit und Zeit zu binden als geplant.

Diese Designs wurden durch Tests optimiert, als , bewahrte Designmuster multipliziert und sind heute

weit verbreitet. Beispiele sind:

=  Endloses Scrollen: Kontinuierlich neue Inhalte ohne ILadeaktionen, was die Bildschirmzeit
verlingert und zu Augenbelastung, Schlafstérungen und koérperlicher Inaktivitat fithrt.

*  Benachrichtigungen und Alerts: Push-Benachrichtigungen halten Prosument*innen stindig
auf dem Laufenden und fiihren zu Konzentrationsproblemen und erhéhtem Stress.

®  Soziale Bestitigung: Likes, Kommentare und Shares verstirken das Verhalten durch positive
Riickmeldungen, was zur Abhingigkeit von sozialer Anerkennung und Beeintrichtigung der
mentalen Gesundheit fiihren kann, besonders bei Jugendlichen.

* Belohnungssysteme und Gamification: Punkte, Abzeichen und Fortschrittsanzeigen férdern
Suchtverhalten und verlingern die Nutzungszeit.

" Personalisierte Inhalte: Algorithmen zeigen ansprechende, relevante Inhalte, was die Nut-
zungsdauer erhéht und zur digitalen Abhingigkeit beitragen kann.

*  Automatische Wiedergabe: Autoplay-Funktionen fithren zu lingeren Sitzungen und Binge-
Watching, was negative Auswirkungen auf die physische und mentale Gesundheit haben

kann.

Diese Methoden , tricksen® die Prosument*innen aus und nutzen ihre Verhaltensmuster gezielt aus (vgl.
Narayanan et al. 2020). Ein besonders problematischer Aspekt dieser manipulativen Designs sind die

sogenannten ,,Dark Patterns®.
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2.3 Dark Patterns — Die dunkle Seite des digitalen Designs

Dark Patterns (dt. dunkle Muster) sind manipulative Designs, die Prosument*innen zu Entscheidungen
verleiten, die sie sonst nicht getroffen hitten und die oft nachteilig sind. Diese Taktiken nutzen die psy-
chologische Beeinflussbarkeit der Prosument*innen und zeigen die Macht digitaler Designer und Platt-

formen.

Dark Patterns im Kaufprozess sind gut untersucht. Sie kénnen Frustration, unerwiinschte
Kosten oder unethische Datennutzung verursachen und das Vertrauen untergraben (vgl. Brignull
et al. 2023; Zac et al. 2023). Beispiele fiir Dark Patterns:

= Versteckte Kosten: Versteckte Kosten erscheinen erst im letzten Schritt des Kaufprozesses,
was Frustration und Vertrauensverlust verursacht.

=  Schwierige Abmeldung: Komplizierte Abmeldeprozesse durch versteckte Schaltflichen oder
mehrstufige Prozesse verhindern das Verlassen der Plattform.

= Automatische Anmeldung: Automatische Anmeldung fiir zusitzliche Dienste oder Newslet-
ter ohne bewusste Zustimmung fithrt zu unerwiinschten Informationen.

® Emotionale Manipulation: Emotionale Botschaften, z. B. traurige Avatare, bringen Prosu-
ment*innen dazu, bestimmte Aktionen auszufithren.

= Storer: Werbeanzeigen als normale Inhalte getarnt tiuschen Prosument*innen und verlingern

ihre Verweildauer auf der Plattform.

UX-Design-Mechanismen und Dark Patterns nutzen psychologische Prinzipien, um Prosument*innen-
Engagement und -bindung zu maximieren. Dadurch haben sie die Macht, Verhalten im Sinne der Platt-
form zu beeinflussen. Prosument*innen handeln dann in einer Situation so, dass es ihnen spiter wirt-
schaftlich oder in Bezug auf ihr Wohlbefinden schadet.

3. Einfluss des digitalen Designs auf Wohlbefinden

3.1 Digitales Woblbefinden: Was bedentet das?

Der Begrift , digitales Wohlbefinden® (engl. digital wellbeing) umfasst Entwicklungen rund um Wohlbe-
finden, Gesundheit und Digitalisierung. Er beschreibt die positiven und negativen Auswirkungen digita-

ler Praktiken auf die Emotionen sowie den psychologischen und sozialen Zustand des Einzelnen. Ziel
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ist eine mentale und physische Balance fiir ein ,,gliickliches, bequemes, gesundes und sicheres Leben in
einer digitalen Welt™ (Al-Mansoori et al. 2023).

Prosument*innen sind oft manipulativen Designmustern ausgesetzt, die die Nutzungsinten-
sitdt maximieren. Einige Designs schaffen angenehme Erfahrungen, andere manipulieren das Ver-
halten fur wirtschaftliche Vorteile, was das Wohlbefinden erheblich belastet.

3.2 Belastungen

Beispielsweise versptren Prosument*innen den Drang, ihr Smartphone stindig nach Updates zu Giber-
prifen, was physische, psychische und soziale Belastungen zur Folge hat. Die Zunahme der Bildschirm-
zeit, ununterbrochenes Ansehen mehrerer Episoden einer Serie (Binge-Watching), Ubernutzung sozialer
Medien und stindige Online-Prisenz verstirken diese Belastungen.

Dies kann zu erhShtem Stress, Abhidngigkeit und anderen negativen Folgen fithren, von de-

nen einige im Folgenden dargestellt werden.

Psychische und verhaltensbezogene Belastungen

UX-Design-Mechanismen und Dark Patterns f6rdern durch kontinuierliche Belohnungen und positive
Verstirkung die Freisetzung von Dopamin, was zu suchtihnlichem Verhalten fithren kann. Besonders
effektiv sind unvorhersehbare Belohnungen wie Benachrichtigungen und Likes, die Abhéngigkeit erzeu-
gen (vel. De-Sola Gutierrez et al. 2016; Alter 2017; DAK 2018).

Die stindige Verfiigbarkeit und Informationsflut kann zu kognitiver Uberlastung und Stress
fuhren (vgl. Eppler/Mengis 2020). Soziale Medien verstirken soziale Vergleiche, die das Selbst-
wertgefiihl und allgemeine Wohlbefinden negativ beeinflussen kénnen (vgl. Fardouly et al. 2015).
Mechanismen, die auf sofortige Befriedigung abzielen, verkiirzen die Aufmerksamkeitsspanne

und erschweren die Konzentration auf lingerfristige Aufgaben (vgl. Wilmer et al. 2017).

Karperliche Belastungen

Die Nutzung digitaler Gerite vor dem Schlafengehen stort durch Blaulicht-Exposition die Produktion
von Melatonin und fithrt zu Schlafproblemen (vgl. Chang et al. 2015). Zudem beeintrichtigt die stindige
Erreichbarkeit den Schlaf, da die Erwartung, auf Benachrichtigungen zu reagieren, den Schlaf stért (vgl.
Lin/Zhou 2022).
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Lingere Bildschirmnutzung fihrt zu digitalen Augenbeschwerden wie trockene Augen,
Kopfschmerzen und verschwommenes Sehen (vgl. Rosenfield 2011). Lingere Sitzzeiten erhéhen
das Risiko fiir Gesundheitsprobleme wie Herz-Kreislauf-Erkrankungen und Fettleibigkeit (vgl.
Brodersen et al. 2023).

Soziale Belastungen

UbermiBige Nutzung digitaler Technologien vermindert soziale Kompetenz, Selbstmotivation, emotio-
nale Intelligenz und Empathie und kann zu mehr Konflikten, Aufmerksamkeitsdefizit-/ Hyperaktivitits-
storung (ADHS) und Depressionen fiihren (vgl. Scott et al. 2017). Die Bevorzugung virtueller Interakt-
onen kann zu sozialer Isolation und Beeintrichtigung zwischenmenschlicher Bezichungen fithren (vgl.
Hunt et al. 2018). AuBlerdem kann die tibermifige Nutzung digitaler Medien die Entwicklung und Auf-
rechterhaltung sozialer Fihigkeiten beeintrdchtigen (vgl. Uhls et al. 2017).

Kritiker bemingeln, dass das Forschungsdesign zu ,,digital wellbeing* methodisch schwach
ist und den Nachweis von Ursache-Wirkungs-Beziehungen schuldig bleibt. Weitere Forschung ist

né6tig, um Belastungsursachen und -faktoren wissenschaftlich zu erhirten (vgl. Biichi 2021).

3.3 ,,Digital Detox“ in individueller 1 erantwortung

Die aktuell bevorzugte Losung, um Prosument*innen vor gesundheitlichen Schiden zu schiitzen, ist die
Unterstlitzung bei der individuellen Verhaltenskontrolle. Ein populires Phinomen ist ,,Digital Detox* —
die freiwillige Abstinenz vom Digitalen (vgl. Mariek et al. 2024). Selbstregulierungs-Interventionen wie
Apps erzwingen Social-Media-Pausen oder erméglichen Bildschirmzeit-Kontrolle in iOS und Android
(vgl. Simon 2018).

Etwa ein Drittel der US-Amerikanerinnen macht tiglich zwei Stunden ,,Digital Detox® (vgl.
Civic Science 2022). Allerdings ist bisher unklar, ob diese Interventionen iiberhaupt wirksam sind
und unter welchen Bedingungen sie helfen (vgl. Mariek et al. 2024). Eine britische Studie zeigt
neben positiven Effekten wie héherer Produktivitit auch negative: 16% der Teilnehmerinnen hat-
ten Angst, etwas zu verpassen (,,Fear of Missing Out® FoMo), 15% fihlten sich vetloren und
14% vernachlissigt (vgl. Ofcom 2017).

Betrachtet man die externen Faktoren, die Bindung und Nutzung digitaler Plattformen erho-

hen, und manipulativen Designmuster, wird deutlich, dass digitale Abstinenz als Weg fiir mehr
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Wohlbefinden allein problematisch sein kann. Individuell mag der Wunsch nach ,,Offline*-Zeit
bestehen, doch die Umsetzung ist schwierig bis unmdglich. Das Digitale ist oft tief in Lebensrollen
und wirtschaftliche Faktoren verwoben; der wirtschaftliche Druck der digitalen Geschiftsmodelle
auf Prosument*innen ist gro}. Der Schutz des digitalen Wohlbefindens kann daher nicht allein

dem Individuum aufgebiirdet werden.

3.4 Intensive Internetnutzung: Wachsende Gesundheitsbelastung

Belastungen fiir Wohlbefinden und Gesundheit tragen nicht nur die Betroffenen selbst, sondern auch
die Gesundheitssysteme: Die Krankenkassen beobachten seit einigen Jahren eine wachsende Gesund-
heitsbelastung durch intensive Internetnutzung.

Auch wenn Ursache-Wirkungs-Beziehungen noch nicht vollstindig erforscht sind, zeigen
Krankenkassen-Reports einen klaren Trend, der zur Handlung ermahnt. Eine Studie der Techni-
ker Krankenkasse (2021) zeigt, dass intensive Internetnutzung mit einem schlechteren allgemei-
nen Gesundheitszustand vieler Menschen in Deutschland einhergeht. Vielsurfer, die tiglich finf
Stunden oder mehr online sind, berichten zu 21% von einem schlechteren allgemeinen Gesund-
heitszustand, verglichen mit nur 9% bei kirzerer Nutzungsdauer. Diese Gruppe zeigt zudem ver-
mehrt Anzeichen von Nervositit (38%) und depressiven Symptomen (40%). Konzentrationssto-
rungen (30%), Erschépfung (36%) und Midigkeit (34%) sind ebenfalls hiufige Beschwerden.
Besonders auffillig ist, dass bei intensiver Internetnutzung das Risiko steigt, linger online zu blei-

ben als geplant und sich stirker von anderen Aktivititen ablenken zu lassen.

Die Behandlung von Erkrankungen wie Riicken- und Nackenschmerzen sowie stressbeding-
ten psychischen Stérungen fithrt zu erheblichen Kosten fiir das Gesundheitssystem. Laut einer
Studie der Techniker Krankenkasse 2021 stiegen die Ausgaben fiir stressbedingte Gesundheits-
probleme kontinuierlich an. Zu den Ursachen fiir steigenden Stress gehdren auch stindige Er-
reichbarkeit durch Handy, Facebook und Co. Der Anstieg von Erkrankungen belastet zudem die
Wirtschaft durch Verringerung der Produktivitit (vgl. DAK 2024).

Damit wird deutlich, dass die gesundheitlichen Belastungen mit verursacht durch intensive
Internetnutzung keine Einzelfille sind oder nur bestimmte gesellschaftliche Gruppen einschlie-
Ben. Im Gegenteil: Die breite Bevolkerung ist mit erheblichen Konsequenzen fiir das Gesund-

heitssystem betroffen.
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4. Menschenzentrierung — neu zu denken

4.1 Ethik im digitalen Design: Unternehmerische Verantwortung fiir nene Wege

Utspriinglich sollten menschenzentrierte Designpraktiken die Autonomie der Prosument*innen stirken
und ihre Bediirfnisse in den Vordergrund stellen. Diese Ansitze zielten darauf ab, die Erfahrungen und
Entscheidungen der Prosument*innen bei der Interaktion mit digitalen Services zu verbessern. Unter
dem Druck wirtschaftlicher Interessen haben sich diese Praktiken jedoch in eine problematische Rich-
tung entwickelt. Methoden, die einst zur Stirkung gedacht waren, werden nun genutzt, um Verhalten zu
manipulieren und wirtschaftliche Vorteile zu erzielen. Wenn dieser Trend aufgehalten werden soll, muss

Menschenzentrierung im digitalen Design neu gedacht werden.

Noch ist unklar, wie viel und welche Art der digitalen Interaktion fiir eine mentale und phy-
sische Balance sorgen. Viele Hinweise deuten darauf hin, dass manipulative Designmuster und
Dark Patterns diese Balance zerstéren und individuell schidigen kénnen. Digitale Designer*innen
verfigen daher tiber michtige Werkzeuge, die sie verantwortungsvoll einsetzen sollten (vgl. Jais-
wal 2018). Campbell-Dollaghan (2016) spricht von einem neuen Zeitalter, in dem Designmuster
nicht als Werkzeuge zur Manipulation genutzt werden sollten. Sie betont, dass das Thema kom-
plexer ist als das traditionelle Paradigma von ,,Problem und Lésung® und eine engere Zusammen-
arbeit zwischen Designer*innen und Nutzer*innen erfordert, um eine ethische Grundlage zu
schaffen.

Anpassungen im digitalen Design gehen mit Verdnderungen oder sogar Einschrinkungen in
der (gelernten) Nutzung oder Nutzbarkeit einher. Neue digitale Designmuster miissen gemeinsam
mit Prosument*innen entwickelt werden, damit sie sowohl (nachweislich) férderlich fiir das
Wohlbefinden sind als auch als funktional und ansprechend wahrgenommen werden. Es kénnte
sich um aufwindige und zeitintensive Entwicklungsprozesse handeln.

Doch selbst wenn dieser Prozess erfolgreich verliefe, wiren die Einflussmoglichkeiten digi-
taler Designer*innen eingeschrinkt, da sie in der Regel im Auftrag von Unternehmen arbeiten.
Ohne die Unterstitzung der Plattform-Unternehmen, ihre Verantwortung im Bereich des digita-
len Designs fiir Wohlbefinden stirker und umfassender wahrzunehmen als bisher, wire eine Um-

setzung kaum méglich. Verpflichtungen zu Transparenz, Einhaltung ethische Design-Regeln und
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unternehmerischer Verantwortung sind entscheidend, um ein menschenzentriertes digitales De-
sign zu foérdern. Auch geschiftliche Anwender von Plattformen tragen zur Verbreitung schadli-
cher Designmuster insbesondere in Marketing, Produktmanagement und Kommunikation bei
und wiren aufgefordert ihre Verantwortung fir digitales Wohlbefinden zu reflektieren und sich

fiir ein nachhaltigeres Unternehmenshandeln zu engagieren.

Die erfordert neben ethischer Reflexion auch konkrete Vereinbarungen zur unternehmeri-
schen Verantwortung, insbesondere in. Ohne ein gemeinsames Verstdndnis der Risiken und Ziele
fiir das Wohlbefinden wird eine Riickbesinnung auf die urspriinglichen Ideen des menschen-

zentrierten Designs kaum gelingen.

Die kritische Auseinandersetzung mit der Ambivalenz digitaler Designs zeigt, dass Unterneh-
men die Wirkungen ihrer digitalen Plattformen und Services ernst nehmen sollten. Dies nicht zu
tun, riskiert ihre ,,soziale Lizenz®. Der Begriff steht fiir die gesellschaftliche Zustimmung und
Legitimitit, die ein Unternehmen erhalten muss, um bestimmten Zwecken in seinen Geschifts-
bereichen einsetzen zu dirfen. Es handelt sich dabei nicht um formelles Dokument, sondern um
einen Vertrauensvorschuss, den Unternehmen durch konsistentes, vertrauenswirdiges Verhalten
und den angemessenen Umgang mit ihren Stakeholdern erlangen kénnen. Unternehmen wiirden
dann an die urspriingliche Idee der Menschenzentrierung im digitalen Design ankntipfen, sie wei-

terentwickeln und neu denken.

4.2 Corporate Digital Responsibility (CDR)

Um Vertrauen von Stakeholdern und die ,,soziale Lizenz® zu erhalten, hat sich Corporate Digital Respon-
sibility, die unternehmerische Verantwortung im Digitalzeitalter, seit einigen Jahren als Strategie fiir eine
nachhaltige und faire Digitalisierung entwickelt. Sie umfasst Praktiken und Verhaltensweisen, die Unter-
nehmen unterstiitzen, digitale Technologien sozial, wirtschaftlich und 6kologisch verantwortungsvoll zu
nutzen (vgl. Dérr et al. 2021). CDR geht iiber die technische Orientierung der Digitalethik, Datenethik
oder KI-Ethik hinaus und wendet CR-Management-Methoden auf den digitalen Bereich an (vgl. Essel-
mann/Brink 2016).

CDR basiert auf freiwilligen Selbstverpflichtungen von Unternehmen, die neben wirtschaft-
lichen Zielen auch die Interessen gesellschaftlicher und umweltbezogener Stakeholder bertick-

sichtigen und tber gesetzliche Anforderungen hinausgehen (vgl. CDR-Initiative 2024). Durch
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eine strategische Verankerung von CDR-Prinzipien kénnen Unternehmen Wettbewerbsvorteile
erzielen. Sie tragen zur Entwicklung eines gesunden digitalen Okosystems bei, das Vertrauen der
Nutzer*innen stirkt und eine digitale Transformation zum Wohl von Mensch, Gesellschaft und
Umwelt vorantreibt (vgl. Esselmann et al. 2020).

Anerkannte Handlungsfelder der CDR sind beispielsweise Schutz der Privatsphire von Pro-
sument*innen, Sicherstellung, der Zuginglichkeit und Nutzbarkeit digitaler Services, Entwicklung
und Einsatz von KI, die ethischen Grundsitzen entspricht und keine Vorurteile oder Diskrimi-
nierungen verstirkt oder Minimierung des 6kologischen Fuf3abdrucks von IT-Infrastrukturen
(vgl. Dorr 2020; Herden et al. 2020; CDR-Initiative 2024).

In einem sich dynamische entwickelnden technologischen Umfeld, kann CDR dazu beitra-
gen, Regelungslicken als ,,Soft Law® zu schlieBen. Soft Law meint Empfehlungen oder Leitlinien,
die das Verhalten von Akteuren beeinflussen und normativen Charakter besitzen. Unternch-
mensallianzen oder Branchenteile agieren als proaktive Gestalter, indem sie sich zur Schaffung
von ,,Soft Law* zusammenschlieBen und Standards zur nachhaltigen und ethischen Digitalisie-
rung selbst regulieren (vgl. Dorr 2020: 195 f£)).

4.3 Digitales Woblbefinden in der CDR

Die unternehmerische Verantwortung fiir digitales Wohlbefinden wird regelmiBig im Kontext der CDR
diskutiert. Im Folgenden werden einige wesentliche Publikationen, Modelle und Leitlinien genannt, die
auf digitales Wohlbefinden eingehen:

= Modell von Herden et al. (2020) betont die Bedeutung digitalen Wohlbefindens im sozialen
Bereich und fordern Unternehmen auf, ihre Nutzer*innen zu unterstlitzen, das richtige
Gleichgewicht bei der Nutzung digitaler Produkte zu finden. Sie sollen verantwortungsvolle
Nutzung férdern und sicherstellen, dass die Technologie es den Nutzern ermdglicht, mit der
realen Welt verbunden zu bleiben.

®= CDR Building Bloxx des BVDW: Ein ,,Bloxx“ des Bundesverbands der Digitalen Wirtschaft
(BVDW) definiert digitales Wohlbefinden als ,,den positiven Beitrag der Digitalisierung zum
personlichen Wohlbefinden und der individuellen Entwicklung von Menschen.” (BVDW
2024) Dabei wird es explizit von Digital Health abgegrenzt, das sich auf technologiebasierte
Gesundheitsversorgung konzentriert (vgl. ebd.).
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= CDR-Manifesto: Das internationale CDR-Manifesto umfasst sieben Prinzipien. Es fihrt die
Forderung des digitalen Wohlbefindens im Prinzip ,,Férderung des gesellschaftlichen Wohl-
ergehens® auf. Dies umfasst den Schutz der Gesellschaft vor schidlichen Folgen digitaler
Produkte und Dienstleistungen (vgl. Dorr et al. 2021).

=  Digital Responsibility Goals (DRG): ,,Menschliches Handeln und Integritit™ ist eines der sie-
ben DRG-Ziele, die die Sustainable Development Goals (SDG; 17 Ziele) erginzen sollen.
Ein Unterziel bezieht sich auf digitales Wohlbefinden und besagt, dass digitale Technologie
nur zum Nutzen des Einzelnen und der Menschheit eingesetzt werden und das Wohlergehen
tordern darf (vgl. Identity Valley 2024).

= Design fiir mehr Menschlichkeit: Dorr (2020) beschreibt die Notwendigkeit, digitale Produkte
und Dienstleistungen so zu gestalten, dass sie das Wohlbefinden der Prosument*innen foz-
dern und die menschlichen Grundbediirfnisse nach sozialer Interaktion, Ruhe und Ausgegli-
chenheit respektieren. Dies zielt darauf ab, digitale Technologien ethisch und sozial verant-
wortungsvoll zu entwickeln.

®= CDR-Kodex der CDR-Initiative: Die teilnehmenden Unternehmen verpflichten sich zum
Prinzip der Menschenzentrierung, d. h. den Menschen bei der Entwicklung und dem Einsatz
technischer Systeme in den Mittelpunkt zu stellen. Technologische Innovationen sollten nicht
nur auf Effizienz und Profitabilitit ausgerichtet sein, sondern auch darauf, das Leben der

Menschen zu verbessern (vgl. CDR-Initiative 2024).
Die verschiedenen Ansitze zu digitalem Wohlbefinden zeigen die thematische Bedeutung fiir digitalen

Unternehmensverantwortung. Sie sind sich einig, dass Unternehmen und technologische Innovationen

das Wohl der Prosument*innen férdern und schidliche Auswirkungen minimieren sollen.

Trotz aller Facetten besteht ein gemeinsames Verstindnis darin, dass digitale Produkte und
Dienstleistungen im Sinne der Prosument*innen menschenzentriert gestaltet werden sollten, um
deren Wohlbefinden zu verbessern. Ein weiterer gemeinsamer Aspekt ist die Betonung, dass di-
gitale Technologien die Verbindung zur realen Welt nicht unterbrechen sollten, um das soziale

Wohl der Prosument*innen zu unterstiitzen.

CDR ist ein sich entwickelndes Managementgebiet, das die zunehmenden Erkenntnisse zu
physischen, psychischen und sozialen Belastungen des individuellen und kollektiven digitalen
Wohlbefindens durch digitales Design verstirkt aufgreifen sollte. Die CDR-Forschung und -Ma-

nagementpraxis konnten dazu beitragen, wirksame Instrumente zur Umsetzung bereitzustellen.
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5. Forderung von digitalem Wohlbefinden als digitale Verantwortung

5.1 Unterschiedliche Aktenre — gemeinsames Engagement

Um digitales Wohlbefinden zu f6rdern, missen Designer, Unternehmen und Regulierungsbehérden zu-
sammenarbeiten. Eine kollektive Anstrengung ist nétig, um sicherzustellen, dass digitale Technologien
und Plattformen das Wohlbefinden der Prosument*innen unterstiitzen. Dies kann durch ethische De-
signrichtlinien, Aufklirung und die Schaffung einer transparenten, prosument*innenfreundlichen digjta-
len Umgebung erreicht werden. Nur so kann ein digitales Okosystem entstehen, das die Gesundheit und
das Wohlbefinden der Prosument*innen in den Mittelpunkt stellt und zugleich innovative und wirt-
schaftlich erfolgreiche Losungen bietet (vgl. Abbildung 1).

Prosument*innen

Digital
Wellbeing

Plattform-

Regulierun
Unternehmen €9 =g

ABBILDUNG 1: AKTEURE DES DIGITALEN WOHLBEFINDENS
(QUELLE: EIGENE ABBILDUNG)

Prosument*innen sollten manipulative Designmuster kennen und sich der méglichen Belastungen be-
wusst sein. Sie sollten Maf3nahmen zur Férderung ihres digitalen Wohlbefindens ergreifen, wie ,,Digital
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Detox“-Strategien, regelmiflige Pausen von digitalen Geriten und die Nutzung von Apps zur Begren-
zung der Bildschirmzeit. Diese individuellen Bemithungen sind wichtig, aber nicht ausreichend, um die
umfassenden Einfliisse der digitalen Welt auf Gesundheit und Wohlbefinden zu kontrollieren. Oft er-
kennen Prosument*innen die Risiken nicht.

Digitale Unternehmen und Plattformbetreiber tragen eine erhebliche Verantwortung fiir das
digitale Wohlbefinden ihrer Prosument*innen. Sie gestalten die Interaktionsmechanismen, die auf
Bindung und Interaktivitit ausgelegt sind, und kénnen somit das Nutzungsverhalten stark beein-
flussen. Durch ethische Design-Features kénnen sie positive Nutzungsmuster férdern. Oft wird
jedoch die Prosument*innen-Bindung priorisiert, was die Einfihrung von Mafinahmen zur Nut-

zungsbegrenzung erschwert (vgl. Anderson/Jiang 2018).

Digitale Designer*innen und Design-Agenturen sind fir die Entwicklung ethischer Designs
verantwortlich (vgl. Jaiswal 2018). Sie sollten darauf achten, dass ihre Gestaltung die Gesundheit der
Prosument*innen unterstiitzt und keine manipulativen Dark Patterns verwendet. Initiativen fiir ethi-
sches digitales Design, wie das Ethical Design Network, das Designer iiber ethisches Design infor-
mieren und bilden weiter. Tools wie der Ethics Canvas, der Ethical Explorer oder der Digital Ethics
Compass unterstiitzen ethische Gestaltung (vgl. D6rr 2022; Danish Design Center 2024). Der An-
satz des ,,Value Sensitive Design® legt Grundlagen fir die Berticksichtigung menschlicher Werte im
Technologiedesign (vgl. Friedman et al. 2006). Oft stehen Designer unter Druck, das Engagement

zu maximieren, was ethische Prinzipien in den Hintergrund dringen kann.

Regulierer und Gesetzgeber spielen eine entscheidende Rolle beim Schutz des digitalen
Wohlbefindens. Sie missen Vorschriften einfihren und durchsetzen, die Prosument*innen vor
Schaden bewahren. Die regulatorische Kontrolle gegen Dark Patterns hat weltweit zugenommen,
insbesondere in den USA, der EU und dem Vereinigten Konigreich (vgl. Womble Bond Dickin-
son 2023). Die Europdische Union hat Initiativen wie den Digital Services Act (DSA) ergriffen,
der Dark Patterns reguliert und die Fihigkeit der Prosument*innen, autonome und informierte
Entscheidungen zu treffen, schiitzt (vgl. Cooper et al. 2023). Wiahrend wirtschaftlich schidliche
Designmechanismen bereits im Visier der Regulierung stehen, wird der Einfluss auf das Wohlbe-

finden bisher weniger beachtet.

Die Verantwortung fiir digitales Wohlbefinden liegt bei allen Beteiligten. Unternehmen, Re-
gulierer und Designer miissen gemeinsam daran arbeiten, schidliche Mechanismen zu minimieren

und ein gesundes digitales Umfeld zu schaffen.
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5.2 Strategien und Herausforderungen fiir Unternehmen

Unternehmen, die ihre Verantwortung fiir digitales Wohlbefinden von Prosument*innen ernst nehmen,

setzen gezielte Mainahmen um, um negative negativen Auswirkungen digitaler Praktiken auf die Emo-

tionen sowie den psychologischen und sozialen Zustand des Einzelnen zu mindern und positive Aus-

wirkungen zu erhohen. Sie versetzen Prosument*innen in die Lage autonome und bewusste Nutzungs-

entscheidungen zu treffen. Eine umfassende CDR-Strategie miisste daher klare Richtlinien entwickeln,

die sicherstellen, dass digitale Produkte und Dienstleistungen physisch, psychisch und sozial férderlich

fir das Wohlbefinden sind. Im Folgenden werden einige mdgliche Ma3nahmen und Initiativen beispiel-

haft zur Umsetzung vorgeschlagen:

»Designed for wellbeing* als Produktqualitit: Unternehmen verpflichten sich selbst physi-
sche, mentales und soziales Wohlbefinden der Prosument*innen, Nutzer*innen oder
Kund*innen als Qualititsmerkmal im digitalen Design zu berticksichtigen. Entsprechende
Prinzipien zum ethischen und fairen digitalen Design werden gemeinsam mit Agenturen ent-
wickelt und ihre Umsetzung vereinbart.

Transparente und faire Designs: Prosument¥innen werden klar und verstindlich Gber die
Funktionsweise und die moglichen Auswirkungen von Design-Mechanismen informiert,
z. B. durch Hinweise auf die Nutzung von Design Patterns. Funktionen wie automatische
Wiedergabe oder personalisierte Benachrichtigungen kénnen standardmiBig deaktiviert sein.
Prosument*innen mussen aktiv zustimmen, bevor solche Funktionen aktiviert werden.
Verzicht auf manipulative Designpraktiken (Dark Patterns): Der Prozess zum Abmelden von
Diensten oder Kiindigen von Abonnements wird einfach und prosument*innenfreundlich
gestaltet. Ein-Klick-Abmeldungen und klare Anweisungen sorgen fiir Transparenz und Ver-
trauen. Alle anfallenden Kosten werden frithzeitig und deutlich angezeigt. Uberraschende
Gebiihren und versteckte Kosten werden vermieden. Auf den Finsatz von Confirmshaming
und anderen manipulativen Botschaften wird verzichtet. Prosument*innen sollen frei ent-
scheiden kénnen, ohne sich emotional unter Druck gesetzt zu fihlen.

Foérderung der digitalen Selbstbestimmung: Prosument*innen kénnen leicht entscheiden, wie
personalisierte Inhalte angezeigt werden. Sie haben die Kontrolle tiber die Algorithmen, die
ihre Inhalte kuratieren. Von Kiinstlicher Intelligenz erzeugte Inhalte werden gekennzeichnet.

Unternehmen legen besonderen Wert auf den Schutz der persénlichen Daten der Prosu-
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ment*innen. Transparente Datenschutzrichtlinien und einfache Opt-out-Optionen fir Da-
tenverarbeitung sorgen fiir Vertrauen.

*  Férderung gesunder Nutzungsmuster: Integrierte Tools zur Uberwachung und Begrenzung
der Bildschirmzeit helfen Prosument*innen, ihre Nutzung zu kontrollieren. Prosument*innen
kénnen tigliche Limits festlegen und erhalten Benachrichtigungen, wenn diese tiberschritten
werden. Regelmil3ige Pausen werden durch Erinnerungen geférdert. Nach einer bestimmten
Nutzungsdauer wird der Prosument*innen daran erinnert, eine Pause einzulegen und sich zu
bewegen. Prosument*innen wird es leicht gemacht, fiir bestimmte Zeiten nicht erreichbar zu

sein, ohne das Gefiihl haben zu missen, etwas zu verpassen.

Prosument*innen und ihre co-kreativen Beitrige auf transaktionalen Plattformen sind das Fundament
des Erfolgs der digitalen Okonomie. Obwohl sie davon profitieren, tragen sie unverhiltnismiRig die
,»I<osten® in Form von Belastungen fiir thr physisches, psychisches und soziales Wohlbefinden. Digitale
Unternehmen tragen die Verantwortung, menschenzentrierte Designs entsprechend der urspriinglichen

Ideen zu schaffen.

Sie sollten sich dieser Herausforderung bewusst sein und kontinuierlich in die Verbesserung
und Anpassung ihrer digitalen Services und Designs investieren. Dies erfordert nicht nur Innova-
tion, sondern auch ein tiefes Verstindnis fur die Bedurfnisse und Verhaltensweisen der Prosu-
ment*innen in verschiedenen Rollen. Entscheider*innen in Unternehmen, digitale Gestalter*in-
nen und weitere Akteure sind eingeladen, gemeinsam mit Wissenschaftler*innen an Lésungen zu
arbeiten, die das Wohl der Prosument*innen in den Mittelpunkt stellen und eine nachhaltige di-

gitale Zukunft ermdglichen.
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