Wie Maschinen denken

THOMAS HAINSCHO

In der Dokumentation Technocalyps (2006) stellt Joseph M. Rosen, Profes-
sor of Surgery sowie Adjunct Professor of Engineering, das Problem einer
Rede von denkenden Maschinen deutlich dar:

At first we say that if a computer could play chess, then it will think like us. And
then we get a computer to play chess and we say that is really not thinking. And the
answer is that we don’t really know what thinking is. I would argue that machines
do a pretty good job right now at thinking. And they don’t do as good a job at creat-
ing, although we don’t really know what creating is. And they don’t do as good a job
at having a soul, but we don’t really know what a soul is. But when we can define it,
they do a pretty good job at doing it. (TECHNOCALYPS: 2006, Interview with Joseph
M. Rosen, 21m24s)

Um zu entscheiden, ob eine bestimmte Maschine so etwas wie Gedanken
hat oder nicht, sowie bei dem Urteil dariiber, ob Maschinen iiberhaupt den-
ken kénnen, muss man sich der Frage dieses Sammelbands stellen: Was ist
das Denken? Dariiber hinaus stellt sich noch die Frage, was eine Maschine
ist, etwa in Abgrenzung zum Menschen, zum Tier oder zur unbelebten Na-
tur. Werden Definitionen des Denkens gegeben, die Schritt fiir Schritt be-
schreiben, was beim Denken passiert, dann konnen Maschinen gebaut — das
heiflt Computerprogramme geschrieben — werden, die Denkvorgénge ge-
méf diesen Definitionen simulieren. Allerdings tritt angesichts der Simula-
tion von Denkvorgdngen héufig die von Rosen angesprochene Enttdu-
schung auf. Denksimulationen scheinen nur einen eingeschrinkten Bereich
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des Denkens zu erfassen und das Phanomen des Denkens entzieht sich sei-
ner Festlegung: We say that is not really thinking.

Ich mochte im Folgenden beschreiben, zu welchen Operationen Ma-
schinen fahig sind und inwiefern diese Operationen als Denken verstanden
werden konnen. Im ersten Teil méchte ich den Begriff der Maschine kldren
und einen Begriff des Denkens nach ihrem Vorbild herausarbeiten. Im
zweiten Teil mochte ich Konsequenzen nennen, die entstehen, wenn ein
Begriff des Denkens, der nach dem Vorbild der Maschine gebildet ist, fiir
die Erklarung des menschlichen Denkens herangezogen wird.

DENKENDE MASCHINEN

Unterscheidung von Mensch und Maschine —
Imitation-Games und Turing-Tests

Einer der bekanntesten Versuche, zu entscheiden, ob Maschinen denken
konnen, stammt von Alan M. Turing. Einleitend in seinem Aufsatz Compu-
ting Machinery and Intelligence (1950) lehnt Turing allerdings die Behand-
lung der Frage, ob Maschinen denken konnen, ab. Eine Antwort auf diese
Frage bediirfte einer umfassenden Begriffskldrung und anstatt sich an Defi-
nitionen der Begriffe ,Maschine® und ,Denken‘ zu versuchen, schligt
Turing vor, die Frage durch eine andere zu ersetzen. Er entwirft eine Ver-
suchsanordnung — das Imitation-Game —, die entscheiden soll, ob Maschi-
nen denken konnen oder nicht.

Im Imitation-Game unterhalten sich eine Fragestellerin bzw. ein Frage-
steller C schriftlich ohne Sicht- oder Horkontakt mit einem Mann A und ei-
ner Frau B. Die Aufgabe von C ist es, herauszufinden, wer von den beiden
anderen teilnechmenden Personen P und P> der Mann A, und wer die Frau
B ist. Das einzige Hilfsmittel dafiir sind schriftliche Antworten von A und
B auf schriftliche Fragen von C. Diese Fragen kann C beliebig an P; und P2
stellen. Das Ziel von A ist es, C davon zu {iberzeugen, dass er die Frau sei.
Das Ziel von B ist, C davon zu iiberzeugen, dass sie die Frau sei. Die
Kommunikation verlduft ausschlieBlich schriftlich, das ideale Setting fiir
das Imitation-Game wire ein Teleprinter, sodass fiir C keine Riickschliisse
tiber die Handschrift moglich sind. (Vgl. Turing 1950: 434)

14.02.2026, 09:55:07.


https://doi.org/10.14361/9783839431566-009
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

WIE MASCHINEN DENKEN | 199

Nach Schilderung des Ablaufs und der Ziele schldgt Turing eine modi-
fizierte Version des Spiels vor, bei dem eine Maschine an die Stelle des
Mannes A tritt. Diese Verdnderung des Spiels stellt die Grundlage fiir den
sogenannten Turing-Test dar, jenem nach Turing benannten Experiment,
anhand dessen entschieden werden soll, ob ein Computer denken kann oder
nicht. Turing (1950: 434) stellt die Frage: ,,Will the interrogator decide
wrongly as often when the game is played like this as he does when the
game is played between a man and a woman?“ Mit dieser Frage soll die ur-
spriingliche Frage, ob Maschinen denken konnen, ersetzt werden. Aus
Turings Aufsatz geht nicht hervor, ob es sich bei dem modifizierten Imita-
tion-Game um ein Frage-Antwort-Spiel handelt zwischen (1) einem Men-
schen und einer Maschine, die vorgibt, ein Mensch zu sein, oder zwischen
(2) einer Frau und einer Maschine, die vorgibt, eine Frau zu sein. Ein Grof3-
teil der Rezeption vertritt die erste Interpretation (vgl. Oppy & Dowe
2011).

Dem modifizierten Imitation-Game geht keine Begriffsanalyse des
Denkens voraus und es handelt sich um kein Verfahren, das Denkféhigkeit
von bestimmten mentalen Phdnomenen abhédngig macht. Vielmehr schlagt
Turing vor, dass es keinen Anlass dafiir gibt, sich ldnger den Kopf iiber die
Denkféhigkeit von Maschinen zu zerbrechen, wenn einer Maschine die
Tauschung — die Imitation — gelingt und sie aus Sicht von C das erfiillt, wo-
fiir Denken eine notwendige Voraussetzung ist.

Im Vergleich zu kognitionswissenschaftlichen Experiment-Designs ist
das Imitation-Game erstaunlich ungenau. Stiitzt man sich auf Turings ,,own
beliefs in that matter* (Turing 1950: 442), lassen sich allerdings implizite
Testbedingungen formulieren: Er glaubt, dass am Ende des 20. Jahrhun-
derts die Wahrscheinlichkeit p fiir das richtige Urteil einer bzw. eines
»average interrogator* nach fiinf Minuten Befragung p < 0,7 sei, das heift,
dass dem Computer in mehr als 30% der gespielten Imitation-Games die
Tauschung gelingen muss, um zu gewinnen. Fiir einen tatsdchlich durchge-
fiihrten Test miissen trotzdem noch zahlreiche Ergénzungen zu Turing vor-
genommen werden: Beispielsweise ldsst er offen, ob der Fragestellerin
bzw. dem Fragesteller eingegebener Text erhalten bleibt, ob die menschli-
che, Fragen-beantwortende Person bestimmte Gebote oder Verbote hat
(zum Beispiel, dass sie nicht schweigen oder selbst Fragen stellen darf),
und schlieBlich auch, wie die Fragestellerin bzw. der Fragesteller urteilt:
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Wie werden Gliickstreffer verhindert; muss die Entscheidung begriindet
werden; ist es auch moglich, mit Ich weif3 es nicht zu antworten etc.

Eine Kritik des Turing-Tests ist nicht das Thema dieses Texts, ich
mochte aber darauf hinweisen, dass ungeachtet dieser Probleme seit der
Ver6ftentlichung von Computing Machinery and Intelligence vor rund 65
Jahren zahlreiche Turing-Tests in verschiedenen Varianten durchgefiihrt
worden sind, und immer wieder verkiindet wurde, dass ein Computerpro-
gramm den Turing-Test bestdnden hdtte und Maschinen ab sofort denken
konnen. Zuletzt erregte ein Turing-Test, der 2014 an der Royal Academy in
London durchgefiihrt wurde, mediale Aufmerksamkeit (vgl. Warwick &
Shah 2015). 30 Fragesteller innen fiihrten fiinf jeweils fiinf Minuten lange
Gespriache mit flinf verschiedenen Chat-Bots sowie einem jeweils anderen
Menschen. Bei einem der fiinf Chat-Bots konnten zehn der 30 Fragestel-
ler_innen nicht zwischen menschlichen Antworten und den Antworten des
Computerprogramms unterschieden, das heiflt 33% der Zuordnungen waren
falsch. Warwick und Shah (2015: 15f.) haben sich an Turings 30%-Grenze
orientiert und meinen, dieser Test sei zugunsten der Maschine ausgegan-
gen. Sie weisen allerdings auch auf Schwierigkeiten hin, richtige und fal-
sche Identifikationen in einem Turing-Test auszuwerten: In dem beschrie-
benen Test wurden von den zehn als Fehlinterpretationen gedeuteten Frage-
Antwort-Spielen die Antworten des Chat-Bots in sechs Fillen fiir mensch-
liche Antworten gehalten und in vier weiteren Féllen waren sich die Frage-
steller_innen unklar dariiber, ob die Antworten von einem Menschen oder
einer Maschine stammen. Jene Félle, in denen die Antworten der menschli-
chen Versuchsteilnehmer innen fiir die Antworten der Maschine gehalten
wurden, sind in den zehn als Fehlinterpretationen gedeuteten Frage-
Antwort-Spielen nicht mitgezahlt.

Maschinendenken —
Universalrechner und Turingmaschinen

Es gilt heute als selbstverstindlich, dass Computer die einzige Art von Ma-
schine sind, die das Imitation-Game spielen kdnnen. Mitte des 20. Jahrhun-
derts war dieser Umstand noch kldrungsbediirftig und Turing (1950: 436)
schreibt, dass Digitalrechner — ,.digital computers®, einleitend auch als
,electronic computer” bezeichnet — dazu in der Lage sind, am Spiel teilzu-
nehmen. Seine vorangegangenen Schriften 1dsst er dabei unerwéhnt, ob-

14.02.2026, 09:55:07.


https://doi.org/10.14361/9783839431566-009
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

WIE MASCHINEN DENKEN | 201

wohl das Modell, das er fiir Digitalrechner vor Augen hatte, zweifelsohne
die sogenannte Turingmaschine war. Ich mdchte im Folgenden zwei mogli-
che Griinde fiir Turings Einfiihrung von Digitalrechnern geben.

Erstens nehme ich an, dass es Turing wichtig war, eine konstruierbare
Maschine in das Imitation-Game einzufiihren. Die Turingmaschine ist ein
theoretisches Modell, mit ihr wire das Imitation-Game nur als Gedanken-
experiment moglich, und ich denke, dass sich Turing das Imitation-Game
als tatsdchlich durchfithrbares Experiment vorgestellt hat. Er nennt Kon-
struktionsbedingungen fiir Imitation-Game-Maschinen (vgl. Turing 1950:
435f.) und erwidhnt spéter im Text auch die ,,Manchester machine® (Turing
1950: 441), einen digitalen GroBrechner der University of Manchester, an
dessen Entwicklung er seit 1948 beteiligt war (vgl. Hodges 2014: 471ff.).

Der zweite Grund liegt in einer moglichen Analogie zwischen dem be-
schriebenen Aufbau des Digitalrechners und dem menschlichen Gehirn. Es
ist nicht abwegig anzunehmen, dass Turing in dieser Rechnerarchitektur ei-
ne Analogie zu seiner Vorstellung des menschlichen Gehirns sah. Die von
Turing (1950: 437) genannten Komponenten des Digitalrechners — Spei-
cher, ausfiihrende Einheit und Kontrollwerk (,,store®, ,,executive unit®,
,control“) — entsprechen den Komponenten der heute als Von-Neumann-
Architektur bezeichneten Rechnerarchitektur. Diese Bauweise geht auf
John von Neumann zuriick und wurde schriftlich erstmals 1945 in seinem
Text First Draft of a Report on the EDVAC, einem Teil der Projektdoku-
mentation zum Bau des GroBrechners EDVAC, beschrieben (Neumann
1992). Darin beschreibt von Neumann die drei Komponenten, aus denen
sich ein ,,high speed automatic digital computing system* (Neumann 1992:
1, §1.1) zusammensetzt: der zentralen Recheneinheit (,,central arithmetical
part“ — CA, deren Aufgaben entsprechen den Aufgaben der ausfiihrenden
Einheit bei Turing), der zentralen Kontrolleinheit (,,central control*“ — CC,
deren Aufgaben entsprechen den Aufgaben von Turings Kontrollwerk) so-
wie dem Speicher (,,memory“ — M, entsprechend Turings Speicher) (vgl.
Neumann 1992: 1-3, §§2.1-5). In dieser Architektur gibt es einen gemein-
samen Speicher fiir Programme, Befehle und Daten. Diese Bauweise wird
als das Konzept des Universalrechners verstanden, nach dem auch moderne
Computer gebaut werden. Das Universale an dieser Art von Maschine ist,
dass sie Aufgaben 16sen kann, die nicht alleine von ihrer Bauweise abhén-
gig sind, sondern vom Inhalt ihres Speichers. Der gemeinsame Speicher
ermdglicht, der Rechneranlage nur durch das Andern ihres Speicherinhalts
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andere Aufgaben zu geben, ohne sie dafiir umzubauen. Rechneranlagen der
20er- und 30er-Jahre wurden fiir wenige, mitunter auch nur fiir eine Aufga-
be konstruiert. Der GroBrechner Differential Analyzer wurde Ende der
1920er-Jahre am MIT gebaut, nur um Differentialgleichungen zu 16sen
(vgl. Petzold 2008: 163f.). Bis in die 1950er-Jahre war nicht klar, dass der
Universalrechner das dem modernen Computer zugrundeliegende Modell
werden sollte.

Entsprechend einer Maschine, die fiir keinen bestimmten Zweck gebaut
ist, sondern ihre Aufgabe abhingig vom Inhalt ihres Speichers ausfiihrt,
kann auch der Mensch als Universalrechner verstanden werden: Die Hand-
lungen eines Menschen mogen in der Art von den Inhalten seines Gehirns
abhingig sein, wie die ausgefiihrten Befehle eines Computers von seinem
Speicherinhalt abhingen. Computer konnen ihren Speicher umschreiben,
Menschen ihre Gedanken dndern. Die Gehirn-Analogie ist als bildlicher
Vergleich auch bei von Neumann zu lesen: ,,The three specific parts CA,
CC (together C) and M correspond to the associative neurons in the human
nervous system® (Neumann 1992: 3, §2.6; vgl. auch §4.2, §6.3).

Hinweise dafiir, dass Turing dieser Interpretation gegeniiber wohlwol-
lend eingestellt war, findet man sowohl in seiner Biographie als auch in
seinen Texten. So schreibt Andrew Hodges in seiner Turing-Biographie
Alan Turing: The Enigma, dass Turing gesagt hat, er beschéftige sich mit
dem Bau von Gehirnen (vgl. Hodges 2014: 364f.). Neben der Zuschreibung
von Intelligenz an Maschinen in vielen Texten Turings (1950, 1996 u.a.),
gibt es einen Hinweis darauf, dass er von Neumanns vorgeschlagene Bau-
weise des Universalrechners kannte und seiner Gehirn-Analogie zustimmt.
Dass Turing von Neumanns Text kannte, ist belegt durch einen Verweis in
Proposed Electronic Calculator, einem vermutlich 1945 verfassten, unver-
offentlichten Entwurf zur Automatic Computing Engine (ACE) (Turing
0.J.: 3), einer Rechneranlage, die Turing ab 1944 in London mitkonstruiert
hat (vgl. Hodges 2014: 435ff.; Petzold 2008: 167). In diesem Entwurf ver-
wendet Turing auch dieselben Bezeichnungen fiir Ein- und Ausgabeschnitt-
stellen wie von Neumann (,,input organ® und ,,output organ*) (vgl. Turing
0.J.: 12; Neumann 1992: 3, §2.6).

Ich komme nun zuriick auf die Maschine, die am Imitation-Game teil-
nehmen kann. An die Beschreibung des Digitalrechners wird in Computing
Machinery and Intelligence mit dem Beweis der Universalitit des Digital-
rechners angeschlossen. Turing (1950: 439—442) beweist die Universalitit
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des Digitalrechners, indem er die Aquivalenz zwischen Digitalrechner und
endlichem Zustandsautomaten zeigt. Die Eigenschaft der Universalitit, mit
der auch die Analogie zwischen Gehirn und Digitalrechner begriindet wur-
de, soll im Folgenden noch ndher betrachtet werden. Thre Erdrterung soll
auf die Gleichsetzung der Denkfihigkeit von Mensch und Maschine hin-
fiihren. Von Neumann ist zwar der Namensgeber fiir die Bauweise des
Universalrechners und gilt als dessen Erfinder (vgl. Herold, Lurz & Wohl-
rab 2006: 34), sein auch in Nachschlagewerken hiufig unerwédhnter Vor-
génger ist allerdings Turing selbst, der den Begriff der ,universal machine*
bereits 1936/37 in On computable numbers, with an application to the Ent-
scheidungsproblem einfiihrt. Es handelt sich bei Turings ,universal machi-
ne‘ allerdings nicht um eine Maschine, die gebaut werden kann, sondern
um eine ideelle Maschine, die ein Modell fiir Berechenbarkeit darstellt.

Turing entwickelte in On computable numbers, with an application to
the Entscheidungsproblem das Konzept der Turingmaschine. Er selbst hat
sein Konzept darin nur als ,computing machine‘ bezeichnet, der Name
Turing machine war erstmals 1937 in einer Besprechung von Turings Text
im Journal of Symbolic Logic durch Alonzo Church (1937: 43) zu lesen
(vgl. Petzold 2008: 63). Eine Turingmaschine besteht konzeptuell aus sechs
Elementen, die wie folgt notiert werden (ich folge einer vereinfachten
Schreibweise von Hopcroft, Motwani & Ullman 2002):

M=(Q, %, d, qo, #, F), wobei

* Q die endliche Menge an Zustdnden ist, die M einnehmen kann,

+ X die Menge an Zeichen ist, die M einlesen und schreiben kann,

+ & die Uberfithrungsfunktion ist, die dafiir verantwortlich ist, dass aus
einem Zustand sowie einem eingelesenen Zeichen ein ndchster Zu-
stand, ein zu schreibendes Zeichen sowie entweder eine Bewegung
nach links (L) bzw. rechts (R) oder keine Bewegung (0) folgt:
QxX—-QxXx{L,R,0},

*  qo€Q der Startzustand ist,

» #€X das Leerzeichen ist, das in allen leeren Feldern am Band steht und

» FcQ die Menge von Endzustdnden bildet.

In der Regel wird eine Turingmaschine bildlich dargestellt als ein in Felder
oder Zellen gegliedertes, unendlich langes Band mit einer Schreib/Lese-
Vorrichtung, die den Inhalt der Zellen lesen und verédndern kann. Man kann
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etwa an eine Schreibmaschine mit Band denken, bei der ein Schreibma-
schinenkopf Zeichen auf das Band schreiben, vom Band lesen und 16schen
kann. Eine Turingmaschine ist zu jedem Zeitpunkt in genau einem Zu-
stand q der Zustandsmenge Q. Am Anfang befindet sie sich im Startzustand
qo und liest — nicht per Definition, aber per Konvention — den Inhalt des
zweiten Feldes am Band f2 ein. In f2 steht ein Zeichen ¢ aus der Zeichen-
menge X und mit dem aktuellen Zustand qo sowie dem eingelesenen Zei-
chen o lésst sich iiber 6 der nichste Schritt der Maschine ermitteln: 3(qo, ©)
ergibt einen Nachfolgezustand q.€Q, ein neues Zeichen c€X fiir das aktuell
eingelesene Feld f2 sowie entweder eine Bewegung zum links angrenzen-
den Feld fi, zum rechts angrenzenden Feld f3 oder keine Bewegung (die
Schreib/Lese-Vorrichtung bleibt auf Feld f> stehen). Die Turingmaschine
hort auf, sich zu bewegen, wenn ein erreichter Zustand gn der Menge der
Endzustdnde F angehort. In diesem Fall spricht man davon, dass die Ma-
schine hilt. Gelangt eine Maschine nie in einen Endzustand — etwa, weil sie
immer wieder dieselben Schritte durchfiihrt —, spricht man davon, dass die
Maschine nicht hilt.

Eine typische Aufgabe fiir eine Turingmaschine ist etwa, eine Zahl, die
am Band steht, einzulesen und anschlief3end ein Zeichen zu schreiben, das
von einer Eigenschaft dieser Zahl abhdngig ist. Komplexe Turingmaschi-
nen entscheiden etwa, ob es sich bei dem Bandinhalt um eine Primzahl
handelt, eine Fibonacci-Zahl oder um ein Element, das einer bestimmten
Menge angehért etc. Ein einfaches Beispiel ist eine Turingmaschine, die
entscheidet, ob es sich beim Bandinhalt um eine gerade oder ungerade Zahl
(hier in unérer Codierung, also als Représentation des Zahlenwerts mithilfe
eines Zeichens ,I) handelt: fiir den Bandinhalt #I###... hélt die Turingma-
schine mit #[u###..., bei #II##H... mit #llg#t#..., bei #IIIH#H... mit
#I1Tu##... etc. Um das Ergebnis der Turingmaschine zu verstehen, muss
die Zeichencodierung geklart sein: dass es sich um unir codierte Zahlen
handelt, dass ,g* als gerade interpretiert wird und ,u als ungerade. Es wire
auch moglich, dass die Turingmaschine Zahlen in dezimaler Codierung, al-
so als 1, 2, 3, ... verarbeitet, dafiir wiaren aber wesentlich mehr Zustdnde
und eine komplexere Uberfithrungsfunktion & nétig als bei einer uniren
Codierung.

Die Universalitit der Turingmaschine besteht darin, dass es eine
Turingmaschine gibt, die jede andere Turingmaschinen simulieren kann:
Darauf hinleitend werden im fiinften Abschnitt von Turing (1936/37: 240)
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die Konzepte der Standardbeschreibung einer Turingmaschine, ,,standard
description (S.D)“, und der Beschreibungszahl, ,.description number
(D.N)“, eingefiihrt. Standardbeschreibungen sind eine Codierung der Uber-
fiihrungsfunktion & sowie der Zeichen- und Zustandsmenge in eine Folge
aus sieben verschiedenen Zeichen. Eine Beschreibungszahl ist die eindeuti-
ge Reprisentation einer Turingmaschine als Folge der Zahlen von 1 bis 7,
das heif3t als Zahl: ,,[...] we shall have a description of the machine in the
form of an arabic numeral” (Turing 1936/37: 240). Es ist moglich, die
Standardbeschreibung einer Turingmaschine My als Inhalt auf das Band ei-
ner anderen Turingmaschine M zu schreiben. Wenn M startet, liefert sie
dasselbe Ergebnis wie My, bloB3 braucht sie dafiir nur jene Zustinde, die es
erlauben, Standardbeschreibungen zu dechiffrieren: ,,It is possible to invent
a single machine which can be used to compute any computable sequence.
If this machine U is supplied with a tape on the beginning of which is writ-
ten the S.D of some computing machine M, then U will compute the same
sequence as M.“ (Turing 1936/37: 241-242)

Damit sollte klar geworden sein, warum Turing der theoretische Vor-
ganger fir von Neumann war. Die Architektur des Universalrechners (der
gebaut werden kann) gleicht konzeptuell der universellen Turingmaschine
(die nicht gebaut werden kann). Mithilfe der universellen Maschine zeigt
Turing, dass das Entscheidungsproblem nicht von einer Turingmaschine
gelost werden kann. Mit Entscheidungsproblem wird die Frage bezeichnet,
ob es fiir eine beliebige Aussage in bestimmten formalen, widerspruchs-
freien Kalkiilsystemen ein Berechnungsverfahren gibt, das diese Aussage
als wahr beweist oder als falsch widerlegt. Aussagen, die bewiesen bzw.
widerlegt werden kénnen, werden entscheidbar genannt. Kurt Godel hatte
bereits 1930 mit dem Unvollstindigkeitssatz gezeigt, dass es Aussagen
gibt, die nicht aus den Grundsitzen des Kalkiilsystems in der Principia Ma-
thematica abgeleitet werden konnen. Solche Aussagen konnen innerhalb
des Formalismus der Principia Mathematica weder als wahr bewiesen noch
als falsch widerlegt werden, sind also unentscheidbar. Turings Beweis
zeigt, dass es kein allgemeines Berechnungsverfahren gibt, das iiber die
Entscheidbarkeit einer Aussage entscheidet. Er zeigt, dass es keine univer-
selle Turingmaschine gibt, die entscheidet, ob eine beliebige simulierte Ma-
schine jemals das Zeichen ,0° auf das Band schreibt.

Wie Petzold (2008: 325) schreibt, wurde erst rund 20 Jahre nach der
Ver6ftentlichung von On computable numbers, with an application to the
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Entscheidungsproblem klar, dass die Turingmaschine ein Modell fiir Bere-
chenbarkeit darstellt. Mit ihr ldsst sich eine Theorie der Berechenbarkeit
bilden, in der es um die Identifikation von entscheidbaren und unentscheid-
baren Problemen sowie deren Eigenschaften und Modellierung geht. Turing
konnte zeigen, dass es Probleme gibt, die nicht von Maschinen geldst wer-
den konnen — zumindest nicht von Maschinen, die nach dem Modell der
Turingmaschine funktionieren, und bis heute sind keine anderen Maschinen
bekannt. Die Probleme, die von Turingmaschinen gelost werden koénnen,
bilden eine Menge, deren Elemente alle die Eigenschaft haben, entscheid-
bar zu sein. Es ist bewiesen, dass die Menge der fiir Turingmaschinen ent-
scheidbare Probleme dquivalent ist zu der Menge von Problemen, die mit-
hilfe anderer Berechenbarkeitsmodelle entschieden werden kann. Das heif3t
Turingmaschinen sind hinsichtlich ihrer Berechenbarkeit gleichméchtig wie
etwa Godelsche rekursive Funktionen, das A-Kalkiil von Alonzo Church
und Stephen Kleene oder endliche Zustandsautomaten (vgl. Petzold 2008:
327). Eine Losung, die von einer Turingmaschine fiir ein Problem gefunden
wird, lédsst sich auch mithilfe eines der anderen genannten Modelle finden.
Ein Problem, das mit einer Turingmaschine nicht gelost werden kann, 1asst
sich auch mit keinem dieser anderen Konzepte 16sen. Jeder heute bekannte
Computer lésst sich auf einer Turingmaschine simulieren, das heif3t, fiir je-
des Programm, das auf einem heute bekannten Computer ausgefiihrt wird,
kann eine #quivalente Turingmaschine konstruiert werden. Somit sind
Computer — seien sie auch noch so leistungsstark — nicht in der Lage, un-
entscheidbare Probleme zu 16sen. Der Berechenbarkeit eines Computers
sind aufgrund seines endlichen Speichers sogar engere Grenzen gesetzt. Ei-
ne Turingmaschine kann mit allen Zahlen operieren, wiahrend Computer
nur mit jenen Zahlen operieren konnen, die klein genug sind, um in den
Speicher zu passen.

Um zur Gleichsetzung der Denkféhigkeit von Mensch und Maschine zu
kommen, gibt es noch einen weiteren Punkt, auf den ich eingehen mdochte,
Turings Beitrag zur Church-Turing-These im neunten Abschnitt von On
computable numbers, with an application to the Entscheidungsproblem.
Der Name Church-Turing-These soll nach Stephen Kleene (1967: 232) fiir
die Churchsche These verwendet werden, wenn Berechenbarkeit im Zu-
sammenhang mit Turingmaschinen besprochen wird (vgl. Petzold 2008:
327). Alonzo Church und Turing haben voneinander unabhingig an einer
Formalisierung des Begriffs der Berechenbarkeit gearbeitet und iiber eine
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Losung des Entscheidungsproblems nachgedacht, die sie beide jeweils
1936 verdffentlicht haben: Church im Mérz 1936 in 4 note on the Ent-
scheidungsproblem und Turing in On computable numbers, with an appli-
cation to the Entscheidungsproblem, das in zwei Teilen Oktober 1936 und
April 1937 erschien (Petzold 2008: 62f.). Die sogenannte church’sche
These wurde 1952 durch Kleene formuliert und lautet: ,,Every effectively
calculable function (effectively decidable predicate) is general recursive.*
(Kleene 1971: 300) Diese These stiitzt sich auf den Beweis der Aquivalenz
zwischen A-Kalkiil und Godelschen generell rekursiven Funktionen und be-
hauptet, dass sich jede, einem intuitiven Verstdndnis nach berechenbare
Funktion generell rekursiv, d.h. formal berechnen ldsst. Diese These gilt
auch fiir Turingmaschinen, da es auch bewiesen ist, dass die Menge von
Problemen, die eine Turingmaschine 16sen kann, dquivalent ist zu der Men-
ge von Problemen, die von anderen Berechenbarkeitsmodellen geldst wer-
den kann. Die Annahme, dass zu diesen anderen Berechenbarkeitsmodellen
auch menschliche Rechenféhigkeiten gehoren, ist eine These, die nicht be-
wiesen werden kann, weil menschliche Rechenfahigkeit nicht hinreichend
genau definiert werden kann. Diese Annahme wird von Turing mithilfe
dreier Argumente verteidigt, die er allerdings wie folgt einschrankt: ,,All
arguments which can be given are bound to be, fundamentally, appeals to
intuition, and for this reason rather unsatisfactory mathematically. (Turing
1936/37: 249)

Im ersten Argument, ,,a direct appeal to intuition” (Turing 1936/37:
249), beschreibt Turing einen rechnenden Menschen, der mit Stift und Pa-
pier arbeitet. Er weist darauf hin, dass es nur endlich viele verschiedene
Symbole sein konnen, mit denen der Mensch arbeitet, dass der Mensch zu
jedem Zeitpunkt in einem bestimmten Geisteszustand (im Original: ,,state
of mind“, unter Anfiihrungszeichen) sei, und dass sein Verhalten von sei-
nem Geisteszustand sowie am Papier zu lesenden Symbolen abhingig ist
(vgl. Turing 1936/37: 249-252). Die Rechenschritte und Handlungen des
Menschen werden so lange abstrahiert und mit Analogien beschrieben, bis
sie den Operationen einer Turingmaschine gleichen. Es bleibt nichts mehr
iibrig, worin sich die Rechenfdhigkeit des Menschen von denen der
Turingmaschine unterscheiden kann. Somit sei auch der Mensch hinsicht-
lich seiner Rechenfahigkeit dquivalent zur Turingmaschine. Petzold (2008:
189) zitiert Hodges (2014: 133), fiir den dieses erste Argument ,,the most
unusual ever offered in a mathematical paper sei. Dieser Einschitzung ist
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Recht zu geben: Fiir die Zielsetzung von Turings Text — zu zeigen, dass das
Entscheidungsproblem nicht geldst werden kann — scheint die Aquivalenz
zwischen menschlichen und maschinellen Rechenféhigkeiten irrelevant zu
sein. Es mag den Umfang der berechenbaren Zahlen — The extent of the
computable numbers ist der Titel des neunten Abschnitts — kldren, doch
wozu? Eine Antwort darauf mochte ich im nachsten Abschnitt geben.

Gleichsetzung von Mensch und Maschine —
Science-Fiction und aquivalente Berechenbarkeit

Kommen in der Literatur oder im Film Maschinen vor, denen die Fahigkeit
zu denken zugesprochen wird, handelt es sich hdufig um besondere Ma-
schinen, die kaum Ahnlichkeit mit bekannten Maschinen haben. Etwa wird
im Film Ex Machina (2015) das Gehirn der vermeintlich denkfédhigen Ma-
schine gezeigt, das bldulich leuchtet. Es besteht nicht aus elektrischen
Schaltungen, sondern aus Gel, dessen molekularer Aufbau sich selbst ma-
nipulieren kann, es ist Wetware und keine Hardware. Weder die Termina-
tors in den gleichnamigen Filmen (1984-2015) noch der Computer HAL
9000 im Film 2001: A Space Odyssey (1968) sehen so aus wie bekannte
Maschinen oder Computer. Damit wird der Fiction-Aspekt von Science-
Fiction stirker betont als der Science-Aspekt.

Dennoch ist etwa Arthur C. Clarke, der Autor von 2001: A Space
Odyssey (1968), bemiiht, seinen Science-Fiction-Roman mdoglichst nah an
der wissenschaftlichen Forschung anzulegen. Er gibt darin einen kurzen
Exkurs tiber die Entwicklung der kiinstlichen Intelligenz:

Then, in the 1960s, solid-state microelectronics had been perfected. With its advent,
it was clear that artificial intelligences at least as powerful as Man’s need be no larg-
er than office desks. [...]

In the 1980s, Minsky and Good had shown how neural networks could be generated
automatically — self replicated — in accordance with any arbitrary learning program.
Artificial brains could be grown by a process strikingly analogous to the develop-
ment of a human brain. In any given case, the precise details would never be known,
and even if they were, they would be millions of times too complex for human un-
derstanding. Whatever way it worked, the final result was a machine intelligence

that could reproduce — some philosophers still preferred to use the word ,mimic® —
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most of the activities of the human brain — and with far greater speed and reliability.
(Clarke 2000: 117)

Clarke verweist in dieser Passage auf den KI-Forscher Marvin Minksy und
den Krypotologen Irving John Good — letzterer hat mit Turing auch an der
Entschliisselung der Enigma gearbeitet (vgl. Hodges 2014: 2491f.). In der
zitierten Entwicklungsgeschichte von den Anfiangen der kiinstlichen Intelli-
genz bis zum Supercomputer HAL 9000 gibt es keine unbekannten Kom-
ponenten. Die kiinstlichen neuronalen Netzwerke stehen in einer Entwick-
lungslinie zur Mikroelektronik der 60er-Jahre sowie zum ebenfalls im Text
erwihnten Grofrechner ENIAC der 40er-Jahre (vgl. Clarke 2000: 117).

Damit ist bei Clarke implizit der Hinweis auf die Gleichsetzung der
Denkfihigkeit von Mensch und Maschine enthalten: Eine Maschine, die
denken kann, muss entweder hinsichtlich ihrer Berechenbarkeit dquivalent
zur Turingmaschine sein oder sie ist eine fiktive Maschine. Wenn nicht-
fiktive Maschinen denken konnen und es nicht-fiktive Maschinen gibt, die
hinsichtlich ihrer Berechenbarkeit dquivalent zur Turingmaschine sind,
dann koénnen alle Turing-dquivalenten Modelle fiir Berechenbarkeit denken.

Unter dieser Voraussetzung hat die Church-Turing-These gravierenden
Einfluss auf die Auffassung der Denkfdhigkeit von Menschen: Wenn Men-
schen denken konnen und die Church-Turing-These stimmt, dann muss al-
len Turing-dquivalenten Konzepten dieselbe Denkfahigkeit zugesprochen
werden. Mit hinreichend viel Papier wére man also in der Lage, zu denken,
ohne dabei denken zu miissen — nur durch das Befolgen syntaktischer Re-
geln. Denkbewegungen werden dabei schriftlich festgehalten und der Gang
der Gedanken kann entsprechend vor Augen gefiihrt und spéter nachgele-
sen werden. Es wire auch moglich, jenen Teil des Menschen, an dem sich
das Denken vollzieht, gemdf3 den Notationen von Standardbeschreibung
und Beschreibungszahl als numerischen Wert anzugeben. Alle diese Um-
stinde ergeben sich notwendigerweise aus der Annahme, dass Maschinen
denken konnen, sowie der Annahme der Church-Turing-These. Demnach
sind Mensch und Maschine sowohl hinsichtlich ihrer Rechenfdhigkeiten als
auch ihrer Denkfdhigkeiten gleichmidchtig. Im Folgenden werden zwei
Einwinde gegen die Gleichsetzung von Denken und Rechnen gegeben so-
wie Argumente gegen diese Einwinde entwickelt.

Die viel langsamere Geschwindigkeit des rechnenden Denkens gegen-
iiber dem vermeintlich menschlichen Denken ist ein moglicher Einwand
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gegen die Zuschreibung der Denkféhigkeit. Man wire beim Versuch, mit
Schreiben und Radieren das Denken einer Turingmaschine zu simulieren,
wohl wesentlich langsamer als beim eigenen Denken. Ich meine aber nicht,
dass Denkgeschwindigkeit ein Kriterium fiir die Fahigkeit zu Denken ist.
Wenn sie es wire, dann wére auch die Denkfahigkeit von Turingmaschinen
zweifelhaft: In der Fassung von Turing (1936/37), steht ihnen unendlich
viel Zeit fiir Operationen zur Verfiigung. Dass auch Menschen sehr lange
tiber ein Problem nachdenken koénnen, rechtfertigt, dass eine Turingma-
schine grenzenlos lange an einem Problem arbeiten kann. Turing (1996:
256) gibt eine Analogie dazu, wenn er schreibt, Mathematiker innen hétten
hunderte Jahre iiber den Beweis des Satzes von Fermat, also iiber eine ein-
zige Frage, nachgedacht. Mit dem Finden des Beweises im Jahr 1994 wur-
de nicht nur Fermats Satz — es gibt keine ganzzahligen Losungen der Glei-
chung a" + b" = ¢" fiir n > 2 — bewiesen, es hat sich auch herausgestellt, dass
die Frage nach dem Beweis eine entscheidbare Frage ist; auch eine
Turingmaschine hitte die Losung irgendwann gefunden.

Ein anderer moglicher Einwand ist, dass es sich beim besprochenen
Begriff des Denkens nur um einen Sonderfall des menschlichen Denkens
handelt — um ein regel- und zeichenorientiertes, arithmetisches Denken.
Diesem Einwand kommt stirkend hinzu, dass Turing selbst ablehnt, die
Frage zu behandeln, ob Maschinen denken konnen und es bevorzugt, von
,machine intelligence® zu schreiben anstatt von ,thinking machines® bzw.,
dass er den pragmatischen Ansatz des modifizierten Imitation-Game bevor-
zugt.

Gegen diesen Einwand kann die mdgliche Ubertragung des vermeint-
lich nicht regel- und zeichenorientierten Denkens in ein solches regel- und
zeichenorientiertes Denken angefiihrt werden: Auch wenn wir phantasieren,
kreativ sind oder dergleichen, laufen im Gehirn Vorgidnge derselben Art ab
wie beim Rechnen, ohne dass wir es wissen. Wenn Turing (1996: 257ff.)
mogliche Lernverfahren fiir Maschinen beschreibt, auf eine Codierung fiir
Lust- und Unlustsysteme eingeht und dariiber nachdenkt, womit sich Ma-
schinen die Zeit vertreiben wiirden — ,,mostly in playing games such as
Chess and GO, and possibly Bridge* (Turing 1996: 257) —, dann kdnnen
diese Passagen so interpretiert werden, dass Turing an die Codierbarkeit al-
ler méglichen Denkvorginge glaubt. Auch die empirische Forschung hat an
Turings Ideen Ansto3 genommen: Der Neurophysiologe und Kybernetiker
Warren S. McCulloch hat 1943 gemeinsam mit dem Logiker Walter H.
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Pitts den Artikel 4 Logical Calculus of the Ideas Immanent in Nervous Ac-
tivity im Bulletin of Mathematical Biophysics verdffentlicht. Darin entwi-
ckeln sie eine formallogische Notation fiir die verbundenen Neuronen des
Gehirns. Wie McCulloch spéter bekannt gab, war ihre Arbeit wesentlich
vom Konzept der Turingmaschine beeinflusst (vgl. Petzold 2008: 331{f.).

Auch wenn empirische Gehirnforschung an Turing anschlief3t, ist es
kein einfaches Unterfangen, Turings Vorstellung des Gehirns als naiv-
materialistische Ansicht zu charakterisieren. Er interessiert sich fiir die abs-
trakte und logische Modellierung von Denkvorgéngen, nicht fiir deren em-
pirische Abldufe. Die Grundlage fiir seine Vorstellung des menschlichen
Gehirns waren also nicht biochemische, organische Vorginge, sondern de-
ren Abstraktion zu einem Modell von diskreten Zustéinden und Ubergéingen
zwischen diesen Zustinden. Es gibt auch Textstellen, die Zweifel daran
aufkommen lassen, ob Turing iiberhaupt eine vollstindige, materielle Er-
klarbarkeit des Menschen annimmt, etwa das Telepathie-Argument gegen
das Imitation-Game (vgl. Turing 1950: 453f.). Dessen ungeachtet, gibt es
genug Textstellen, die darauf hindeuten, dass Turing die Church-Turing-
These bejaht, ohne sie beweisen zu konnen, und an die Simulation aller
Denkvorgénge in einer Turingmaschine glaubt. Es ist zwar unklar, wie eine
Turingmaschine aussieht, ob sie iliberhaupt irgendwie aussehen kann, es
werden aber dennoch bildhafte Beschreibungen gegeben. Ich habe eine
Schreibmaschine, die ihr Band selbst beschreibt, als Bild fiir die Turingma-
schine erwéhnt. Petzold (2008: 71) gibt ein anderes Bild dafiir und schreibt:
»What does a Turing machine look like? You can certainly imagine some
crazy looking machine, but a better approach is to look in a mirror.*

DENKENDE MENSCHEN

Im ersten Abschnitt habe ich einen Begriff des Denkens nach dem Vorbild
der Turingmaschine beschrieben und gezeigt, welche Folgen aus einer Zu-
schreibung der Denkfihigkeit an Maschinen aufgrund der Aquivalenz zwi-
schen verschiedenen Modellen fiir Berechenbarkeit sowie der Church-
Turing-These entstehen. Im folgenden Abschnitt mochte ich drei Beispiele
geben, bei denen ein nach dem Vorbild der Maschine verstandener Begriff
des Denkens vorauseilend als Erklarung des menschlichen Denkens heran-
gezogen wird. Es geht also erneut um denselben Begriff des Denkens, dem
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ich mich aber nicht von maschineller Seite, sondern von menschlicher Seite
her annéhere.

1) Um online unerwiinschte Eintrige von Computerprogrammen zum
Beispiel in Kommentarbereiche zu verhindern, miissen haufig Eingaben bei
sogenannten CAPTCHA-Kontrollen gemacht werden. CAPTCHA ist ein
Akronym von ,Completely automated public Turing test to tell computers
and humans apart® und bezeichnet solche Aufgaben, die fiir Menschen ein-
fach und fiir Computer schwierig zu l6sen sein sollten, wie etwa verzerrte
Linien als Buchstaben zu identifizieren oder eine Frage in natiirlicher Spra-
che zu beantworten. Manche dieser CAPTCHA-Kontrollen verhindern un-
erwiinschte Eintrdge gut, andere weniger, manchmal ist auch fiir Menschen
die richtige Losung nicht so einfach zu erkennen. Besonders merkwiirdig
sind CAPTCHA-Kontrollen, die auf arithmetische Operationen zuriickgrei-
fen, und gesteigert wird die Merkwiirdigkeit durch angegebene Fragen und
Anweisungen, wie etwa: Are you a human? 3 + 4 = ...

Die Losung dieser Frage bedarf Intelligenz. Die Féhigkeit, eine solche
Aufgabe zu 16sen, kann allerdings nicht dafiir eingesetzt werden, um
menschliche von nicht-menschlichen Texteingaben zu unterscheiden. Eine
solche Frage basiert implizit auf einem naiven Verstindnis menschlicher
Intelligenz, die nach dem Vorbild der Maschine verstanden wird, die selbst
wiederum naiv gedacht wird. Gerade arithmetische Operationen sind das
Metier des Computers. Ein Programm, das Text in Formularfelder einfiigen
kann, ist in der Regel auch dazu imstande, eine solche Aufgabe zu 16sen.
Auch die anderen erwéhnten Aufgaben fallen in die Bereiche der klassi-
schen KI-Forschung, sind also prototypische Maschinenprobleme: Muster-
erkennung und Verarbeitung natiirlicher Sprache. Bereits in den 60er-
Jahren des 20. Jahrhunderts waren Computerprogramme in der Lage, soge-
nannte eingekleidete Rechenaufgaben zu 16sen. Etwa erwihnt Joseph Wei-
zenbaum in Computer Power and Human Reason (1976) das Programm
STUDENT von Daniel G. Bobrow aus dem Jahr 1967, das zum Beispiel
auf folgende Frage in natiirlicher Sprache die richtigen Antworten liefert:
,,Tom has twice as many fish as Mary has guppies. If Mary has 3 guppies,
what is the number of fish Tom has?* (Weizenbaum 1984: 187).

2) Ein anderes Beispiel stammt von Joseph Weizenbaum, der in er-
wihntem Buch iiber das Verhéltnis von Intelligenz zum Intelligenzquotien-
ten (IQ) schreibt. Er kritisiert ein Verstdndnis von Intelligenz als das, was
bei Intelligenztests in der Einheit IQ gemessen wird. Er ist der Ansicht,
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»that an entirely too simplistic notion of intelligence has dominated both
popular and scientific thought, and that this notion is, in part, responsible
for permitting artificial intelligence’s perverse grand fantasy to grow®
(Weizenbaum 1984: 203). An mehreren Stellen fordert Weizenbaum dazu
auf, Begriffe nicht losgelost von ihren Bezugssystemen zu verstehen. Diese
Forderung trifft heute auch auf sein Buch zu, das im Kontext der USA der
70er-Jahre zu lesen ist. So betrifft seine Kritik am IQ mitunter auch den
Einfluss von Intelligenztests auf den Verlauf akademischer Karrieren und
dergleichen (vgl. Weizenbaum 1984: 203f.). Seit der Verdffentlichung des
Buchs vor rund 40 Jahren haben sich zwar einige Kritikpunkte geéndert,
der Kern von Weizenbaums Ansichten ist meines Erachtens auch heute
noch giiltig.

Weizenbaums Kritikpunkt ist, dass sich menschliche Intelligenz weder
mit den eingesetzten Intelligenztests messen 1ésst, noch vom 1Q akkurat er-
fasst wird. Nach Weizenbaum lasse sich menschliche Intelligenz ndmlich
nicht linear messen, sie sei verschriankt mit wesentlich menschlichen Cha-
rakteristika wie Kreativitit, Intuition und Klugheit. Es wire lacherlich, eine
lineare Skala fiir Kreativitdt und dergleichen zu erarbeiten. Intelligenz kann
auch nicht ohne Bezugssystem verstanden werden: Man kann intelligent
handeln, intelligent denken, intelligent urteilen etc. Um Intelligenz zu mes-
sen, miisse sie isoliert als intelligente Intelligenz verstanden werden, was
ein unsinniges Maf} wire. (Vgl. ebd.: 204f.)

Nach Weizenbaum ist die Gleichsetzung von Intelligenz mit dem 1Q
wesentlich verantwortlich fir das Entstehen von Ansichten, nach denen es
keinen Bereich des menschlichen Denkens gebe, der nicht auch maschinell
erfasst werden kann (vgl. ebd.: 207). Ein intelligenter Mensch hat Bega-
bung dafiir, geschickt Probleme eines bestimmten Bereichs zu 16sen — das
kann etwa Wissenschaft, Alltag, Politik oder Kultur im Allgemeinen betref-
fen. Die Entwicklung dieser Begabung ist, was Weizenbaum als Sozialisie-
rung versteht: ,,Every organism is socialized by the process of dealing with
problems that confront it.“ (Ebd.: 210) Was das menschliche Denken be-
stimmt, ist, dass es sich mit Problemen des Menschen beschéftigt. Diese
Beschiftigung ist nicht alleine von Logik geleitet, sondern auch von Angs-
ten, Hoffnungen, Wiinschen etc., das heift, die Beschéftigung mit mensch-
lichen Problemen macht Menschen zu Menschen — formale Probleme sind
ein Teil der menschlichen Probleme, aber nicht ihre Gesamtheit.
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3) Im dritten Beispiel mochte ich mich auf Verhaltensforschung bezie-
hen, bei der untersucht wird, ob und wie Tiere denken konnen. Es gibt ei-
nen methodischen und einen sprachlichen Aspekt, den ich erwédhnen méch-
te: Der methodische Aspekt betrifft den Aufbau bestimmter Experimente.
Der experimentelle Nachweis von kognitiven Fahigkeiten erfolgt haufig in-
nerhalb einer Experimentumwelt und geméf einer Denkféhigkeit nach ma-
schinellem Vorbild: Tiere 16sen logische Rétsel, miissen mit Zeichen auf
Zeichen antworten, Gegenstdnde nach bestimmten Eigenschaften anordnen
etc. Solche Aufgaben fallen ebenso in die klassischen Bereiche der KI-
Forschung: Logik, Sprachverarbeitung und Mustererkennung.

Ein Beispiel dafiir ist die Primatenforschung von Nobuyuki Kawai und
Tetsuro Matsuzawa. Sie berichten in der Zeitschrift Nature von einem Ex-
periment mit dem Schimpansenweibchen Ai, das die arabischen Ziffern von
null bis neun der Grofe nach ordnen kann. Im beschriebenen Experiment
konnte nachgewiesen werden, dass Ai bestimmte Folgen von fiinf Ziffern
im Gedéchtnis behalten konnte. Thre Leistung wird mit den F#higkeiten
von menschlichen Kindern vor der Schulzeit verglichen. (Vgl. Kawai &
Matsuzawa 2000: 39)

Der sprachliche Aspekt betrifft Beschreibungen von Tierverhalten. Sol-
che Beschreibungen sind nicht einfach: Sitze wie Die Katze weifs, wann sie
kommt und dergleichen sind im Alltag nicht problematisch, im philosophi-
schen Gebrauch handelt es sich allerdings um eine Wissenszuschreibung,
die Voraussetzungen und Konsequenzen hat. In der Verhaltensforschung ist
man sich der Schwierigkeit der angemessenen Wortwahl durchaus bewusst,
sie wird etwa von Kuczaj II und Tahmes Walker (2006: 582) thematisiert.
Das von mir angesprochene Problem betrifft aber gar nicht einen sorglosen
Umgang mit philosophisch aufgeladenen Begriffen auflerhalb der Philoso-
phie, sondern die Verwendung einer Sprache, die von technischen Termini
durchsetzt ist. Die folgenden Beispiele sind aus dem Textzusammenhang
losgelost, aber — provokant formuliert — bei ihnen ist es unklar, ob die Be-
zeichnung einer Tiergattung verwendet wird oder der Eigenname einer be-
stimmten Maschine: ,,Dolphin processing of gestural sequences® (Kuczaj II
& Tahmes Walker 2006: 582); ,,[...] hoverflies appear to compute their in-
terception paths with conspecifics according to a simply specifiable rule,
one which could plausibly be ,hard-wired* into the flies’ brains [...]* (Bo-
den 1984: 155); ,,[...] continuing debate regarding the nature of the stored
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information used by pigeons during complex visual categorizations [...]*
(Huber & Aust 2006: 328).

Jedes der drei Beispiele kann als Symptom dafiir verstanden werden,
dass ein Begriff des Denkens nach Vorbild der Maschine zur Anwendung
kommt, wenn es um eine Zuschreibung von Denkfédhigkeit geht. Die Bei-
spiele veranschaulichen, dass eine fiir Menschen und Maschinen analoge
Vorstellung des Denkens auch auf andere Bereiche als Rechenfdhigkeit
ausgedehnt wird: Als Mittel zur Unterscheidung zwischen Mensch und Ma-
schine (erstes Beispiel) sowie als MaBstab fiir die Intelligenz von Menschen
(zweites Beispiel) und von Tieren (drittes Beispiel). Demnach miisste die
eingangs von Joseph M. Rosen zitierte Enttduschung, dass es sich bei simu-
lierten Denkvorgingen nicht um ein wirkliches Denken handelt, ver-
schwinden. Maschinen kann die Fahigkeit zu denken zugeschrieben wer-
den, wenn man andere mogliche Interpretationen des Denkens aus den Au-
gen verliert. Man iiberwindet damit einen diffusen Begriff des Denkens zu-
gunsten einer begrifflichen Festlegung.

Eine Annédherung des Menschen an die Maschine wird angesichts neuer
Technologien zunehmend deutlich. Viele Aspekte dieser Anndherung be-
treffen den menschlichen Korper, der durch technische Eingriffe verbessert
und verschonert sowie von Krankheiten und Verletzungen geheilt werden
kann. Diskurse dariiber verlaufen zwischen zwei romantischen Fiktionen:
jener des Korpers als unantastbare Natur und jener des Korpers als posthu-
manes Informationsgemenge. Hinsichtlich des Denkens scheinen Maschine
und Mensch ihre Rollen zu tauschen: Das menschliche Gehirn wird zum
Datentrager reduziert, der Computerspeicher zum Gedankentrager erhoben.
Denkende Maschinen hitten gegeniiber denkenden Menschen zahlreiche
Vorteile: Sie kénnen zwar falsch programmiert sein — das wire ein Fehler,
der aus menschlichem Versagen resultiert —, aber sie konnen sich nicht ir-
ren, sie erkranken nicht, sie werden nicht miide, hungrig oder durstig, sie
haben keine ablenkenden Interessen etc.

Was bei solchen Ansichten allerdings unerwéhnt bleibt, ist, dass den-
kende Wesen nicht nur bestimmte, in der Regel positiv besetzte Rechte und
Freiheiten besitzen, sondern auch Verantwortung und Pflichten haben:
Denkende Menschen tragen politische Verantwortung, sie nehmen — wenn
es moglich ist — an demokratischen Wahlen teil, sie gehen mit anderen den-
kenden Menschen sexuelle, das heifit kdrperliche Beziehungen ein, sie dis-
kutieren {iber Entscheidungen, die fiir sie und andere mitunter lebensent-
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scheidend sind, sie treffen solche Entscheidungen. Denkende Menschen t6-
ten sich selbst und gegenseitig, sie helfen einander, und beides nicht aus ei-
nem einzigen bestimmten Trieb oder einer fassbaren Menge von Regeln
heraus, sondern aus einer Vielzahl an Griinden.

Es ist sinnvoll, Maschinen — und auch Tiere — von diesen Verpflichtun-
gen auszuschlieen. Ein guter Grund fiir diesen Ausschluss ist, anzuneh-
men, dass sie nicht in der Lage sind, so zu denken wie Menschen denken.
Wie kann ein Computer dazu in der Lage sein, Gerichtsurteile zu féllen?
Wie kann ein Computer eine medizinische Diagnose erstellen und Pati-
ent_innen iiber ernste Erkrankungen informieren? Wie kann ein Computer
politische Entscheidungen treffen? Selbst wenn man die abwegige Annah-
me trifft, solche Entscheidungsfindungsprozesse lieBen sich modellieren, ist
es absurd anzunehmen, dass eine Maschine verstehen oder simulieren kon-
ne, was es heiflt, mit einer getroffenen Entscheidung zu leben. Thr Leben —
wenn man von Leben sprechen kann — besteht eben nicht darin zu irren, zu
erkranken, miide zu werden, zu hungern etc. Gedankenexperimente {iber
Totalsimulationen, in denen auch fiir Maschinen die Vorstellung eines mit
der Umwelt verbundenen Kérpers erklirt wird, sind interessante Uberle-
gungen, die Ausfithrungen hier sind aber nicht aus hypothetischen, sondern
empirischen Beispielen hervorgegangen.

Aus meinen Uberlegungen lassen sich keine ethischen Schliisse ziehen:
Maschinen — und auch Tieren — keine Denkfahigkeit zuzusprechen, recht-
fertigt weder Grausamkeit an ihnen noch Respekt fiir sie. [hnen Denkfahig-
keit zuzusprechen, ldsst schwierige Fragen aufkommen: Welche Art von
Verantwortung wird ihnen wie und warum zugeschrieben? Was soll mit
fehlerhaften Computern passieren? Soll ihr Speicher geldscht oder behan-
delt werden? Es handelt sich dabei um den materiellen Triger von Gedan-
ken. Es gibe nur fadenscheinige Griinde, fehlerhafte, denkfdhige Computer
anders zu behandeln als kranke, denkfdhige Menschen. Die Vorstellung ei-
nes Krankenhauses, in dem neurotische Computer behandelt werden,
scheint seltsam. Wird Maschinen — und Tieren — Denkfahigkeit nicht zuge-
sprochen, entstehen diese Fragen zwar auch, die Stellungnahme dazu hat
aber andere Auswirkungen. Werden diese Fragen ohne zugeschriebene
Denkféhigkeit behandelt, miinden sie in der sinnvollen, ethischen Frage,
welche Stellung Maschinen und Tiere in der Welt des Menschen einneh-
men.
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RESUMEE

Dieser Text ist aus Uberlegungen dariiber entstanden, welcher Begriff des
Denkens sich aus Betrachtungen von Maschinen bilden l4sst und was pas-
siert, wenn dieses Modell auf menschliches Denken angewandt wird. Die
Aquivalenz bestimmter formaler Modelle von Berechenbarkeit kann ge-
zeigt werden, das heifit mit einem Modell M lassen sich nicht mehr und
nicht weniger Probleme 16sen als mit einem anderen, dquivalenten Modell
Mo. Es sind keine Modelle bekannt, die mehr leisten kdnnen als die Turing-
maschine und zu ihr dquivalente Konzepte. Dass auch Menschen hinsicht-
lich ihrer Rechenfahigkeiten nicht mehr leisten koénnen als Turingmaschi-
nen, ist der Inhalt der Church-Turing-These. Diese These kann nicht bewie-
sen werden, im Allgemeinen wird aber davon ausgegangen, dass sie wahr
ist.

Computer haben bereits Schachpartien gegen amtierende Schachwelt-
meister gewonnen und wenn Autos sich in Zukunft selbst fahren, werden
sie ohne Zweifel besser einparken kdnnen als Menschen. Angesichts der er-
staunlichen Féahigkeiten von Maschinen kommen Zweifel daran auf, ob sie
nicht doch gleich denkfahig wie Menschen sind und hinsichtlich ihrer Ei-
genschaften — endlose Rationalitdt ohne Erschopfung — nicht sogar buch-
stablich bessere Menschen wiren.

Meine Antwort darauf ist, dass solche Uberlegungen darauf hinarbeiten,
die Verantwortung fiir sich selbst und andere Menschen aufzugeben. Diese
Verantwortung entsteht aus menschlicher Sozialisierung und sie zu tragen
ist nicht einfach, aber wesentlicher Bestandteil des anstrengenden mensch-
lichen Lebens. In Anbetracht der vielen Konflikte, mit denen man konfron-
tiert wird — seien sie alltdglicher, sozialer, ethischer, dsthetischer, emotiona-
ler, rationaler etc. Art —, sind jene Probleme, fiir die nur Rationalitdt beno-
tigt wird, ein kleiner Teilbereich. Ich mdchte mich nicht fiir bedingungslose
Irrationalitdt in diesen Bereichen aussprechen, aber verneine die pauschale
Moglichkeit von geeigneten Konfliktmodellierungen. Um Entscheidungen
in solchen Konflikten zu treffen, bedarf es nicht nur der Féahigkeit, rational
zu denken, sondern auch Vorstellungen davon, was es heifit, zu leben, und
davon, wie andere Menschen angesichts bestimmter Umsténde zu leben ha-
ben. Ich méchte also den Unterschied zwischen menschlichem Denken und
maschinellem Denken bejahen — nicht aufgrund des mit ihm verbundenen
Ausmalles an Verantwortung. Der Féhigkeit zu rechnen kommt keine Ver-
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antwortung in dem Sinn zu, wie sie der Fiahigkeit, Entscheidungen in
menschlichen Konflikten zu treffen, zukommt. Es erscheint mir miiig, je-
manden davon {liberzeugen zu wollen, dass eine Maschine verstehen konne,
was es heilit, mit bestimmten Entscheidungen leben zu miissen. Die Fahig-
keit zu denken auch Maschinen zuzusprechen, bedeutet, Verantwortung ab-
zugeben, und zeugt von einer Flucht des Menschen vor sich selbst.
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