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Abstract: This article is an exploratory study that intends to present semantic interoperability initiatives in the 
area of information science and computer science. It discusses these initiatives, focusing on open science and eSci-
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connecting their contents without forcing the use of a single language, but of a switching language, such as a met-
alanguage that guarantees to keep the differences of each community of speech. 
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1.0 Introduction 
 
In this article we discuss the issues concerning semantic in-
teroperability and the methodologies used to enable intelli-
gent data retrieval. In this sense, we investigate methodolo-
gies that allow the development of an “intermediate lan-
guage” that enables the matching of research resources, se-
mantically interconnecting their contents in different con-
texts, in special open data and eScience. The question that 
arises is how to achieve semantic interoperability between 
the existing sources of information in these contexts, ensur-
ing their compatibility without forcing the conversion of 
each one into a single vocabulary. Thus, in this article, we 
intend to point out similarities and differences in the meth-
odologies investigated and used in the areas of information 
science and computer science aiming at intelligent retrieval 
approaches that do not rely on a universal language for data 
interoperability, showing that seminal methods and strate-
gies proposed by information science should be allied to 
modern methods proposed by computer science to address 
the interoperability issue nowadays.  

At the end of the nineteenth century, Paul Otlet and 
Henri La Fontaine conceived an environment where world 
scientific production could be found based on an expressive 
effort to collect and organize scientific information. This vi-
sionary achievement paved the way for other initiatives that 
would emerge in the area of knowledge and information or-
ganization, with a focus on the document. Otlet also con-
ceived a future world where information in various media 
would be available to the user at his desk on a screen that 
would provide not only texts but images, sounds and videos 
from media such as television, microfilm and cinema (Ray-
ward 1991). After a while, in 1945, Vannevar Bush imag-
ined these information resources connected. So, he was con-
sidered the forerunner of hypertext (Robredo 2011). Now-
adays, a few decades ahead, we are witnessing these future 
visions becoming true, and we have been going through an 
era where the access to information is more widespread and 
mobile, but, in addition, we live the possibility of access to 
an immense and diverse volume of data (structured, semi-
structured and unstructured), in an open format and often 
interconnected with one another. We have access to another 
world of potential information, where a user is inserted 
whose focus is no longer to find and access documents but 
to obtain and make sense of this huge volume of data, asking 
questions for which answers are expected based on the avail-
able data. The borders for knowledge acquisition have been 
stretched out. In addition to it, we are challenged to provide 
the technological means and to think the requirements that 
the technologies must reach. We also need to gather differ-
entiated kinds of expertise and efforts in order to ask the 
pertinent questions, make sense and interpret the answers 
obtained based on these data. There are many advances in 

this regard, and in this context DBpedia and Wikidata stand 
out as central data sources for the embryo of a semantic web 
being built in a collective and democratic way, which we can 
already perceive as a vast and varied worldwide database, 
whose content can be searched by the average user, albeit 
with some small degree of difficulty (Burgstaller-Mueh-
lbacher 2016). 

On the other hand, there are still many challenges to be 
faced, in particular when taking account the compatibility 
of vocabularies during the access to this increasingly open 
mass of data connected in the web. In this context of open 
data on the web, the relevance of the access to scientific re-
search data stands out as a support for its reuse, to the gen-
eration of new knowledge, research visibility and other fac-
tors.  

The current scenario that is related to the processes, 
which involve scientific research and the sharing and reuse 
of information among researchers, refers to the creation of 
mechanisms in an informational space that makes possible 
the scientific dissemination of methods, resources and 
products, the fruits of the activity of research. There is an 
increasing worldwide interest in an open science at all levels 
from scientific publications to scientific research data, 
through all stages and processes involved in scientific re-
search, like public and private funding, resources used, ac-
countability for the society, human resources utilized and 
similar services. On the other hand, as a result of research 
activities and the collective willingness to allow and give ac-
cess to this information, the exponential increase in the 
amount of information creates a significant difficulty to 
find relevant information, also strangled by the enormous 
variety of areas of knowledge and institutions, a large num-
ber of data formats and various metadata used. Thus, we 
consider that in the field of information science it is neces-
sary to investigate mechanisms, which make it possible to 
create a network of information that, despite the diversity 
and heterogeneity, can link information spread across sev-
eral institutions and different areas of knowledge and make 
sense of them. In this context, ontologies are being used in 
online scientific activities, or eScience, mainly in papers re-
lated to the management and integration of data resources 
and workflows, with the view to allow a more explicit rep-
resentation of scientific artifacts (Brodaric and Gahegan 
2010). It is in this context, that we present the interopera-
bility issue as a condition for heterogeneous information 
systems to interconnect semantically similar information. 

For Payette et al. (1999), interoperability is defined as the 
ability of the components or services to be functionally and 
logically interchangeable, because they have been imple-
mented according to a set of well-defined and known inter-
faces. However, the access to heterogeneous systems can in-
volve documents (or datasets) from different research 
groups and institutions and even different countries, that 
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have their information indexed quite differently, whether 
linguistically, structurally or in distinct conceptual schemas. 
In a diversified environment in some or all these aspects, it 
may not be possible to use the same interfaces with nomen-
clatures, and retrieval processes may lead to unsatisfactory 
results. In such cases, the users may be led to do multiple 
checking to get relevant results or sometimes even get some 
results. For the establishment of interoperability between 
different systems or indexing languages, some methods, at 
different levels, can be adopted.  

The substantial increase in technologies that promote 
open interfaces and the creation of comprehensive metadata 
standards, which can represent academic research environ-
ments, are undoubtedly great steps towards advancing the 
process of interoperability. The problem is in the treatment 
of this research data at a level not only descriptive but also 
semantic. This includes addressing related issues and dis-
cussing the possibilities of sharing such data by relating their 
content. Within the semantic web environment, the study 
and the creation of ontologies have relevant aspect in the so-
lution of the problem. Ontologies are a powerful way of in-
terrelating systems. They are elaborated, mostly, aiming the 
structuring of knowledge bases or to be used as semantic 
tools in the support to the interoperability between infor-
mation systems (Campos 2007).  

In this case, it is very important for institutions from any 
field, to create their controlled and specialized ontologies or 
vocabularies, but the enormous semantic heterogeneity is 
not capable of allowing semantic interoperability by itself, 
since it would be unlikely to create a global ontology to 
which everyone would simply adopt. Therefore, in the real 
world it is necessary to create mechanisms that enable this 
semantic interoperability between heterogeneous systems. 
Interoperation between two systems seems to be possible 
only when we can overcome the linguistic, terminological, 
and verbal differences that are defined by the idiosyncratic 
conditions of each environment. So, we can compare and 
link the definitions and concepts associated with each ob-
ject. In this sense, we are engaged to investigate methodolo-
gies, both in the scope of information science and computer 
science, which permit us to develop a kind of “intermediate 
language,” that allows the compatibility of research re-
sources, semantically interconnecting their contents.  

Dahlberg (1981), in the area of information science, pro-
poses the construction of a conceptual compatibility matrix 
based on her analytical-synthetic method. The conceptual 
compatibility matrix is a mapping of the semantic potenti-
ality of the languages studied, providing the results of the 
compatibility analysis between languages from the semantic 
and structural point of view. Another work published in the 
area of information science that deals with the compatibility 
theme is the thesaurus reconciliation method proposed by 
Neville (1970), which is based on the principle that compat- 

ibilization must consider concepts (the conceptual contents 
of the descriptors, which are expressed in the definitions) 
and not the descriptors only. This method proposes an in-
termediate language approach, based on the numerical cod-
ing of concepts through which it is possible to establish the 
conceptual equivalence of descriptors of different lan-
guages, considering also the one to n correspondence treat-
ment between the terms to be matched. 

In the field of computer science, related to the studies of 
semantic representation languages, the literature has pre-
sented several forms of compatibilization. Here we empha-
size those related to the concept of alignment (Bruijn et al. 
2006), which allows the creation of links between ontolo-
gies, while preserving them without change. 

This paper intends to contribute with research addressed 
to discussing and finding solutions to the problems of se-
mantic opacity already pointed out by Pierre Lévy in his 
works, when he affirms that we are in the process of estab-
lishing a common participatory memory to all humankind. 
For Lévy (2014), the limitation we have today, at the begin-
ning of the twenty-first century, to explore this immense 
memory of data are the problems of understanding its ter-
minological meaning, incompatibility of classification sys-
tems and linguistic and cultural diversity. Under these cir-
cumstances, the lack of models that can be computationally 
treatable prevents the automation of most of the cognitive 
operations of analysis, selection, synthesis and interconnec-
tion of potential information, and, thus “we do not know 
yet how to systematically transform this ocean of data into 
knowledge, and still less how to transform the digital media 
into a reflective observatory of our collective intelligences” 
(Lévy 2014, 23).  

The statement of Lévy, mentioned above, motivated us 
to take this path, that is, to raise initiatives that can provide 
some solutions for an intelligent retrieval for the immensity 
of data produced today. Then, we are starting these studies 
in our research group. Hence, this article has an exploratory 
objective, of raising questions that go through this issue. 
Thereafter, this article is then organized, besides this intro-
duction, to present the questions that involve the great di-
versity of data currently produced, and the problem of in-
telligent access to this data. Section 2.0 “Research data in a 
new context: open science and eScience,” presents specific 
questions that involve the research data in the context of 
open science and eScience, in addition to raising a current 
discussion, that is, restricted or unrestricted access to the re-
trieval of such data. It also raises the matter of the possibili-
ties of relating this data through its contents in a significant 
way in an environment, which semantic technologies are al-
ready taking their first steps. Thus, in Section 3.0 “Semantic 
compatibility studies: contributions of information science 
and computer science,” we present initiatives in infor-
mation science and computer science of semantic compati- 
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bility and interoperability showing similarities and different 
methodologies presented in prospects of mapping possibil-
ities for an intelligent retrieval to environments where the 
research presents itself. And finally, we present in our final 
considerations aspects that we consider fundamental for 
such initiatives to be undertaken. 
 
2.0 Research data in a new context: open science and 

eScience 
 
Research data as stated by the Organization for Economic 
Cooperation and Development (Pilat and Fukasaku 2007) 
are records of facts used as primary sources in scientific re-
search and are generally accepted in the scientific commu-
nity as necessary for the validation of the research results. 
These data, according to the nature of the knowledge in 
which they are generated, can be identified as numbers, im-
ages, software, algorithms, animations, texts, and other re-
sembled items. The literature presents a range of typologies 
about the classification of research data (Borgman 2010; 
Harvey 2010; Lyon 2007; NSF 2007) where each classifica-
tory form is linked to certain purposes. Then, as we can ob-
serve, the research data are collected to serve several pur-
poses, using various methods, being possible either the pur-
poses or the methods to influence on the data classification; 
moreover, these classifications also relate to how these re-
searchers are willing to share their data with their peers 
(Sales 2014).  

Research data are also called scientific data and have al-
ways been part of the process of doing scientific research, 
but they were not considered and are not always presented 
in the products/research results. We can discriminate such 
data as information objects produced, collected or used 
throughout scientific research. They are distinct and have a 
heterogeneous, diverse and complex nature. With the ad-
vent of the eScience and the open science movement, scien-
tific data have gained prominence and recognition of its im-
portance not only to the scientific community but also to 
society. These two concepts have a certain conceptual corre-
lation, although they are not similar, as we can observe.  

The term eScience was created by John Taylor in 2001 as 
a new way of doing science. That is, by establishing a global 
collaboration in key areas of science and every generation of 
infrastructure that will enable the sharing of information 
among researchers. From Taylor, other researchers have 
contributed to the ideals of eScience (Gray et al. 2005; Hey 
and Hey 2006; Hey, Tansley and Tolle 2009; Taylor 2001) 
in which ICTs and data repositories should play a promi-
nent role. The creation of such digital repositories of scien-
tific data distributed in various spaces where the research 
that is being done will require management services similar 
to the ones of the conventional digital libraries, as well as 
other data management services. In this case, it is important 

to point out that the availability of this data is expected for 
the relation between specialists. To make science (or e-sci-
ence as it can be said today) requires manipulating and stor-
ing large quantities of these data, and still requires that such 
data may be available, to be shared and reused by other re-
searchers and research groups, with similar objectives or not 
from the group that originally used or produced them. 
Though, disclosure in eScience, in a way, is more used to the 
availability of scientific data among peers.  

In relation to the open science, its primary concern is to 
make research activity more transparent, more collabora-
tive, and more efficient, in which scientific knowledge must 
be understood as world heritage. According to Akmon et al. 
(2011), scientists can no longer assume that the data gener-
ated during their research has value only to themselves or to 
their research group. Instead, they need to anticipate future 
uses of the data and, thus, preserve them and provide de-
scriptions that facilitate their reuse. But these scientists do 
not have the knowledge, the techniques, the interest or the 
time to do it.  

It is in this context that the proposals for the creation of 
digital curators of scientific research data, in accordance 
with Lee and Tibbo (2007), have as main tasks to boost the 
availability of data for the scientific community, to offer ef-
fective storage, to transform data, to preserve for a long term 
period, to make available authentic digital data to be repro-
duced and reused, to develop reliable digital repositories, to 
generate principles of metadata creation and capture and to 
use open standards for file formats and conversions. Be-
sides, while data is central to the scientific process, metadata 
is central to the operation of digital files and to the curation 
of digital data, but the essence of the problem is to ensure 
that all the metadata and their associated documentation, 
that are required for the efficient use of data are correctly 
generated, understood and effectively accessible to its legiti-
mate users (Davenhall 2011). 

These repositories of scientific research data, despite be-
ing a major advance in the description, management and 
sharing of research data, confront a major problem. The ex-
treme complexity of the data models involved and the enor-
mous diversity of objects and domains to be represented 
form an almost insurmountable barrier to the efficient 
management of these environments, preventing its main 
purpose, which is, sharing, discovery and reuse of these data 
to be performed properly. It is a clear example that only the 
computer and computing infrastructure that forms the ba-
sis of the global information network are not enough to 
solve the existing problem.  

The issue we want to address here is what contribution 
information science can make to open science and eScience. 
We discussed and used research data and eScience as a con-
text for our argument, because despite the importance and 
all the effort dedicated to the preservation, dissemination 
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and sharing of this data, there is still a problem to be solved 
nowadays, not only eScience data, but digital data in gen-
eral; interoperability between heterogeneous databases, es-
pecially their semantic interoperability, so that researchers 
can reuse research data without the need to modify the vo-
cabularies that describe them, that is, maintaining the local 
identities and idiosyncrasies that define the repositories 
available on the web. 

Although the debate on restricted or unrestricted access 
is at stake when we discuss subjects related to scientific data 
from which we should not be absent. Here we are especially 
interested in discussing the modus operandi of how this ac-
cess can be realized and investigating the possibilities of re-
lating these data through its contents, in a significant way in 
an environment in which the semantic technologies are al-
ready giving their first steps. Therefore, it is our interest to 
join efforts and go through one of the aspects that will ena-
ble such access, whether restricted or unrestricted, that data 
can be gathered by their conceptual similarities. In this ap-
proach, this study aims to investigate issues involving se-
mantic compatibility and semantic interoperability, which 
are fundamental for intelligent retrieval not only in research 
environments but in the whole web. 
 
3.0  The studies of semantic interoperability:  

contributions of information science and  
computer science 

 
For W3C, semantic interoperability means enabling differ-
ent agents, services and applications to exchange infor-
mation, data, in addition to knowledge, notably, both on 
the web and beyond it. For the purpose of making this type 
of interoperability possible, the agents involved need to 
share the same vocabulary comprehended by all or to create 
correspondences or mapping between different vocabular-
ies (Ushold and Menzel 2005). 

According to Degoulet, Fieschi and Attali (1997, vol. 9, 
5), in order to achieve semantic interoperability, it is neces-
sary the compatibilization of these vocabularies from the 
processes of creating and interpreting messages, which de-
pends mainly on three key factors: 
 

– Terminology or nomenclature 
 It is the way in which concepts are expressed in a 

controlled vocabulary having the referential status 
of a field of knowledge or activity.  

– Explicit semantic relationships related to terminol-
ogy 

 Relationships can be organized in a semantic net-
work. This network aims to structure the connec-
tions between the concepts of the domain, specify-
ing their nature; synonymy connections, heteron-
ymy, derivation, etc. (for example, SBP and systolic 

blood pressure or angina and angina pectoris for 
synonymy connections). 

– Representation of concepts in messages 
 In general, two different institutions model and 

represent concepts in different ways. Simple exam-
ples are age (modeling created based on the age or 
from the date of birth … ) and the address of a cer-
tain person (separation of street number, ZIP 
code, number of lines … ). We could cite innumer-
able cases, as the modeling of the existence of a 
symptom by stage (or severity) or simply by yes or 
no. 

 
The search for interoperability between data and records ex-
tends across all domains, along with areas of knowledge and 
at all levels. It is evident, as an example among many others, 
its need in healthcare, where patients, diseases and drug data 
need to be exchanged between different institutions, espe-
cially using as an example, one of the points where the prob-
lem is reflected: the patient’s chart. Although the institu-
tions and professionals of ICT and healthcare of these insti-
tutions do not know how to conceptualize correctly what 
are interoperability standards or even ignore this concept, 
according to the work of Miranda and Pinto (2015). 

Regardless of global efforts, whether governmental or 
from the research institutes themselves, to promote open 
science with free access to publications and scientific re-
search data, as shown above, this attempt runs up against 
the difficulty of interoperating these data between reposito-
ries and between different fields of research and human 
knowledge. The formation of transdisciplinary knowledge 
networks, that will allow a leap forward in the development 
of sciences, scientific research and innovation, depends on 
the ability of researchers, through their publications and re-
search data, to interoperate and intelligently and semanti-
cally share their research and results. 

As Lévy (2014, 231) states, “so much information is 
available in the digital world that the obstacle to accessing it 
is due to this abundance itself: how to find the relevant in-
formation needle in the giant haystack of digital data?” Ac-
cording to the author, in order for this information econ-
omy not to lose the value of its main good, it must become 
a semantic information economy, since the value of infor-
mation depends on its meaning. That is, the information 
economy should be able to modify the meaningful contexts, 
the practical environments where the meaning is. In other 
words, the information economy should be able to model 
the meaningful contexts, the practical environments where 
the meaning is. Since information availability is no longer a 
problem to be overcome, informational goods gain and lose 
value as a function of their significance and relevance to the 
communities that use them. Then, it is necessary to imagine 
and build sociotechnical devices that are cable of answering 
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a central question for a given user: how to find the infor-
mation that has the most value. 

Thereby, by proposing the bases of the semantic web, 
Tim Berners-Lee and others were saying that the original 
web operation, which was created and developed by Bern-
ers-Lee himself, could no longer meet the wishes of its users 
(Berners-Lee et al. 2001). The page-based web whether 
static, as it is at the beginning or dynamic, could not sort out 
the new information retrieval issues that are demanded by 
users. The current web was designed to be used by humans 
and we need to evolve into a web used by intelligent software 
agents and intelligent devices. These bases and semantic 
guidelines for this new web paradigm includes the capacity 
to express meaning, to represent knowledge, to use ontolo-
gies and to have software agents as users. 

Dealing with interoperability with the intention to dis-
seminate, share and reuse data, records and information is 
not a new problem to be faced by humanity and the scien-
tists. On the contrary, the need to share information from 
different sources, with form and meaning, has already been 
in the information science for some time. On the way to cre-
ating a useful memory, the Belgian Paul Otlet, since before 
the Second World War, had proposed the creation of a uni-
versal library, its indexation and also discussed its theoretical 
problems. When Otlet created the Universal Decimal Clas-
sification (UDC), he transformed the classification devel-
oped by Dewey into a faceted language and, in parallel, pop-
ularized in Europe the use of microfiche, which had already 
been used in the United States of America. In 1930, Otlet 
showed that the documentary universe was growing 
strongly and predicted that electronic technologies would 
make information ubiquitous. His unfinished project of 
constructing a collective and universal memory for man-
kind can be seen in his 1934 work, called The Treaty of Doc-
umentation, where the author proposes an intellectual net-
work universe, accessed by a universal classification system, 
which would be mandatorily updated constantly by the 
links created by the users between the various documents. 
In this case, even before the innovative and revolutionary 
constructions proposed by Vannevar Bush, Douglas Engel-
bart and Ted Nelson, Otlet presented the project to formu-
late and build the principle of hypertextual interconnection 
(Lévy 2014). 

In this quest for interoperability, knowledge organiza-
tion systems are essential to represent the different environ-
ments of organizations, institutions and research groups 
that seek to disseminate and share their information. These 
KOS can vary greatly in different aspects, i.e., knowledge 
domain, language, granularity or structure, making it diffi-
cult to recover information between different vocabularies. 
The definitions presented by ISO 25964—Thesauri and In-
teroperability with other Vocabularies (ISO 2011; ISO 
2013)—can help solve these problems. It covers the interop- 

erability of thesaurus, taxonomies, ontologies, classification 
schemes and other KOS. Its norms and definitions focus 
mainly on the implementation of mappings and address the 
characteristics of the different KOS vocabularies that make 
these mappings possible. However, despite the importance 
of the existence and formulation of these standards, it is not 
possible to guarantee that different vocabularies spread 
around the world today on the web can interoperate imme-
diately, hence the importance of studying and improving 
the compatibility processes proposed by CI and by CC, 
which we will see in the next sections of this article. 

Thereby, there are also the issues addressed by infor-
mation science, in order to solve the problem of intelligent 
information retrieval adding semantics to these searches 
through methodological procedures that do not focus only 
on a universal language, but that allows a metalanguage in 
which the “languages” of the various contexts could be re-
spected. This is a problem to be solved nowadays. In other 
words, how to make possible an intelligent retrieval of infor-
mation with such diversity and volume of data generation. 
This diversity comes from the space composed of different 
areas of knowledge, ontologies, vocabularies, languages and 
cultures. Even in controlled environments, like a single com-
pany, for example, we have difficulties in establishing or 
even creating a single vocabulary, that caters to all producers 
and consumers of information. Thus, it is our understand-
ing that intelligent information retrieval occurs when it is 
possible to retrieve information from different bases and in-
dexed by heterogeneous vocabularies without the need to 
intervene or modify the original bases. 

In this sense, we will discuss initiatives of language com-
patibility in information science and alignment and seman-
tic mapping in computer science, which introduce the no-
tion of a metalanguage. This metalanguage must be formed 
as an intermediary language between the different source 
vocabularies allowing different actors to navigate through 
this language and, in a contextual and semantic way, to re-
trieve the desired information, no longer based on character 
strings, nevertheless, rather in their meaning, as we will see 
later. 
 
3.1 The studies of semantic compatibility in  

information science 
 
When debating about interoperability it is important to de-
clare the high importance, recognized for a long time, of the 
study of “vocabularies” or “languages” in the organization 
of knowledge and information retrieval, within the field of 
library and information science, as pointed out by Lancaster 
(1986) and Buckland (1999), among others. Recent and 
growing studies in the field of semantic web, ontology engi-
neering, metadata and open linked data and markup ontol-
ogy languages that spread across several disciplines and sci- 
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entific fields, clearly show the critical role played by vocab-
ularies to represent, access and retrieve information and 
knowledge (Park 2006; Hovy et al. 2001). 

The studies of compatibility and convertibility between 
languages in the field of information science, more specifi-
cally in those concerning documentary languages, from the 
1960s of the last century, intended to create tools that would 
allow the conversion of different languages, in order to ena-
ble the user access to different data sources. It is considered 
that in the 1960s these studies stood out, due to the “infor-
mation explosion” and the subsequent loss of information 
control, because of the proliferation of data sources. At the 
same time, the possibility of different US agencies accessing 
each other’s content and a possible speeding of service deliv-
ery encouraged the studies about compatibility (Lancaster 
1986). Hence, the research in the area was contextualized at 
a political moment when information reached strategic and 
decisive status. In the 1970s, there was a decline in the stud-
ies about compatibility, due to the dissemination of research 
automation. Then, in the 1980s, the studies about compat-
ibility arose again, now applied to the computational envi-
ronment and to automated language issues (semantic and 
syntactic problems). So, in the 1990s, these studies dealt 
with the integration between languages of computational 
systems with emphasis on the elaboration of ontologies, 
that are used as semantic tools for the purpose of allowing 
interoperability between systems (Campos 2010; Souza and 
Campos 2007).  

Compatibility can be understood in two aspects: seman-
tic and structural compatibility. Semantic compatibility is 
the ability of two vocabularies to have similarity between the 
conceptual contents of their terms while structural compat-
ibility can be understood as linguistic compatibility 
(Glushkov et al. 1978). In either of these two aspects, we 
emphasize that in information science the search for com-
patibility of information systems and knowledge organiza-
tion systems is not a minor problem and is strongly related 
to one of its essential objectives, which is to allow and sim-
plify the connections between those who need sources of in-
formation on a given subject and the potential relevant doc-
uments to meet this demand. In order to be able to advance 
in the solution of this problem, especially in the current 
times of massive production of information sources and ad-
vancement of information technologies, it is necessary to 
understand that the compatibility of languages and vocab-
ularies is not an intrinsic quality of these systems, but rather, 
it is a goal to be achieved (Maniez 1997), as discussed below.  

Although the authors debate about compatibility in the-
sauri, this discussion of semantic and linguistic aspects in 
the process of compatibility can be applied to ontologies. 
From the methods of compatibility and conversion of lan-
guages based on the integration of vocabularies, two stand 
out eminently. They are the “thesaurus reconciliation” 

method, suggested by Neville (1970, 1972) and the “con-
ceptual compatibility matrix,” proposed by Dahlberg 
(1981b, 1983). Neville’s method is based on the principle 
that concepts must be made compatible, (the conceptual 
contents of the descriptors, which are expressed by the def-
initions) not the descriptors alone. This method offers an 
intermediate language approach founded on the numerical 
coding of concepts through which it becomes possible to es-
tablish the conceptual equivalence of descriptors of differ-
ent languages. It also considers that, within a common the-
matic area, vocabularies should cover the same concepts 
even though there may be different terms for naming the 
same concept among these different vocabularies. Based on 
this principle, their strategy is established on identifying 
similar concepts and encoding them uniquely in each vo-
cabulary. This coding would then allow the keywords of a 
vocabulary to be mapped to other vocabularies of the same 
subject that shared this coding scheme. For this, Neville 
(1972) recommended an intermediate language way, which 
implements this numerical coding of concepts making pos-
sible to establish the conceptual equivalence of descriptors 
of different languages, denominated by the author as recon-
ciliation, that is, the possibility of integration and approxi-
mation of systems, which contemplate the same type of lit-
erature, but adopt different thesauri (Neville 1972, 622). In 
the author’s plan, each term in each participating thesaurus 
receives a code with the inclusion of remissive to the key-
words. Moreover, a key to the encoding is given, so that your 
application in third-party keywords will generate the corre-
sponding keyword in the source thesaurus. This key is dif-
ferent for each thesaurus; it functions as a conversion mech-
anism.  

The establishment of correspondences between concepts 
does not necessarily imply a one-to-one correspondence. 
There may be cases, for example, where a more specific con-
cept in one of the vocabularies is covered by a broader con-
cept in the other vocabulary, or there may be cases where 
there is no correspondence in the other vocabulary for a par-
ticular concept of the vocabulary of origin. Neville (1970) 
embraces a thesaurus as a basis and follows eleven levels of 
matching between the terms of the two vocabularies analyz-
ing them from the exact match between terms, use of syno-
nyms and homonyms, among other things. Like Neville, 
Dahlberg (1981b) also introduces a mapping of the seman-
tic and verbal potentialities between languages, which she 
calls “compatibility matrix.” 

Dahlberg (1981b) states that the most sophisticated use 
of a compatibility matrix would be if it worked as a black 
box, in which one would enter a descriptor in an indexing 
language (IL), and it would be possible to obtain the corre-
sponding descriptor in the other ILs involved. Dahlberg’s 
conceptual compatibility matrix (1981b) is a mapping of 
the semantic potentiality of the languages studied, provid- 
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ing the results of the analysis of the compatibility between 
languages through the semantic and structural perspectives. 
The compatibility between languages, as said by the author, 
comprises three phases: 1) conceptual coincidence—when 
two concepts combine their characteristics—degree of 
equivalence; 2) conceptual correspondence—two concepts 
combine most of their characteristics—similarity; and, 3) 
conceptual correlation—two concepts are correlated 
through mathematical symbols establishing a correlation 
measure when they have different levels of detail, or when 
the relation between them is not of similarity (Dahlberg 
1981b). 

While Neville (1972) propounds the creation of an inter-
mediate language in which the potentialities of reconcilia-
tion between two languages are presented, Dahlberg 
(1981b) goes a little further, since, besides presenting prin-
ciples for the mapping, she also presents a proposal, which 
introduces the concept of “compatibility rate” in which one 
can quantify the degree of compatibility between the lan-
guages under analysis. Additionally, Dahlberg (1981b) uses 
the term “ordered systems” to name the various “termino-
logical tools” that should be compatible and conceptualizes 
them as any instrument used in the organization, descrip-
tion and knowledge retrieval, composed of verbal or nota-
tional expressions for concepts and their relations, arranged 
in an ordered way. Dahlberg cites as examples classification 
schemes, thesauri, subject headings or another identical in-
struments. 

Thus, when adopting “ordered systems,” it extends not 
only the concept but also the universe of application of the 
compatibility methodology, since it makes the definition of 
the instrument to be compatibilized flexible and can include 
the questions asked by the users analyzed within a context 
that presents an internal organization offered by the re-
trieval system. Another issue presented in this study is the 
role of the definition in the mapping of the semantic poten-
tialities of compatibility, when the established correlation 
between ordered systems should not be performed only at 
the level of the terms and their descriptors. The terms are 
only the bearers of the information and can only display the 
information about the content of the represented concept 
if the necessary relationships have been established through 
a definition. 

A fundamental point presented by Dahlberg (1981b) in 
her methodology is the need that for each term there is a 
kind of annotation about how the term is structured in a 
given ordered system; she called the this information about 
the term “concept record.” Therefore, for two languages to 
be compatible, it is necessary that each establishes a register 
of concepts. According to Dahlberg (1983, 6): 
 

In establishing an ordering system one must attempt 
to accumulate the necessary knowledge about the ref- 

erents by a “concept record” … If an ordering system 
has not been developed with the help of concept rec-
ords it is necessary to establish such records at the time 
when the said comparisons with other OSs should be 
made of each single class and concept on every level of 
the hierarchies foreseen in order that the analyzed 
conceptual data of the concepts in question can be in-
troduced into the comparisons. 

 
The register of concepts, as told by to the author (Dahlberg 
1983, 6), consists of a series of necessary fields: 
 

00 – running number; 
01 – name of concept or class of concepts; 
02 – notation; 
03 – definition with indication of source;  
04 – next broader concept (generic and partitive rela-
tionship); 
05 – highest concept in hierarchy; 
06 – subject(s) field of a concept; 
07 – other names of a concept or class of concepts 
(synonyms); 
08 – source of concept; code for ordering system and 
09 – remarks concerning corresponding concepts in 
other ordering systems. 

 
Furthermore, the author suggest possible alternatives to 
these necessary fields: i) the name of the concept in other 
languages; ii) the category of the form of the concept (form 
category), which indicates if this is an object, a process or a 
quality; iii) additional information about the concept; and 
iv) related concepts. 

The concept record supports the conceptual comparison 
between ordered systems, which is generally founded on the 
analysis of the hierarchical structure in which the term is sit-
uated, in addition to its definition and possible comments, 
to conclude whether the terms are or are not corresponding 
to the same concept. 

For the preparation of a compatibility matrix, the first 
step is the verbal or linguistic joint of the terms, which can 
be automated and recorded in a preliminary matrix. From 
the analysis of the percentage of terms that were possible to 
match, we evaluate the feasibility of continuing with the 
compatibilization of vocabularies. The linguistic compati-
bility, however, does not ensure that the coincidences found 
are actually a conceptual correspondence, due, for example, 
to the possibility of homonymy. In addition, if different lan-
guages use different nomenclature for terms with the same 
meaning or present concepts at different levels of detail, the 
linguistic match is not enough to detect such occurrences. 

In this way, the preliminary matrix obtained must be 
complemented, in a second stage, by means of the analysis 
of the concepts so that a semantic correspondence can be 
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established. It is at this moment that the concept register is 
established to be able to infer the level of conceptual com-
patibility, that is, conceptual coincidence, conceptual corre-
spondence and conceptual correlation, as presented above. 
As a result of this complementary conceptual analysis, we 
obtain the final compatibility matrix, which establishes, ad-
ditionally to the correspondence of the concepts, a measure 
of compatibility and the correspondence type (“<,” “>,” 
etc.) as it was mentioned previously. 

Both Neville’s (1970, 1972) and Dahlberg’s (1981a, 
1981b, 1983) studies, although stemming from thesaurus 
activities, are considered to be appropriate for the investiga-
tion of principles related to the semantic aspects of termi-
nological compatibility in heterogeneous environments of 
scientific data, in addition to the fact that they present ele-
ments to discuss the level of conceptual similarity independ-
ent of the types and data formats involved.  

Nowadays, a significant number of conceptual and 
structural methodologies for vocabulary creation resemble 
those found in the history of pre-web knowledge organiza-
tion systems. What makes them different are the approaches 
supported by semantic technologies, in consonance with 
LOD principles. With the growing number of KOSs being 
published in standardized and machine-understandable for-
mats, institutions can refine and augment their data from 
external sources, accomplishing a major achievement of re-
usability of these vocabularies (Zeng and Mayr 2019). But 
while we have a steadily increasing advancement in vocabu-
lary-building and sharing technologies, especially semantic 
web-related technologies for automated processes, on the 
other hand, we still need to make great progress in the meth-
ods and strategies for applying these technologies. There-
fore, to advance and effectively reach the possibility of 
working in an open environment aiming at the interconnec-
tion of heterogeneous data with different vocabularies, 
without having to change or intervene in these vocabularies, 
we highlight two aspects of great value: to rescue the previ-
ous efforts mentioned above concerning the classical meth-
ods of information science, and to establish its similarities 
and differences from modern approaches, especially those 
directed to automatic processes. 

Even with the incredible advance of information tech-
nologies, we have several mapping processes done at a syn-
tactic level, that is, words, phrases and context, instead of 
being done at a semantic level. Advances obtained by the 
new processes of artificial intelligence and machine learning 
have great potential in reducing conflicts and promoting in-
teroperability, in particular semantic interoperability (Zeng 
2019), but despite these advances, the mapping of concepts 
in a semantic manner is still a challenge for those who de-
pend on automatic mapping.  

As we can see from methods and processes covered in this 
section, our view is that seminal information science studies 

for vocabulary matching, even if they were created in a pre-
web era, are essential to moving forward in solving the prob-
lem of web interoperability and in creating automatic com-
patibility processes. 
 
3.2 The semantic alignment studies in computer  

science 
 
Leiva-Mederos et al. (2017) emphasize that there are several 
mechanisms to tackle semantic interoperability and that 
one of them is semantic alignment. The authors believe that 
semantic alignment fundamentally means finding the cor-
respondence between distinct vocabularies. Li, Yang and 
Liu (2008) show that semantic alignment is the sum of a va-
riety of methods and can be applied to many different types 
of thematic domains.  

In the field of computer science, related to the studies of 
languages for semantic representation, by the end of the 
1990s, ontologies began to appear. Ontologies, as a termi-
nological artifact, can be compatibilized in different ways, 
depending on the needs that must be met and their availa-
bility. In this work, aiming the comparison with the initia-
tives of information science, for the purpose of intelligent 
data retrieval, we will treat ontologies as terminologies with 
the goal of representation and information retrieval. 

In this field, the literature has presented several forms of 
compatibilization (Bruijn et al. 2006; Pinto and Martins 
2001; Ziegler and Dittrich 2004, vol. 12). In this paper we 
will investigate the concepts of alignment (Bruijn et al. 
2006; Choi, Song and Han 2006), which allow us to gener-
ate a set of links between ontologies. The alignment process, 
unlike others (e.g., join, integration) in relation to its result, 
instead of generating an additional ontology, keeps the re-
used ontologies unchanged and in their source locations but 
generates a set of (links) between these ontologies. These 
links contain a set of information about how to make reused 
ontologies compatible and they are expressed in a separate 
(physically existing) persistent model. 

Alignments can be used for various purposes, such as the 
transformation of one ontology into another, or to allow 
queries or searches on features described with ontologies 
(Euzenat et al. 2004). Thus, a search can be made, for exam-
ple, with terms of an ontology (O1) over features described 
with a another ontology (O2), because the alignment allows 
the automatic matching of the questions to the ontology 
model mentioned. 

The set of links expressed in a persistent model produced 
by the alignment process is a mapping between the ontolo-
gies. There are different definitions in the literature for 
mapping (Ding and Foo 2002). In the context of this work, 
we adopt mapping as a formal expression, that establishes a 
correlation between two elements of distinct ontologies and 
that is stored in a persistent model, which can be separated 
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or incorporated into an ontology. The elements related by 
the mapping can be the classes (used in the context of this 
work as a synonym of term), the properties or the attributes 
contained in the ontologies. 

The information contained in the mapping will depend 
on the type of semantic link found between the elements 
and the type of formalism used in the ontology to represent 
its semantics. For example, two elements may be similar (to 
different degrees), or one may be part of the other or they 
may have some other type of relationship, which is identi-
fied with the help of a domain expert. 

In relation to formalism, mappings can also be used to: 
a) make different formats compatible in the representation 
of ontology class attributes (for example, an attribute size 
measured in centimeters or millimeters); b) overcome prob-
lems of expressiveness derived from the use of different lan-
guages; c) make the shape of a class compatible, for instance, 
the wing of an airplane can be modeled as a part of the air-
plane (in this case the wing itself is a class); or, d) as an at-
tribute of the airplane class. Other aspects can also be con-
sidered in regards to mapping such as the cardinality of re-
lationships established when mapping, which can be one to 
one, one to many or many to many (Volz 2008). 

Mappings of similarity may express different degrees of 
similarity. These can be represented as a numerical attribute 
of the mapping (Felicíssimo and Breitman 2004; Kalfoglou 
and Schorlemmer 2003) or also by means of a relation, that 
indicates the type of similarity, such as “equivalent,” “nar-
rower than,” “broader than” (Aleksovski, Kate and Har-
melen 2006; Su 2004). In order to determine the degree of 
similarity, several factors are generally considered: linguistic 
similarity between terms, compatibility of attributes, posi-
tioning of the term in the hierarchical structure of the on-
tology, among others. 

As for the strategy of mapping, there are three ways to 
implement it: i) between local ontologies; ii) between a 
global ontology and other local ontologies; or, iii) in an on-
tology that is the result of the joining of others (Choi, Song 
and Han 2006). A local ontology reflects the conceptualiza-
tions of a domain that are relevant to a particular commu-
nity, thus mirroring the perspective under which that com-
munity represents its world (or part of it) according to its 
objectives (Bouquet et al. 2002). A global ontology is a com-
bination of several local ontologies in a unified ontology, 
which in this way contains all the concepts of local ontolo-
gies. 

In the first way to implement a mapping (i), there are 
two local ontologies mapped through a separate persistent 
model (Choi, Song and Han 2006). In the second form (ii), 
there is a global ontology and one or more local ontologies 
and a separate persistent model that maps the terms of the 
global ontology to the terms of the local ontologies. In the 
third form (iii), there is an ontology, which is the result of a 

process of joining others and a set of mappings that is stored 
within the ontology itself, the result of the junction process, 
in the form of axioms and which maps the terms of the on-
tologies imported by this final ontology. 

Several ontology matching systems have been designed 
recently and most of them use element-level techniques that 
aim at lexical information as essential elements, but with 
only this simple string comparison approach is impractica-
ble to get useful results. On the other hand, there are struc-
ture-level techniques that rely on the analysis of the neigh-
borhood of two entities to determine their similarity. But 
both techniques present weakness as they must extract se-
mantics from the lexical information of entities. A possible 
solution to address this problem is to rely on external 
sources like WordNet or Wikipedia in order to obtain se-
mantic similarities among elements. The limitation of this 
approach is that many vocabularies cannot find their corre-
spondences in WordNet or Wikipedia. Another possible so-
lution is the use the technique of word embeddings similar-
ity, that can represent words as vectors in a semantic space. 
Even if different methods and strategies have been used, in 
almost all cases, the intervention of a domain expert in the 
ontology alignment process is necessary to avoid inconsist-
encies, showing the limitations of the processes (Zhang et al. 
2014; Dhouib et al. 2019; Ardjani at al. 2015).  
 
3.3 Similarities and differences between the two  

approaches 
 
Based on the exposed approaches and techniques, it is pos-
sible to observe some common aspects in these diverse 
views. Primarily, in the proposals resulting from infor-
mation science, we can observe a strong concern with the 
compatibility of the concepts involved and their conceptual 
contents, not only with the character strings that represent 
the terms, in other words, their descriptors, since this is a 
determinant characteristic of this approach. When Dahl-
berg proposed the semantic mapping, through semantic po-
tentiality, she went beyond the coincidence between the 
concepts, analyzing its correspondences and correlations 
and suggesting the creation of a conceptual compatibility 
matrix, as exposed above. Neville, on the other hand, con-
siders this semantic view through the integration of differ-
ent thesaurus systems with the creation of an intermediary 
language, making a conceptual equivalence of the de-
scriptors, not necessarily from one to one.  

These proposals, in spite of privileging a semantic and 
conceptual view, have as an important aspect the fact that 
they require a great intellectual and manual effort to be im-
plemented, requiring the work of professionals who have 
the knowledge of the processes to be carried out, and of pro-
fessional experts in the vocabulary domains to be aligned. 
With the exponential growth of data—in the internet post-
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creation period and especially in the web post-creation pe-
riod—allied to the growth of the diversity of vocabularies 
and indexing systems spread all over the world, in different 
domains, different cultures and different languages, this in-
tellectual and manual work could not, by itself, be capable 
of meeting in its completeness the tasks of integration and 
compatibility of the heterogeneous data.  

Concurrently, different techniques are developed, 
mainly by studies linked and supported by computer sci-
ence so that, supported through computer programs they 
can automate and move towards integrating heterogeneous 
data sources. Therefore, we need to guarantee that in this 
case, as well as almost everything in this interconnected 
world, the practical application of interdisciplinarity, essen-
tial in the eScience era, be possible. The use of working tools 
for large volumes of data and large vocabularies should use 
compatibilization procedures which consider conceptual 
concepts that deal with the semantic similarity between 
terms. 

DeRidder (2007) highlights that the semantic heteroge-
neity is inevitable, especially when information systems 
grow in a decentralized way. We can notice that this is what 
happens with the web. The author, in the context of ontol-
ogy interoperability, explains that in order to achieve in-
teroperability, there are three basic approaches that can be 
chosen: a global ontology for which local ontologies are 
mapped, local mapping between ontologies’ pairs when 
necessary and a combination of both strategies. For DeRid-
der, although a single global and heavyweight ontology is a 
preferential option from the computational point of view, 
on the other hand, obtaining a global agreement for this on-
tology seems to be unfeasible. He proposes that an approach 
based on generality layers, with a group of ontologies for 
this purpose, instead of only one, would be more likely to 
succeed. 

Park (2006, 30) shows in her study results that point out 
the need for mediation mechanisms, that it is necessary in 
order to provide contextual relations between metadata ele-
ments and their definitions to ease the mapping processes 
that can reduce semantic ambiguity. She proposes that the 
use of concept networks may serve this purpose; however, 
she suggests that the development of this kind of solution 
requires additional studies concerning not only the 
metadata but also the mapping practices. In this context, 
she highlights that “problems in metadata mapping result 
from the absence of the context in which a metadata ele-
ment name and its usage (i.e., definition) occur.”  

On the other hand, although human mediation and in-
tervention are still necessary, Greenberg, Spurgin and Crys-
tal (2006) point out that it is not possible to rely exclusively 
on traditional manually-generated metadata approaches, es-
pecially considering the huge number and volume of digital 
resources in need of these metadata. In a study related to this 

discussion, focused on metadata generation and that con-
tributes to the understanding of automated processes in this 
area, Greenberg (2004) positively concludes that there is a 
potential of these automatic processes for metadata crea-
tion. 

For Martínez-Ávila et al. (2018), the semantic web, by 
proposing the creation of machine-readable data by differ-
ent communities, has led to isolated information systems 
that deal with their own knowledge and are specific to their 
domain, limiting potential interoperability since publishing 
data as linked open data (LOD) is a big step towards making 
data available and interconnected but not enough to achieve 
full interoperability. The technology to link this data exists, 
but performing the linking process requires expert know-
ledge and does not happen completely automatically. Mov-
ing to a LOD environment requires extended interoperable 
vocabularies for better organization of large data, that is, we 
need producers and users who are able to provide and use 
richer semantics and structure in the vocabularies that are 
used to consume, describe and publish data. This situation 
could benefit from a greater application of knowledge or-
ganization principles (Martínez-Ávila et al. 2018). 

According to Chan and Zeng (2002), as the advanced 
computerized processes were evolving, to achieve or im-
prove this interoperability among vocabularies, computer 
technologies begun to be used to benefit from this intercon-
nected environment. Thus, some new methods and some 
conventional ones have come to form a list of widely ac-
cepted methods. 

In the method called “derivation” or “modeling,” a sim-
pler or specialized vocabulary is developed from a more 
comprehensive one chosen as a model. In “translation” or 
“adaptation,” a vocabulary is controlled and developed 
from terms translated from another language. In the intel-
lectual process of mapping a system, it is developed from the 
establishment of the equivalence of terms between different 
controlled vocabularies, requiring a great intellectual effort. 
This method can be migrated to use the computer technol-
ogy in its implementation (Chan and Zeng 2002). In “align-
ment,” for each entity (which can be a concept, an instance 
or even a relation) in the first vocabulary, we try to find a 
correspondent entity in a second vocabulary with the same 
intended meaning in the second vocabulary (Ehrig 2007). 

In this environment where computer and information 
technologies are used, vocabulary alignment and mapping 
emerge as the main methods to be used in the vocabulary 
compatibilization process, because they can be applied to a 
variety of usages and scenarios such as vocabularies and on-
tologies importing, data schemes integration and links of 
different versions of ontologies. Thus, the ontologies align-
ment is a crucial condition nowadays to make possible the 
interoperability between semantic systems when it allows 
that the individual relations between elements of multiple 
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ontologies to be identified (Ehrig 2007; Euzenat and 
Shvaiko 2007). 

It is possible to observe in the scientific publishing of in-
formation science and computer science areas, different 
meanings and conceptualizations for the term’s alignment 
and mapping (Ding and Foo 2002; Su and Gulla 2006; Eh-
rig 2007; Fielding et al. 2004). For some authors, such as Eh-
rig (2007), the alignment is a preliminary stage where it is 
possible to detect at which point the ontologies overlap each 
other and where they can be connected to each other. For 
this compatibility type, the terms to be aligned have the 
same meaning, but the process foresees that different rela-
tions be used and not only equivalence. In this alignment 
point of view, different relations such as identity, subsump-
tion, instantiation and orthogonality can be used in the 
links between the terms (Ehrig 2007). For Euzenat and 
Shvaiko (2007), alignment is based on a term’s matching 
process where it is sought to identify those terms that ex-
press similar concepts, being possible to associate values to 
express their degree of reliability and similarity (Ehrig 
2007). 

Regarding mapping, some authors, such as Pâslaru-
Bontas (2007), consider it as a synonym to alignment, claim-
ing that both terms are used in an interchangeable way in 
literature and define it as a process of relationship creation 
between the corresponding elements. Ehrig (2007) points 
out differentiations, claiming that mapping is a function be-
tween two ontologies represented by axioms that describe 
how to express concepts, relations or instances in terms of 
another ontology, focusing on the representation and estab-
lishment of the relations for certain tasks, whereas align-
ment only identifies the relation between ontologies. 

Campos (2011) expresses a comprehensive definition 
when considering mapping as a formal expression that rep-
resents a function between two elements, equivalent or not, 
of distinct ontologies and allows the compatibility of such 
elements through actions for the execution of a determined 
task, being stored as a persistent model (which exists physi-
cally) and which can be separated or incorporated to one on-
tology. It is important to notice that both processes ob-
served here have as a common characteristic to keep the orig-
inal ontologies or vocabularies unaltered and in their places 
of origin but are able to generate links between these terms 
of these ontologies, expressing the type of relation that links 
the terms to be aligned.  

Park (2006) and Boteram and Hubrich (2010) highlight 
the importance of the semantic issue in mapping initiatives. 
In this regard, we can notice here the relevance of Dahl-
berg’s (1983) proposal of the concept registry. DeRidder 
(2007), in turn, highlights the usefulness of a central vocab-
ulary connecting vocabularies to be mapped. At this point, 
we can observe the relevance nowadays of the studies for the 
construction of intermediary languages and how the infor- 

mation science efforts could be explored to support con-
crete vocabulary compatibility initiatives. We consider here 
the relevance of citing a bridge to be considered between the 
semantic web trends, using the computer science view and 
the traditional practices of vocabulary control and know-
ledge organization and representation from information 
science. This bridge is SKOS, which is one of the most im-
portant semantic web specifications for application in ar-
chives, libraries, and documentation centers. It emerged as 
a W3C recommendation and offers a data model to repre-
sent the structure and content of conceptual schemas such 
as thesauri, classification systems and taxonomies. In its of-
ficial documentation, SKOS points to the use of semi-for-
mal knowledge organization systems to differentiate them 
from ontologies that support complex automatic reasoning 
processes, i.e., its orientation is towards indexing and re-
trieving information rather than more complex processing, 
which can be achieved, for example, with OWL (González 
2014). 
 
4.0 Conclusions 
 
The increasing digital data volume produced in all areas of 
human acting, notably in the production of scientific data, 
requires urgent production of scientific data action by re-
searchers and professionals, especially in the information 
science and computer science areas so that the data can be 
used effectively in an intelligent way to generate knowledge.  

Therefore, today we have an imperative need to walk to-
wards the creation of methods and techniques to produce 
semantic compatibility without necessarily being a strong 
human intervention since manual processes have already 
proven to be incapable of solving this problem. That is, we 
need to create requirements and models that allow the de-
velopment of software applications able to align the hetero-
geneous vocabulary terms based not only on their codifica-
tion formats but also on their semantic content. 

We already have a number of techniques and technolo-
gies that allow the creation of interconnected data sources 
using resources such as universal resource identifiers, open 
linked data, etc., but on the other hand we have a huge and 
overwhelming set of data indexed by equally huge numbers 
of different vocabularies that represent local and peculiar id-
iosyncrasies that cannot be linked, whether due to technical, 
financial, administrative or even political difficulties, nega-
tively affecting the retrievability of this information. In this 
sense, the growth and diversity of the web with its heteroge-
neous data sources, indexed by different vocabularies and 
distributed throughout different countries, companies and 
organizations, raises the need to discuss paths, require-
ments, technologies, guidelines and solutions that point to 
the possibility of automation considering the compatibility 
between different environments, not with the creation of a 
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new vocabulary to be used, because this is not always possi-
ble, but with the adoption of a metalanguage. This metalan-
guage must be formed as an intermediate language between 
the different source vocabularies enabling different actors to 
navigate this language and retrieve, contextually and seman-
tically, the intended information no longer based on charac-
ters strings but on its meaning. 

The techniques to implement the matching and compati-
bility of ontologies and vocabularies are complex processes 
that aim at reducing different representations, different per-
spectives and different modeling views. These techniques are 
a growing tendency since they are probably the best resources 
to encode the meaning of information, with the last decades 
being a period of extensive researches in this field. Nowadays 
these researches present an increase, and new publications 
where this problem is approached are continuously being 
published, reflecting the global interest in this matter (Otero-
Cerdeira, Rodríguez-Martínez and Gómez-Rodríguez 2015). 

Besides the proposals discussed here, we also verified the 
appearance, at the end of the last decade, of an investigation 
brought by the philosopher Pierre Lévy to elaborate a formal 
language called information economy metalanguage (IEML), 
which in a sense meets what we have been discussing so far. 
The IEML is proposal of a universal semantic addressing ca-
pable of indexing all the digital documents and has three basic 
procedures: 1) each distinct concept must have a single ad-
dress; 2) the existence of a system of coordinated semantics 
must be open to any concept and relations between concepts 
(ontologies) regardless the cultural environment in which 
these concepts are created and transformed, without privi-
leges and exclusions; and, 3) it must allow a group of mathe-
matically defined operations (possible to be automated) on 
the semantic addresses, such as symmetries operations, logical 
inferences or comprehension, among others (Lévy 2007, 
2009). The IEML semantic sphere presented by Lévy sug-
gests a coordinated system where, first, the meanings are ad-
dressed and, then, represent movements and variations of the 
meanings through calculating functions. The IEML situates 
itself on the intersection between human languages and for-
malized languages and works as a categorizing system of all the 
culture, which results in development through digital means 
(Lévy 2014). 

In this regard, we consider that in the investigation of such 
proposals and in the search for others it will be possible to 
identify methodological criteria that can allow an optimized 
appropriation considering the positive and negative points on 
the application of such methodologies in heterogeneous en-
vironment in which the scientific data present themselves. 
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