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Vorwort

Das Teilen von Daten (Data Sharing) ist einerseits mit wirtschaftlichen
Partikulainteressen verbunden, andererseits soll es Werte fiir das Gemein-
wohl hervorbringen. Zwar gibt es bereits dezentrale Ansitze, die es den
Nutzer:innen ermoglichen sollen, ihre Daten selbstbestimmt zu teilen. Der-
zeit werden jedoch die geteilten Daten zumeist von zentralisierten Plattfor-
men beherrscht. ,Sharing” bedeutet in diesem Kontext, dass die grofien
Branchenakteure exklusiv mit den Daten der Nutzenden arbeiten und
diese ausschliefilich fiir ihre Zwecke nutzen kénnen. Um sich diesen He-
rausforderungen im Rahmen eines iiber die Wissenschaft hinausweisenden
Diskurses zu stellen, veranstaltete die vom Bundesministerium fiir Bildung
und Forschung (BMBF) geforderte ,,Plattform Privatheit” am 5. und 6. Ok-
tober 2023 in Berlin die Konferenz ,Data Sharing - Datenkapitalismus by
Default?“. Der vorliegende Band stellt die wichtigsten Vortrdge vor und
reflektiert die dort angestoflenen Diskussionen.

Die Plattform Privatheit vernetzt interdisziplinare wissenschaftliche Pro-
jekte, die vom BMBF im Rahmen der Forderlinie ,Plattform Privatheit —
Biirgerinnen und Biirger bei der Wahrnehmung des Grundrechts auf infor-
mationelle Selbstbestimmung unterstiitzen“ geférdert werden. Diese Projekte
werden vom Fraunhofer-Institut fiir System- und Innovationsforschung (ISI)
in Karlsruhe und der Projektgruppe verfassungsvertrégliche Technikgestal-
tung (provet) an der Universitit Kassel wissenschaftlich koordiniert und
kommunikativ begleitet. Die Plattform Privatheit versteht sich als eine Platt-
form fiir den fachlichen Austausch und erarbeitet Orientierungswissen fiir
den offentlichen Diskurs in Form wissenschaftlicher Publikationen, Tagun-
gen, White- und Policy-Paper. Ziel der Plattform ist es, allen Biirger:innen
einen reflektierten und selbstbestimmten Umgang mit ihren Daten, techni-
schen Geriten und digitalen Anwendungen zu ermdglichen. Sie bereitet
aktuelle Forschungsergebnisse fiir Zivilgesellschaft, Politik, Wissenschaft
und Wirtschaft auf und berét deren Akteur:innen zu ethischen, rechtlichen
und sozialen Aspekten von Privatheit, Datenschutz und informationeller
Selbstbestimmung,.

Die Plattform Privatheit ist 2021 aus dem ,,Forum Privatheit und selbst-
bestimmtes Leben in der digitalen Welt“ hervorgegangen. Das ,Forum
Privatheit® arbeitete acht Jahre lang, ebenfalls mit Forderung des BMBF
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Vorwort

und ausgehend von technischen, juristischen, 6konomischen sowie geistes-
und gesellschaftswissenschaftlichen Ansétzen, an einem interdisziplinar
fundierten, zeitgemaflen Verstindnis von Privatheit und Selbstbestimmung.
Hieran ankniipfend hat es Konzepte zur (Neu-) Bestimmung und Gewéhr-
leistung informationeller Selbstbestimmung und des Privaten in der digi-
talen Welt erstellt und offentlich kommuniziert. Die Plattform Privatheit
fithrt diese Arbeiten auf breiterer Basis mit mehr Projekten fort. In dieser
Tradition hat sie auch die Konferenz ,Data Sharing - Datenkapitalismus by
Default?“ durchgefiihrt.

Die inhaltliche Gestaltung der Konferenz erfolgte in Kooperation mit
dem ersten im Rahmen der Plattform Privatheit durch das BMBF geforder-
ten Projekt ,Privatheit, Demokratie und Selbstbestimmung im Zeitalter
von KI und Globalisierung® (PRIDS), an dem neben dem Fraunhofer ISI
und der Universitdt Kassel auch noch die Ludwig-Maximilians-Universi-
tat Miinchen, das Unabhingige Landeszentrum fiir Datenschutz Schleswig-
Holstein sowie die Universititen Tiibingen und Duisburg-Essen beteiligt
waren.

Als Herausgeber freuen wir uns, nun diesen Konferenzband prasentie-
ren zu konnen. Wir danken insbesondere den Autor:innen fiir die Uberar-
beitung ihrer Vortrige und die Beisteuerung der jeweiligen Fachaufsitze.
Ebenso zum Dank verpflichtet sind wir allen Beteiligten an der ,,Plattform
Privatheit® sowie den Kolleg:innen, die die in diesem Band veréffentlichten
Texte begutachtet haben. Die Konferenz wire ohne die vielfiltige Unter-
stiitzung durch das interdisziplindre Kollegium nicht mdéglich gewesen.
Wir danken insbesondere all jenen, die organisatorisch oder inhaltlich
an der Vorbereitung und Durchfithrung der Konferenz mitgewirkt haben,
darunter vor allem Susanne Ruhm, Greta Runge, Frank Ebbers, Murat
Karaboga, Frederik Metzger, Sabine Muhr, Gina Ries, Stephanie Peter und
Johannes Janik (Fraunhofer ISI) sowie Christian Geminn und Carsten
Ochs (Universitat Kassel), Marit Hansen und Felix Bieker (ULD), Andreas
Baur (Universitat Tibingen) sowie Ina Schiering (Ostfalia Hochschule).
Dariiber hinaus danken wir Barbara Ferrarese (Fraunhofer ISI) fiir die pro-
fessionelle Wissenschaftskommunikation, Miriam Janke (Fusionistas) und
Barbara Ferrarese fiir die lebendige Doppel-Moderation sowie Magdalena
Vollmer fiir das Graphic Recording.

Dieser aus der Konferenz hervorgegangene Band wére nicht ohne tat-
kraftige Unterstiitzung bei der Manuskriptbearbeitung und -korrektur zu-
stande gekommen. Wir mochten uns sehr herzlich bedanken bei den Kol-
leg:innen, die die Begutachtung der Tagungsbeitrige {ibernommen haben.
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Fiir die angenehme und zielfiihrende Zusammenarbeit mit dem Nomos-
Verlag danken wir Dr. Sandra Frey.

Unser besonderer Dank gilt Dr. Heike Prasse und Dr. Steffen Lohmann
(BMBF) fiir die Forderung der Plattform Privatheit sowie die engagierte
Unterstiitzung unserer Forschungsthemen. Auch danken wir Jan-Ole Mal-
chow und Florian Patzer, die fiir den Projekttrager VDI/VDE-IT die For-
schungsarbeiten der Plattform Privatheit, die Vorbereitung der Konferenz
und das Erscheinen des Bandes konstruktiv begleitet haben.

Die Herausgeber und das Team der ,,Plattform Privatheit*

Karlsruhe und Kassel, im Juni 2024
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Einleitung: Data Sharing — Datenkapitalismus by Default?

Michael Friedewald, Alexander RofSnagel, Christian Geminn,
Murat Karaboga und Stephan Schindler

1. Zum Thema dieses Bandes

Das Teilen von Daten ist mittlerweile ein notwendiger und fiir viele selbst-
verstdndlicher Bestandteil gesellschaftlichen Zusammenlebens. Datenteilen
bildet die Grundlage gemeinsamer Kommunikation und Aktion. Das Tei-
len von Daten erhilt in einer Gesellschaft, in der die Verarbeitung von
Daten in allen Bereichen der Wirtschaft, der Verwaltung, der Bildung,
der Forschung, der Gesundheitsversorgung, der Kultur und der Freizeit-
gestaltung zur Grundlage gesellschaftlichen Handelns geworden ist, eine
neue Dimension. Daten sind die Voraussetzungen von Innovationen, von
technischen Erfindungen und Entwicklungen, fiir neue Strategien und Pla-
nungen, fiir neue Geschéftsmodelle, fiir neue Strukturen und Prozesse, fiir
mehr Effizienz und bessere Effektivitdt. Insbesondere lernfihige Systeme
der Kiinstlichen Intelligenz sind auf viele Daten angewiesen, um sie zu
trainieren, zu verbessern und zu evaluieren. Das Teilen von Daten ist mit
wirtschaftlichen Interessen verbunden und soll gleichzeitig Werte fiir das
Gemeinwohl hervorbringen. In einer solchen Gesellschaft wird das Teilen
von Daten zu einer Forderung an jedes Mitglied.

Datenteilen

Wer soll welche Daten teilen und wofiir? Die Forderung nach Datenteilen
ist oft sehr allgemein und soll eine gesellschaftliche Stimmung erzeugen,
die sich gegen das Zuriickhalten oder das Horten von Daten richtet. Im
Interesse des Allgemeinwohls sollen alle die Daten, die sie haben, der All-
gemeinheit zur Verfiigung stellen, so dass alle die Daten fiir ihre Zwecke
nutzen konnen. Soweit die Forderung konkreter wird, miisste sie sich gegen
diejenigen richten, die die meisten und interessantesten Daten haben. Dies
gilt in ersten Linie gegeniiber staatlichen Instanzen, die sehr viele fiir die
Mitglieder der Gesellschaft interessante Daten erzeugen, die fiir politische,

13
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Einleitung

wirtschaftliche und individuelle Interessen von grofier Bedeutung sein kén-
nen. Mindestens ebenso interessant und umfangreich sind die Datensamm-
lungen der groflen Digitalkonzerne, die sie bisher zur Steigerung ihrer
Marktmacht exklusiv verarbeiten. Uber ihre Plattformen werten sie das
Verhalten aller Personen aus, die ihre digitalen Infrastrukturen nutzen. Thre
Datensammlungen erlauben tiefe Einblicke in gesellschaftliche Zustinde,
Strukturen und Entwicklungen. Viele Daten entstehen auch bei denen, die
digitale Dienste oder vernetzte Gerdte anbieten. Schliefllich erzeugen auch
alle Individuen Daten, wenn sie in ihrem Alltag digitale Dienste und Geréte
nutzen, die sie bisher bei sich behalten.

Zur Forderung des Datenteilens stellt sich die Frage, was diejenigen, die
Daten innehaben, bewegen kann, ihre Daten mit anderen oder allen zu
teilen. Hierfiir sind rechtliche Verpflichtungen denkbar, wie die zu Open
Data oder zur Datentransparenz oOffentlicher Stellen. Fiir Unternehmen
stellt sich die Frage nach ihrer Sozialpflichtigkeit, die umso dridngender
ist, je mehr Personen zum Entstehen ihrer Datensammlungen beigetragen
haben, je relevanter die Datensammlungen fiir das Gemeinwohl sind und
je mehr wirtschaftliche, soziale und politische Macht sie aus diesen Daten-
sammlungen ziehen. Auch fiir die Individuen kann es im Einzelfall bei
besonderem offentlichen Interesse Pflichten zur Bereitstellung von Daten
geben. Uberwiegend wird es jedoch notwendig sein, ein Klima von mora-
lischer Verpflichtung und von Vertrauen in die faire und allgemeinforderli-
che Verwendung der Daten zu erzeugen.

Datennutzung

Wer soll die Daten nutzen? Wofiir sollen sie verwendet werden? Pflichten
zum Datenteilen lassen sich nur damit begriinden, dass die Daten direkt
oder indirekt fiir das Gemeinwohl verwendet werden. Sie konnen von
staatlichen Instanzen, politischen Parteien, Interessenvertretungen und ge-
sellschaftlichen Initiativen genutzt werden, um Vorhaben zur Verbesserung
des Allgemeinwohls informierter, effektiver oder effizienter verfolgen zu
konnen. Sie konnen fiir die Forschung genutzt werden, um bessere Er-
kenntnisse zu gewinnen, und vom Gesundheitssektor, um die allgemeine
und die individuelle Gesundheitsversorgung zu verbessern. Wirtschaftliche
Akteure konnen sie nutzen, um Produkte und Dienste zu verbessern sowie
Wohlstand und Beschiftigung zu sichern. Individuen konnen den Zugang

14
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zu Daten nutzen, um Entscheidungen nachzuvollziehen, auf diese Einfluss
zu nehmen und ihre Interessen besser zu vertreten.

Folgen des Datenteilens

Welche Folgen entstehen jedoch durch umfassendes Datenteilen? Mit wel-
chen Risiken ist zu rechnen? Noch ist weitgehend unklar, was die ange-
strebte Nutzbarmachung von Daten tatsachlich fiir Folgen haben wird,
welche Moglichkeiten sie bietet und welche Hindernisse beteiligte Akteure
und Sektoren iiberwinden miissen, um Potenziale zu heben. Daten ermég-
lichen Wissen — und Wissen ist Macht. Durch das Datenteilen kann sich
Macht sowohl im politischen Raum als auch in der Wirtschaft und im so-
zialen Zusammenleben verschieben. Ob dies zugunsten der ohnehin Mach-
tigen erfolgt oder ob dies zugunsten der Kontrolle und Beschrinkung von
Macht genutzt werden kann, hdngt von der Gestaltung des Datenteilens
ab. Durch das Datenteilen kann auch die Datensouverénitéit der Einzelnen
beeintrachtig werden, wenn sie nicht mehr freiwillig iiber die Preisgabe
ihrer Daten entscheiden kénnen. Ihre informationelle Selbstbestimmung
ist auch dann gefidhrdet, wenn die Verwendung ihrer Daten fiir sie nicht
transparent ist und fiir die Beeinflussung ihres Handelns benutzt werden
kann.

Datenteilen wird nur zum Vorteil aller sein, wenn es so gestaltet wird,
dass die erhofften Vorteile erreicht und die befiirchteten Folgen vermie-
den werden - wenn es also fair erfolgt. Dieser Interessenausgleich kann
durch rechtliche Regelungen, durch die Gestaltung der Architektur der In-
frastruktur des Datenteilens, durch ausreichende Schutzmechanismen fiir
bedrohte Interessen, durch Instrumente zur Selbstbestimmung und durch
gesellschaftliche Organisation erreicht werden. Diese Bestimmungsfaktoren
fiir faires Datenteilen sind auch die Voraussetzungen fiir Vertrauen, ohne
das eine grofie Verbreitung von Datenteilen nicht erwartet werden kann.
Sie werden in diesem Buch intensiv untersucht

Rechtlicher Rahmen

Datenteilen erhilt seinen rechtlichen Rahmen vor allem durch neue Rege-
lungen des Unionsrechts. Aber auch auf deutscher Ebene soll das Teilen

15
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von Daten geférdert werden — etwa durch ein Forschungsdatengesetz und
ein Gesundheitsdatennutzungsgesetz.

Der Data Governance Act (Verordnung (EU) 2022/868) (DGA) vom
30. Mai 2022 soll die Entwicklung eines grenzfreien digitalen Binnenmark-
tes sowie eine auf den Menschen ausgerichtete, vertrauenswiirdige und
sichere Datengesellschaft und -wirtschaft vorantreiben. Hierfiir sollen &f-
fentliche Stellen, private Unternehmen und betroffene Personen Daten,
tber die sie verfiigen, anderen zur Verwendung preisgeben, weil in diesem
Datenraum die Grundrechte betroffener Personen gewahrt werden.

Der DGA enthalt firr 6ffentliche Stellen keine Pflicht zum Datenteilen, er
soll es ihnen aber erleichtern, weil er die Anforderungen und Moglichkei-
ten enthilt, die Daten vor der Weiterverwendung durch Dritte ausreichend
zu schiitzen. Sie kdnnen von interessierten Dritten verlangen, dass sie eine
Vertraulichkeitsvereinbarung unterzeichnen, dass sie die Daten vor der
Weiterverarbeitung anonymisieren oder pseudonymisieren und vor unbe-
fugten Zugriffen schiitzen.

Zur Bildung eines Datenmarktes erleichtert der DGA die Arbeit von
»=Datenmittlern”, die den Kontakt zwischen an Datennutzung Interessierten
und denjenigen, die zu Datenteilen bereit sind, herstellen und fiir faire
Bedingungen und Preise sorgen. Datenvermittlungsdienste kénnen auch
von ,Datengenossenschaften” erbracht werden, die diejenigen, die Daten
teilen wollen, bei der Wahrnehmung ihrer Rechte unterstiitzen.

Der DGA soll schlieSlich auch die freiwillige Spende personenbezoge-
ner Daten durch betroffene Personen zum Wohl der Allgemeinheit (Da-
tenaltruismus) erleichtern, indem er ,in der Union anerkannten datenal-
truistischen Organisationen® ermdglicht, als Treuhdnder der Daten ohne
Erwerbszweck zwischen Datenspendenden und -nutzenden zu vermitteln.
Im Gegensatz zu den Datenmittlern sollen sie keinen Markt fiir personen-
bezogene Daten etablieren, sondern die Daten unmittelbar fiir Zwecke
von allgemeinem Interesse sammeln, selbst verarbeiten oder zur Verfiigung
stellen.

Der Data Act (Verordnung (EU) 2023/2854) (DA) vom 13. Dezember
2023 soll den Zugang zu Daten erleichtern, die von vernetzten Objekten
erzeugt werden. Er rdumt Einzelpersonen, die solche Objekte nutzen, Un-
ternehmen und Behorden ein Recht ein, solche Daten zu erhalten und
an verschiedene Diensteanbieter weiterzugeben. Beispielsweise kann derje-
nige, der ein Auto oder eine Maschine besitzt, entscheiden, mit dem Auto
oder der Maschine erzeugte Daten an sein Versicherungsunternehmen oder
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einen Reparaturbetrieb weiterzugeben. Mit Hilfe der Daten kénnen die
empfangenden Institutionen neue Dienste fiir solche Objekte entwickeln.

Die noch im Gesetzgebungsverfahren befindliche Verordnung fiir einen
europiischen Gesundheitsdatenraum soll einen spezifischen Rechtsrahmen
bieten, um Gesundheitsdaten zur Verfiigung zu stellen und deren Nutzung
durch berechtigte Organisationen zu ermoglichen. Die Frage, welche recht-
lich organisatorische Gestaltung fiir welchen Zweck des Datenteilens geeig-
net ist, wird von Beitrdgen in diesem Band aufgegriffen.

Soweit personenbezogene Daten geteilt werden sollen, ist auch die Da-
tenschutz-Grundverordnung (DS-GVO) zu beachten. Verwaltungsbehor-
den oder Unternehmen haben in der Regel keine Rechtsgrundlage, um
personenbezogene Daten fiir alle Interessierten frei zuginglich zu ver6f-
fentlichen. Sie miissen die Daten, bevor sie sie mit anderen teilen, anony-
misieren. Das heifst, sie miissen sie so verdndern, dass mit ihrer Hilfe
dauerhaft kein Personenbezug mehr hergestellt werden kann. Ist die Ano-
nymisierung nicht moglich, ohne dass der Zweck des Datenteilens — wie
z.B. Forschung oder Auswertung fiir Gesundheitszwecke — verfehlt wird,
ist eine Einwilligung der betroffenen Person notwendig. Ob hierfiir eine ge-
setzliche Opt-in-Regelung oder eine Opt-out-Losung ausreichend ist, wird
fiir jeden einzelnen Anwendungsbereich umstritten sein. Wie die Selbstbe-
stimmung beim Datenteilen unterstiitzt werden kann, ist ebenfalls Thema
mehrerer Beitrage.

Fairness

Hinsichtlich der beteiligten Akteure und ihrer Zusammenarbeit stellt sich
immer wieder die Frage, wem das Teilen von Daten niitzt. Fiir die Einzel-
nen muss deutlich werden, worin ihr individueller Nutzen des Teilens von
Daten besteht. Als fair wird das Datenteilen nur angesehen werden konnen,
wenn gesellschaftliche Ziele im Mittelpunkt stehen und nicht Partikularin-
teressen als Gemeinwohlinteresse beworben werden. Zur Bewertung der
Fairness wird auch gehoren, inwieweit diejenigen, die Daten teilen sollen,
auf struktureller Ebene in die Entscheidungen iiber den Zugang zu den
Daten, die Zwecke der Datennutzung und die Verteilung des Mehrwerts
der Datenverwendung einbezogen werden. Zur Fairness gehort schlief3lich
auch, dass die Grundrechte aller Beteiligten beriicksichtigt werden. Hierzu
gehort zum einen, dass die informationelle Selbstbestimmung der betrof-
fenen Personen und die Datensouverinitiat derjenigen, die Daten teilen
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sollen, gewahrt werden. Zum anderen muss aber auch ein fairer Ausgleich
mit den Interessen beispielsweise der Forschenden und ihrer Forschungs-
freiheit gefunden werden. Diese Fragen verfolgen mehrere Beitrége.

Gestaltung des Datenteilens

Entscheidend fiir die Voraussetzungen und Folgen des Datenteilens werden
auch die Infrastrukturen und die Prozesse sein, die fiir das Datenteilen
genutzt werden. Wie miissten sichere Datenrdume konzipiert werden, in
denen die Daten sicher aufbewahrt werden, aber zugleich von berechtigten
Stellen ausgewertet werden konnen? Risiken lassen sich besser eingrenzen
und vermeiden, wenn die Architektur dezentral und zweckbezogen ist, weil
die Prozesse leichter auf die Interessen aller Beteiligten ausgerichtet und
Schutzmechanismen zielgerichteter eingerichtet werden konnen. Anforde-
rungen lassen sich leichter entwickeln und anwenden, wenn die Daten-
raume sektoral entwickelt werden, wie fiir spezifische Forschungszwecke
in den einzelnen Sektoren der Nationalen Forschungsdaten-Infrastruktur
(NFDI) oder fiir Gesundheitsdaten in den Datenintegrationszentren der
Medizininformatik-Initiative. Hier konnen Schutzmafinahmen in geeigne-
ter Weise dem spezifischen Schutzbedarf angepasst werden.

Technisch-organisatorische Mafinahmen zum Interessenausgleich zwi-
schen denen, die Daten besitzen, und denen, die Daten nutzen, kénnen
auch ,Datenmittler” und ,Datentreuhdnder” bieten. Auf einem Datenmarkt
kann ein ehrlicher ,Datenmittler” fiir faire Bedingungen des Datenteilens
und fiir faire Teilhabe am Mehrwert sorgen. Anerkannte ,Datentreuhdn-
der” ohne 6konomische Interessen kénnen die Grundlage fiir altruistische
Datenspenden bieten, indem sie die Interessen der Datengeber hinsicht-
lich des Zwecks, der Empfanger und der Bedingungen der Datenspenden
durchsetzen.

2. Die Beitrdge

Dieser Band gliedert sich in drei Abschnitten, die verschiedene Aspekte des
Themenspektrums aus unterschiedlicher Perspektive und mit unterschied-
licher Schwerpunktsetzung aufgreifen.

Ulrich Kelber (ehemaliger Bundesbeauftragter fiir den Datenschutz und
die Informationsfreiheit) thematisiert in seinem einfithrenden Kapitel ,The

18

- am 18.01.2028, 08:53:1; Ops


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Einleitung

winner takes it all? Selbstbestimmung und Fairness beim Teilen von Daten®
die komplexen Herausforderungen und Chancen des Datenteilens in der
digitalen Welt. Er betont, dass das Teilen von Daten wirtschaftliche, gesell-
schaftliche und wissenschaftliche Vorteile bietet, jedoch auch erhebliche Ri-
siken fiir die informationelle Selbstbestimmung birgt. Kelber argumentiert,
dass eine iiberméfiige Machtkonzentration bei groflen Tech-Konzernen zu
verhindern ist, um das in einem demokratisch-rechtsstaatlichen Gemein-
wesen notwendige Maf$ an Fairness informationeller Selbstbestimmung zu
wahren. Er fordert klare Regeln und deren Durchsetzung, um Missbrauch
zu verhindern und individuelle Rechte und Freiheiten zu schiitzen. Er
pladiert dafiir, dass sich das Maf$ des Daten-Teilens in Europa am Grad der
Allgemeinwohlorientierung und nicht allein an wirtschaftlichen Erwégun-
gen orientieren muss.

Datenintermedidre: Neue Ansitze fiir das Data Sharing

In einer Zeit, in der die Datendkonomie rapide an Einfluss gewinnt, ste-
hen Datenintermediére oder -mittler im Zentrum vieler Diskussionen {iber
die Verwaltung und Nutzung von Daten. Diese Intermedidre, die als Ver-
mittler zwischen Datenanbietern und -nutzenden fungieren, spielen eine
entscheidende Rolle fiir die Sicherstellung von Transparenz, Datenschutz
und effizienter Datennutzung. Die Beitrage in diesem Abschnitt beleuch-
ten aus verschiedenen Blickwinkeln, wie Datenintermedidre zur Férderung
von Innovation und zum Schutz individueller Rechte beitragen kénnen.
Gemeinsame Themen der Beitrdge sind die Governance von Daten, die
Rolle der digitalen Identitdt im Datenkapitalismus und die Notwendigkeit,
eine ausgewogene Datenpolitik zu gestalten, die sowohl ckonomische als
auch ethische Aspekte beriicksichtigt.

Abel Reiberg, Crispin Niebel und Anna-Raphaela Schmitz (Acatech -
Deutsche Akademie der Technikwissenschaften) widmen sich in ihrem
Kapitel der ,,Governance von Datenrdumen®. Der Aufbau von Datenrdumen
wird aktuell intensiv geférdert, weil damit die Hoffnung auf eine Starkung
der Datenokonomie verbunden ist. Sie betonen die Vorteile von foderierten
Strukturen, in denen sich Datensouveranitat, Wettbewerb und Innovation
in offenen Datenrdumen potenziell leichter realisieren lassen als in zentra-
lisierten Infrastrukturen. Dies erfordert allerdings einen nicht unerhebli-
chen Koordinierungsaufwand, um die teilweise konfligierenden Ziele in
Einklang zu bringen. Die Autor:innen diskutieren, wie in verschiedenen
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Governance-Arrangements praktisch versucht wird, durch ein effizientes
und faires Zusammenwirken Datensouveranitat, Wettbewerb und Innovati-
on zu fordern, wahrend gleichzeitig die Rechte auf Privatheit, Transparenz
und Selbstbestimmung gewahrt bleiben.

Paul C. Johannes und Maxi Nebel (Universitat Kassel) erortern in ihrem
Beitrag ,Wenn die Datengenossenschaft fiir mich einwilligt“ die mogliche
praktische Rolle dieses im Data Governance Act (DGA) vorgesehenen
speziellen Datenvermittlungsdiensts. Sie beleuchten, wie genossenschaftlich
organisierte Datenintermedidre die Verwaltung und Nutzung von Daten
durch kollektive Einwilligungsmechanismen verbessern kénnen und dis-
kutieren die rechtlichen Rahmenbedingungen sowie Vor- und Nachteile
dieser neuen Form der Datenvermittlung.

Oliver Vettermann (FIZ Karlsruhe) untersucht in seinem Beitrag ,Die
Infrastruktur, mein digitaler Zwilling und ich: Das Individuum und die
digitale Identitdt im Mittelpunkt des Datenkapitalismus®, wie der schwer
fassbare Begriff der Datensouverénitét in Projekten zum Aufbau von (For-
schungs-) Dateninfrastrukturen verwendet wird und welche Rolle er beim
Schutz der in digitalen Identititen dargestellten Personen spielt. Er kriti-
siert, dass bei der Gestaltung der aktuellen europiischen Datengesetzge-
bung die 6konomischen Ziele iiber die Datenschutzinteressen der Individu-
en gestellt werden. Er fiihrt weiter aus, dass der Fokus auf die Gewinnung
und Verwertung von Daten oft die ethischen Aspekte vernachldssigt und
das Gemeinwohl hinter den Interessen der Datenkapitalisten zuriickbleibt.

Im letzten Beitrag dieses Abschnitts formulieren Stephanie Fuchsloch,
Wolf Zinke und York Sure-Vetter (NFDI eV.) ,Drei Wiinsche an die Daten-
politik — aus Sicht einer Dateninfrastruktur. Die Vision der Nationalen
Forschungsdateninfrastruktur eV. (NFDI) ist es, ,Daten als gemeinsames
Gut fiir exzellente Forschung ... durch die Wissenschaft in Deutschland®
selbst zu organisieren. Fiir die Umsetzung dieser Vision fordern sie erstens
eine nachhaltige Finanzierung, nicht nur fiir den Aufbau einer standardi-
sierten technischen Infrastruktur, sondern auch fiir die Entwicklung von
Prozessen und Methoden zu deren Nutzung. Zweitens argumentieren sie,
dass erst die Schaffung standardisierter Prozesse fiir den sicheren Daten-
austausch und die Datenbereitstellung die Sicherheit schafft, die fiir eine
dauerhafte Nutzung und die Hebung der Innovationspotenziale notwendig
ist. Drittens braucht es nach Ansicht der Autor:innen eine gerechte Daten-
politik, die Privatsphire und Zugénglichkeit in einem FAIRen Datendko-
system gewdhrleistet, damit die Nutzung der Forschungsdateninfrastruktur
umfanglich dem Gemeinwohl dienen kann.
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Regulierung des Datenteilens

In diesem Abschnitt geht es in drei Beitrigen um Ansdtze zur Regulierung
von Datenteilen und Datenhandel in Europa. Diskutiert wird dabei, wie
Daten verantwortungsvoll und zum Wohl der Gesellschaft genutzt werden
kénnen.

In ihrem Beitrag ,,Europdische KI-Regulierung: Auf der Suche nach ver-
bindlichen Ansatzen fiir Nachhaltigkeit und Inklusion® setzen sich Marco
Wedel (TU Berlin), Antonios Hazim (Nexus) und Alexandra Wudel (Fe-
mAI GmbH) mit den aktuellen Entwicklungen und Herausforderungen
in der Regulierung kiinstlicher Intelligenz (KI) in Europa, dem Artificial
Intelligence Act (AI-Act) auseinander. Die Autor:innen argumentieren, dass
es die urspriingliche Absicht der Gesetzgeber war, auch ethische, soziale
und 6kologische Dimensionen zu beriicksichtigen. Sie erldutern, wie die
von der Hochrangigen Expertengruppe formulierten ethischen Prinzipien
und Kernforderungen zwar in den frithen Entwiirfen der EU-Institutionen
beriicksichtigt, jedoch in der endgiiltigen Fassung des AI-Acts nicht als
verbindlich @ibernommen wurden. Zentral war dabei die ,, Al Literacy®,
also die Forderung von Grundkenntnissen iiber KI in der gesamten Gesell-
schaft, um eine informierte und demokratische Kontrolle von KI-Systemen
zu ermoglichen. Trotz Vorschligen, die AI Literacy als verpflichtendes
Element in die Gesetzgebung einzubinden, bleibt sie in der endgiiltigen
Gesetzgebung unverbindlich. Die Autor:innen schlussfolgern, dass, obwohl
der AI-Act als weltweit erster umfassender Regulierungsansatz fiir KI be-
eindruckt, er in Bezug auf die konkrete Durchsetzung von Nachhaltigkeit
und Inklusion in der KI-Entwicklung zu wiinschen iibriglasst.

Der Beitrag ,Offentliche Verwaltung als Katalysator fiir selbstbestimmtes
Datenteilen von Gunnar Hempel (HTW Dresden) und Michael Kubach
(Fraunhofer IAO) beleuchtet auf Grundlage der Ergebnisse zweier Projekte
zur Pilotierung einer digitalen Identitdtslosung mit einer ,kommunalen
Datenkarte die mogliche Rolle der offentlichen Verwaltung bei der For-
derung des selbstbestimmten Datenteilens. Ziel der Projekte war es, ein
hohes Sicherheits- und Datenschutzniveau mit einer benutzerfreundlichen
Handhabung zu kombinieren. Die Autoren argumentieren, dass die Vernet-
zung kommunaler Dienstleistungen eine Schliisselrolle bei der Férderung
der digitalen Souverénitét der Biirger spielen kann. Neben klassischen Ver-
waltungsdienstleistungen zéhlen dazu auch Angebote wie der offentliche
Personennahverkehr, Stadtbibliotheken, Museen und Sporteinrichtungen.
Mit der kommunalen Datenkarte kénnen Biirger nun selbst die Kontrolle
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tber ihre personlichen Nachweise behalten und diese vertrauensvoll fiir
die Inanspruchnahme kommunaler Dienstleistungen nutzen. Die Autoren
betonen, dass eine solche Losung nicht nur die Effizienz und Benutzer-
freundlichkeit kommunaler Dienstleistungen erhdhen, sondern auch das
Vertrauen in 6ffentliche Institutionen stirken kann.

In ihrem Beitrag ,Die neue Ara des Datenhandels: Daten als Wihrung
und Gegenleistung® analysieren Dagmar Gesmann-Nuissl und Stefanie
Meyer (TU Chemnitz) die rechtlichen Grundlagen und Herausforderungen
des Handels mit personenbezogenen Daten. Die Autorinnen diskutieren
die rechtlichen Rahmenbedingungen, insbesondere der europdische Digita-
le Inhalte-Richtlinie und der Warenkaufrichtlinie sowie deren Umsetzung
in deutsches Recht (§§ 327 ff. BGB), die sich auf der Schnittstelle zwischen
der Privatautonomie des Vertragsrechts und dem Grundrechtsschutz des
Datenschutzrechts bewegt. Als Losung schlagen die Autorinnen ein ,Da-
tenwirtschaftsportal® vor, das den Wert von Daten transparent macht und
es Verbrauchern ermdglicht, informierte Entscheidungen zu treffen. Ein
solches Portal konnte die Akzeptanz der Datenwirtschaft erhéhen und
eine Briicke zwischen Verbraucherschutz und wirtschaftlichen Interessen
schlagen.

Datensouverane Biirger:innen

Im dritten thematischen Abschnitt geht es um die Frage, wie man Biirgerin-
nen und Biirger mit technischen oder organisatorischen Mafinahmen in
die Lage versetzen kann, souverdn mit ihren personenbezogenen Daten
umzugehen, bzw. mit welchen Verhaltensweisen diese selbst versuchen, die
Kontrolle iiber geteilte Daten zu behalten.

In seinem Beitrag ,Dann driick ich aufs Mikro, wenn's hier mal um
Dinge geht...“ untersucht Lukas Schmitz (TU Dresden) den Umgang von
Menschen mit Privatheitsfragen bei der Nutzung von Smart Speakern
im héuslichen Umfeld. Der Autor argumentiert, dass Menschen trotz des
Bewusstseins {iber potenzielle Datenschutzrisiken oft keine umfassenden
Schutzmafinahmen ergreifen. Er zeigt, dass Menschen das Risiko aber
unter Riickgriff auf Formen des Vertrauens sowie Strategien der Analogisie-
rung bearbeiten. Vertrauen manifestiert sich in der Hoffnung auf staatliche
Regulierung oder das ethische Verhalten von Unternehmen. Analogisierung
bezieht sich auf das Schaffen von kontrollierbaren analogen Raumen. Die-
se Strategien sind Ausdruck eines individuellen ,Attachments®, also der
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Verhaftung in personlichen Erfahrungen und Routinen. Der Autor zeigt,
dass das vermeintliche ,Privacy Paradox“ eher eine Folge der ungreifbaren
Risiken der digitalen Transformation ist, die es schwer macht, angemessen
auf Datenschutzbedrohungen zu reagieren, und plddiert fiir systemische
Losungen und Aufklarungsarbeit, um den Herausforderungen zu begegnen.

Der Beitrag ,,Datenautonomie im Smart Home: eine praktische/prototy-
pische Umsetzung® von Christopher Ruff, Andrea Horch (Fraunhofer IAO)
und Alexander Orlowski (Universitit Tiibingen) thematisiert die Herausfor-
derungen fiir die Datenautonomie im Smart Home und prisentiert einen
sTransparenten Datenautonomie-Meta-Assistenten® (DAMA) als Losung,
um Transparenz iiber die im Smart Home verarbeiteten Daten zu schaffen
und dadurch die informationelle Selbstbestimmung der Nutzenden zu stér-
ken. Der Meta-Assistent reguliert smarte Geréte kontextbasiert, informiert
tiber aktive Sensoren und ermdglicht die automatische Anpassung der Ge-
riate an die Datenschutzpriferenzen der Nutzenden. Die durchgefiihrten
Nutzerstudien zeigten, dass DAMA den Schutz der Privatheit der Nutzen-
den verbessert und es ihnen ermdglicht, informierte Entscheidungen zu
treffen.

Stefanie Briickner, F. Gerrik Verhees, Peter Schwarz, Andrea Pfennig und
Stephen Gilbert (TU Dresden) untersuchen im Beitrag ,Standard Health
Consent - Ein partizipativer Einwilligungsmanagement-Ansatz fiir die
Nutzung von Gesundheitsdaten aus Apps und Wearables® die Nutzung
von Daten aus digitalen Gesundheits-Apps und Wearables fiir die Verbes-
serung der Gesundheitsversorgung und im Rahmen der medizinischen
Forschung. Sie beleuchten die Herausforderungen und Chancen, die durch
die Erhebung und Nutzung dieser Daten entstehen. Sie kritisieren, dass der
bisherige Entwurf fiir einen Europdischen Gesundheitsdatenraum (EHDS)
Kontrollmechanismen fiir Biirger vernachldssigt. Sie fithren aus, dass eine
Umfrage unter Arzten ergab, dass diese die Nutzung von Gesundheitsda-
ten aus Apps und Wearables als niitzlich erachten und befiirworten, dass
Patienten die Kontrolle iiber die Weitergabe dieser Daten haben sollten.
Die Autor:innen beschreiben einen neuen, standardisierten Ansatz fiir die
Einholung und Verwaltung von Einwilligungen fiir das Teilen von Gesund-
heitsdaten aus Apps und Wearables, den Standard Health Consent, der zur
Etablierung eines fairen und vertrauenswiirdigen Gesundheitsdatenékosys-
tems beitragen konnte.

Der Beitrag ,Zur Evaluation der digitalen Kontaktverfolgung® von Hen-
rik GrafShoff und Stefan Schiffner (Berufliche Hochschule Hamburg) un-
tersucht die digitale Kontaktverfolgung wéhrend der Corona-Pandemie
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und betrachtet sie als Datenmarkt. Es werden verschiedene Akteure analy-
siert, darunter Endanwender, die o6ffentliche Hand, digitale Gatekeeper und
private Anbieter. Die Autoren betonen, dass digitale Kontaktverfolgung,
insbesondere durch Kontaktverfolgungs-Apps (KVAs), stark von der Ak-
zeptanz der Nutzenden abhingt. Studien zeigen, dass die Bereitschaft zur
Nutzung von KVAs durch gesundheitliche Vorteile zwar gefordert, aber
durch Datenschutzbedenken gehemmt wird. Die offentliche Hand spielt
eine zentrale Rolle als Regulator und Entwickler von KVAs, wihrend digita-
le Gatekeeper wie Google und Apple durch die von ihnen zur Verfiigung
gestellten Schnittstellen mafgeblichen Einfluss ausiiben. Die Autoren kri-
tisieren die Dominanz dieser Konzerne und die Abhingigkeit demokrati-
scher Regierungen von ihnen. Schliefflich wird die Notwendigkeit einer
standigen Pflege und Weiterentwicklung digitaler Technologien betont, um
fiir zukiinftige Pandemien besser geriistet zu sein.

Der Beitrag ,Betroffenenrechte in der digitalen Selbstvermessung® von
Fabiola Boning (Universitat Kassel) und Uwe Laufs (Fraunhofer IAO) be-
handelt die digitale Selbstvermessung und die damit verbundenen Betroffe-
nenrechte gemafy DS-GVO. Mit der zunehmenden Nutzung von Wearables
zur Selbstvermessung und der damit einhergehenden Datenverarbeitung
durch Anbieter, entstehen zwar ehebliche individuelle Vorteile, es gibt
aber auch erhebliche ethische und rechtliche Fragen, u.a. in Bezug auf
die effektive und nutzerfreundliche Wahrnehmung von Betroffenenrechten.
Die Autor:innen legen dar, wie ein Privacy-Assistent aussehen kann, der
Transparenz und Intervenierbarkeit bei der Datenverarbeitung ermdoglicht.
Dabei erfolgt die Ausiibung der Betroffenenrechte bei dem Anbieter eines
Selbstvermessungsgerites selbst direkt iiber eine Schnittstelle oder mittels
eines Anfragengenerators mit vorgefertigten Templates, die individualisiert
und an die Bediirfnisse der Nutzenden angepasst werden konnen.

Im Beitrag von Daniel Franzen und Claudia Miiller-Birn (FU Berlin)
wird schlieSlich erldutert, wie Laien durch ein geeignetes Privacy Decision
User Interface bei der Nutzung von Differential Privacy (DP) zu informier-
ten Entscheidungen befahigt werden konnen. DP bietet einen quantifizier-
baren Schutz der Privatsphire und konnte deshalb das Vertrauen und die
Bereitschaft zur Datenweitergabe erhohen, ist aber wegen der technischen
Komplexitit fiir Laien schwer verstandlich. Die Autor:innen berichten iiber
die Ergebnisse aus zwei empirischen Studien zur Kommunikation von
Datenschutzrisiken und Privatheitsschutz durch DP. Dabei zeigt sich, dass
eine Kommunikation von Datenschutzrisiken mithilfe grafischer Elemente
(Icons) und insbesondere einer Kombination von Text und Grafik zu einer
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signifikant besseren Verstandlichkeit fiithrt als rein textuelle Informationen
und damit informierte Entscheidungen férdert. Sie folgern, dass dieser
Ansatz Potenzial besitzt, das Vertrauen in Datensammlungen zu stirken
und somit einen wertvollen Beitrag zur Nutzung von Daten fiir das Ge-
meinwohl zu leisten. Um Benachteiligungen zu vermeiden, sollten dabei in-
dividuelle Kompetenzen beriicksichtigt und adaptive Benutzeroberflichen
entwickelt werden.
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The winner takes it all? Selbstbestimmung und Fairness beim
Teilen von Daten

Ulrich Kelber

Zusammenfassung

Das Teilen von Daten bietet die Chance auf Fortschritt und Wachstum.
Es gehort zur Evolution und Vielfalt digitalen Lebens und Wirtschaftens
dazu. In einem demokratisch-rechtsstaatlichen Gemeinwesen miissen aller-
dings Fairness und der unverdufierliche Grad an Selbstbestimmung und
Freiheit gewahrt bleiben. Deshalb besteht kein Raum fiir Monopolisten
und Oligopole. Die Verarbeitungskultur anderer Teile der Welt, die indivi-
duelle Rechte und Freiheiten ausblendet, kann nicht der Mafistab oder
das Ziel unseres Handelns sein. Stattdessen brauchen wir einen Schutz-
und Vertrauensraum mit Regeln, Schutzmechanismen und Kontrolle. Das
Maf! des Daten-Teilens muss sich am Grad der Allgemeinwohlorientierung
orientieren, nicht allein an wirtschaftlichen Erwagungen. Eine allgemeine
Sozialpflichtigkeit zum Teilen personenbezogener Daten darf es nicht ge-
ben. Wir brauchen einen eigenen europdischen Weg, gepragt von unseren
gemeinsamen Werten.

Geteiltes Gliick, so sagt der Volksmund, ist doppeltes Gliick. Und auch
fiir Daten ldsst sich zunédchst einmal sagen, dass Wissen, Nutzen und Wert-
schopfung sich multiplizieren, wenn Informationen geteilt werden. Doch
ganz so einfach wie beim Gliick ist die Formel beim Data Sharing nicht.
Denn hier geht es nicht um mildtétige Freigiebigkeit, sondern um die
Verteilung von materiellen Werten und Wertschopfungsperspektiven in der
Gestalt von Daten.

Auflerdem haben wir es weniger mit dem heiligen Sankt Martin von
Tours zu tun, der seinen Mantel barmherzig mit einem Bettler teilt, son-
dern mit teils knallharten, interessengeleiteten Akteuren. Zu jhnen gehoren
eben nicht nur seridse Forschende und lautere Gewerbetreibende, sondern
auch jede Menge Goldgraber, Gliicksritter und Global-Player. Und mitten-
drin steht der digitale Mensch als Verarbeitungssubjekt und bisweilen hilf-
loser Grundrechtstréger.
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Ohne einen wertebasierten und menschenzentrierten Rechtsrahmen mit
Selbstbestimmung und Fairness fiir alle heif3t es schnell: ,The winner takes
it all!'“ — und wir wissen, wer dies bei einer falscher Chancen-, Risiken- und
Rollenverteilung ist. Deshalb ist es notwendig, Aspekte der Datendkonomie
und des Datenkosmos nicht allein marktwirtschaftlich, sondern auch sozi-
al-, grundrechts- und demokratieorientiert zu denken.

1. Daten-Teilen als Chance fiir Innovation und digitales
Wirtschaftswachstum

Es gibt wohl niemanden, der ernsthaft bestreitet, dass das multilaterale
Teilen von Daten wirtschaftlich, gesellschaftlich und entwicklungszivilisa-
torisch erhebliche Vorteile bringen kann. Der breite und wechselseitige
Zugang zu Daten bietet zunéchst einmal Transparenz und schaftt Kontrolle
in Prozessen und gegeniiber Akteuren — etwas, was wir Datenschiitzer uns
immer wieder wiinschen.

Der zweite Vorteil im Teilen von Daten besteht in der Effizienz, gleiche
Informationen nicht immer wieder neu erheben zu miissen, sondern auf
vorhandener Datenbasis aufzubauen. Dies ist in gewisser Weise ein Beitrag
zur Datensparsambkeit, jedenfalls unter dem Gesichtspunkt der Vermeidung
doppelter Datenerhebung. Man denke hier nur an die Entlastungswirkung
fiir Biirgerinnen und Biirger bei datenschutzfreundlicher Umsetzung des
»Once-Only-Prinzips® bei Verwaltungsleistungen.

Unbestreitbar ist auch, dass eine breite Datenbasis mit Zugriff auf umfas-
sende Informationen verschiedener Quellen oft fundiertere Entscheidun-
gen ermdglicht. Intelligent nach Maf3stdben der Kritikalitdt von Inhalten,
Nutzern, Nutzungen und Compliance einschliefSlich der Grundbedingun-
gen des Datenschutzes konzipiert und differenziert kénnen so bereichsspe-
zifische Daten-Fundamente als stetig wachsender Grundstock vorhandener
und kiinftiger Verarbeitungen entstehen.

Ein legitimes Verarbeitungsinteresse besteht dabei allerdings nur an pro-
baten Daten, nicht aber an einer willkiirlichen Verarbeitung ,ins Blaue®
Denn nur bei wissenschaftlicher Herangehensweise steigen Objektivitit,
Reliabilitdt und Validitdt von Daten und den aus ihnen gewonnenen Infor-
mationen - etwas, was den Datenschiitzer freut.

Aber auch Wissenschaft und Forschung, Wirtschafts- und Geschiftsver-
kehr sowie unser demokratisches Gemeinwesen verlangen in einer digita-
len Welt ein zunehmendes Maf} an Redlichkeit in der Datenverarbeitung.
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Bei diesem Aspekt sehe ich iibrigens die Datenverarbeitenden in einer
positiven Bringschuld was den transparenten Nachweis der Seriositdt jhres
Handelns angeht. Es kann jedenfalls nicht sein, dass allein Verarbeitungs-
subjekte, Mitbewerber, Interessen-Sachwalter oder gar Aufsicht ex post auf-
gerufen sind, Verarbeitungen jeweils von auflen betrachtet zu hinterfragen.
Wer Akzeptanz, Mitwirkung und einen echten Aufbruch in der Kultur des
Daten-Teilens will, muss jedenfalls eine befriedigende Antwort auf das legi-
time Verlangen nach Lauterkeit insbesondere in der Form von Transparenz,
Kontrolle und Selbstbestimmung geben.

Ein legitimes Verarbeitungsinteresse verlangt in einem Rechtsstaat eine
klare mehrdimensionale grundrechtliche Legitimitit iiber die Person und
Perspektive des Verarbeiters hinaus - so ist unsere DSGVO und unsere
ganze demokratische Freiheitsordnung konzipiert. Das grundrechtliche
Austarieren kollidierender Interessen und Rechtsgiiter gilt es beim Teilen
von Daten genauso, wenn nicht sogar sensibler als in der analogen Welt, zu
verwirklichen. Und ich glaube, dass unsere Gesellschaft hier in Anbetracht
der Risiken digitaler Verarbeitungen zu Recht besonders aufmerksam und
kritisch ist. Deshalb wire allein das Gefiihl ,The winner takes it all!“ fiir die
weitere Evolution der Digitalisierung fatal!

2. Keine digitale Evolution ohne das Teilen von Daten

Der zentrale Vorteil des Teilens von Daten besteht weiterhin darin, dass
das Zusammenfiithren von Informationen unterschiedlicher Quellen Aus-
wertungen erlaubt, die Grundlage neuer Erkenntnisse und Innovationen
sein konnen. In einer digitalen Gesellschaft ist dies die zentrale Vorausset-
zung ihrer weiteren Entwicklung. Das Teilen von Daten nimmt hierbei
funktional quasi die Rolle einer Synapse ein und ist so ein mafgeblicher
Impulsgeber der Digitalisierung. Digitale Evolution ist ohne das Teilen
von Daten schlechthin kaum mehr vorstellbar. Froh bin ich, dass sich
in der Debatte um das Data Sharing hierbei immer mehr die Einsicht
durchsetzt, dass nebulése geschlossene Datensilos weniger grofSer globaler
Akteure oder das fragliche Credo vom vermeintlichen Sacheigentum an
Daten keine gewinnbringenden Perspektiven einer digitalen Gesellschaft
sind. Trotzdem begegnet das Teilen von Daten ungeachtet der Rahmenbe-
dingungen schon ganz allgemein zahlreichen Vorbehalten auferhalb von
Datenschutzfragen.
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Im Mai 2023 hat der Branchenverband Bitkom eV. eine Unternehmens-
befragung vorgestellt, dass hiesige Unternehmen noch wenig aufgeschlos-
sen sind, Daten zu teilen, auch keine nicht-personenbezogenen; zu grof3
wiren Verlustidngste.!! Dies mag damit zu tun haben, dass das Teilen von
Daten eben einen grundlegenden Paradigmenwechsel bedeutet und unter-
nehmerisch gefiihlt mit der Preisgabe von Betriebsgeheimnissen gleichge-
setzt wird.

International betrachtet ist man andernorts bereits weiter im Denken.
Gleichwohl haben wir es mit einer Entwicklung zu tun, der sich niemand
auf Dauer wird verschlieflen konnen, gerade wenn man als Industrie-,
Wissenschafts- und Servicestandort Deutschland nicht ins Hintertreffen
geraten mochte. Ich warne aber davor bei der Frage der Akzeptanz einer
neuen Kultur des Daten-Teilens allein die Wirtschaft und Wissenschaft mit
ihren Interessen in den Blick zu nehmen. Denn dort, wo es um personen-
bezogene Daten geht, miissen wir unsere Gesellschaft als Ganzes abholen.
Wer glaubt, die Menschen miissten sich einfach fiigen und einem Digitalz-
wang unterwerfen, hat weder unser demokratisches Gemeinwesen, noch
die wirtschaftlichen Erfolgsparameter digitalen Fortschritts verstanden.

3. Die Ambivalenz des Daten-Teilens

Einleuchtende Positivbeispiele fiir das sinnvolle und gewinnbringende Tei-
len von Daten gibt es viele. So etwa in Echtzeit geteilte Mobilitdtsdaten
zur Verkehrslenkung. Dies verhilft allen Verkehrsteilnehmern zu maoglichst
freier, planbarer Fahrt und spart so uns allen Zeit, Geld und andere Res-
sourcen. Mit Blick auf die nicht zuletzt aus Klimaschutzschutzgriinden not-
wendige Verkehrswende ein unbestreitbar lohnenswerter Ansatz, solange
und soweit dies nicht zur Profilbildung fithrt und damit auf Kosten der
Privatsphére geht.

Ein weiteres Paradebeispiel fiir ein sinnvolles allgemeines Verarbeitungs-
interesse bietet die medizinische Forschung. Gerade unter Einschluss
kiinstlicher Intelligenz bieten Behandlungsdaten ein wertvolles Reservoir
fir systematische und vernetzte interdisziplindre wissenschaftliche Studien.
Vom hierdurch moglichen medizinischen Fortschritt profitieren wir alle.
Als Patienten von neuen Diagnostik- und Therapiemdglichkeiten, als Ge-

1 https://www.bitkom.org/Presse/Presseinformation/Datenoekonomie-Unternehmen-n
utzen-Daten
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meinschaft von besseren Erkenntnissen zur Gesundheitspravention. Und
nicht zuletzt konnen die Daten mittelbar helfen, den Versorgungs- und
Finanzbedarf unseres Gesundheitssystems zu optimieren.

Und auch auflerhalb der Gesundheitsforschung gibt es gute Griinde
fir das Teilen von Daten. So helfen beispielsweise landwirtschaftliche
Daten aus Tierhaltung, Fischerei, Pflanzenbau und Forstwirtschaft sowie
allgemeine Umwelt-, Geo- und statistische Daten bei der Vorhersage und
Anpassung an den Klimawandel bis hin zur Vorhersage kurz- und langfris-
tiger Gefahren- und Schadenslagen. Auch dies sichert Wohlstand und die
kollektive und individuelle Sicherheit Aller.

Ein weiteres, plastisches Beispiel, das jeder kennt: Die beliebte Wikipedia
ist nichts anderes als eine Open-Data-Gemeinschaftsplattform, gespeist aus
universellen Quellen; es zeigt, was bei multilateraler Kooperation méglich
ist.

Gerade im Bereich von Wissenschaft und Forschung drdngen sich also
der Nutzen des Teilens von Daten besonders auf. Aber vergessen wir nicht:
Daten heif$t Wissen, Wissen heifst Macht und Macht heifit Geld. Und genau
diese Gleichung verlangt nach einer sensiblen Herangehensweise, denn ein
vom Datenteilen bestimmter digitaler Wandel hat Auswirkungen auf uns
alle.

Deshalb geht es beim Teilen von Daten nicht ohne einen kritischen
Blick auf die Verarbeitungszwecke und die jeweiligen Verarbeiter mit ihren
Interessen zu werfen. Denn das Teilen von Daten ist kein selbstloses Spiel
nach dem Win-Win-Prinzip. Sollen geteilte Daten beispielsweise dafiir ge-
nutzt werden, die Nachfrage von Konsumenten oder die fiir sie giltigen
Preise und Konditionen individuell ,zu lenken’, kann von einem fairen
Interessenausgleich gewiss keine Rede mehr sein. Das Teilen von Daten
darf weder kollektiv, noch individuell zu strukturellen Ungleichgewichten
fithren. Hier geht es insbesondere um die gleichberechtigte Teilhabe an
der Wertschopfung sowie die diskriminierungsfreie und selbstbestimmte
Teilhabe Aller in der digitalen Welt.

Vor diesem Hintergrund sehe ich insbesondere das Teilen von Daten im
Kontext von Social- und Financial-Profiling oder Scoring dufSerst kritisch.
Wer Kredit, Versicherung oder Job nur noch nach Mafigabe von (Selbst-)
Vermessung, Publizitit, Prognosefahigkeit und Risikoabsicherung erhailt,
erntet keine Friichte der Digitalisierung, sondern ist Sklave seiner Daten.
Eine Gesellschaft, die sich allein digitaler Entscheidungen und der Reduzie-
rung des Einzelnen auf seine mehr oder minder ,guten“ Daten unterwirft,
ist nicht frei, nicht demokratisch und auch nicht sozial. Sie ist schlicht
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unmenschlich. Ein umfassender Datenschutz ist einer der wichtigsten Ga-
ranten, dass wir diese Entwicklung nicht gehen. Nicht zuletzt deswegen ist
er so manchen Verarbeitern ein grofier Dorn im Auge.

4. Aktuelle politische Bestrebungen zum Teilen von Daten

Wo stehen wir derzeit aktuell? Die gesellschaftliche Debatte iiber das Teilen
von Daten ist in vollem Gange. Auch wenn wir uns in Deutschland etwas
schwerer mit dem Gedanken des Teilens von Daten anfreunden kénnen,
geht es auch bei uns in der gesellschaftlichen Debatte langst nicht mehr um
das ,,Ob“ des Teilens von Daten, sondern im Schwerpunkt bereits um das
LWie

Dabei werden von der Politik schon erste regulatorische Weichen gestellt.
So hat das Bundeskabinett im letzten Jahr auf seiner Klausur auf Schloss
Meseberg eine neue Digitalstrategie beschlossen, die Orientierung fiir die
Zukunft des Digitalstandorts Deutschland bieten soll.? Darin enthalten ist
das Bestreben einer sogenannten ,neuen Datenkultur®, die das moglichst
zigige und breite Teilen industrieller wie offentlicher Daten als Ziel be-
inhaltet, auch um als Industriestandort mit der globalen Konkurrenz wei-
ter Schritt halten zu konnen. Und in einzelnen Bereichen laufen lingst
Normsetzungsprozesse, national, wie auch auf europdischer Ebene. So geht
die Bundesregierung mit dem Gesundheitsdatennutzungsgesetz, das die
Verfiigbarkeit von Gesundheitsdaten fiir Forschungszwecke verbessern soll,
bereits diesen Weg. Auch ein allgemeines Forschungsdatengesetz ist avi-
siert. Auf europdischer Ebene nimmt die Verordnung zur Schaffung eines
europdischen Raums fiir Gesundheitsdaten Behandlungsdaten ebenso in
den Blick. Ferner lauten der Data Governance Act und der Data Act einen
Binnenmarkt fiir Daten ein, dessen Merkmale Fairness und Zukunftsfihig-
keit sein sollen.

Ich will gar nicht auf jedes der genannten Vorhaben im Einzelnen ein-
gehen, Kritik im Detail hitte ich durchaus. Aus Datenschutzsicht geht es
allerdings am Ende immer um das Gleiche: Wie lassen sich bei personenbe-
zogenen Daten diverse Verarbeitungsinteressen mit dem Schutz des Grund-
rechts auf informationelle Selbstbestimmung in Einklang bringen?

2 https://www.bundesregierung.de/breg-de/themen/digitalisierung/digitalstrategie-2072
884
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5. Der Staat nur verbal Vorreiter

Auch fiir uns Datenschiitzer sind Datenverarbeitungen kein Teufelszeug
oder per se schlecht. Wir verstehen uns allerdings als Grundrechtslotsen
der Digitalisierung. Diese Rolle verlangt von uns, digitale Entwicklungen
zu begleiten und zu befordern, aber eben auch darauf hinzuwirken, Risiken
fiir den Menschen und sein Grundrecht auf informationelle Selbstbestim-
mung zu minimieren. Denn wie bei allen grundlegenden Entwicklungen,
so warten auch bei der Digitalisierung nicht nur Chancen, VerheifSungen
und Renditen auf uns, sondern es gibt — wie bereits angedeutet — ebenso
fundamentale, grundrechtsbezogene Risiken.

In meiner zweiten Rolle als Bundesbeauftragter fiir die Informations-
freiheit ist mir qua Amt gleichfalls wichtig, dass jedenfalls die allgemein
verwaltungsbezogenen Informationen des Staates getreu dem Prinzip von
Open Data umfassend und auf einfache Weise fiir Alle verfiigbar sind.
Denn Transparenz als Kennzeichen einer modernen Verwaltung schafft
Legitimation, bringt Kontrolle, verhindert Korruption, ermdglicht Beteili-
gung und erlaubt die Nutzung von Informationen als Wirtschaftsgut. Seit
vielen Jahren fordere ich daher in meinen Tétigkeitsberichten, das Informa-
tionsfreiheitsgesetz zu einem Transparenzgesetz mit proaktiven Veroffentli-
chungspflichten weiterzuentwickeln.

Angesichts des Umstandes, dass die Bereitschaft des Staates, Informatio-
nen Offentlich zu teilen, allgemein noch nicht sehr hoch ist, sollte er in
seiner Datenstrategie nicht nur zum Teilen von Daten aufrufen. Das Bild
eines Daten-Okosystems mit umfassendem Data Sharing zu entwerfen,
dann aber selber in der Praxis nicht mit gutem Beispiel voranzugehen,
ist ein grofler Fehler. Gerade die 6ffentliche Verwaltung verfiigt iiber ein
nahezu unerschopfliches Maf an Statistiken, Erhebungen, Entscheidungen,
Verkehrs- und Umweltdaten, Geo- und Wetterdaten, Haushaltsdaten, Pro-
tokollen und Publikationen. Alles ist zwar irgendwie irgendwo vorhanden,
aber halt nicht 6ffentlich erschlossen. Angesichts dieses riesigen ungenutz-
ten Potentials wird der Staat seiner Vorbildfunktion mit Blick auf das Teilen
von Daten nicht gerecht. Ich hoffe, dass sich hier bald etwas tut. Aktuell
jedenfalls fehlt es staatlicherseits teilweise am Willen und ebenso noch
weitgehend an den technischen Voraussetzungen.
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6. Gewinner und Verlierer beim Teilen von Daten

Wie bei jedem gesellschaftlichen, wirtschaftlichen und technischen Um-
bruch gilt auch im Kosmos der Digitalisierung und speziell beim Teilen
von Daten: es gibt immer Gewinner und Verlierer. Und hier liegt die Ver-
antwortung der Politik, ndmlich nicht allein die bisherigen Daten-Giganten
reicher zu machen, sondern auf faire Weise allen Teilen von Wissenschaft,
Wirtschaft und Gesellschaft Prosperitit zu ermdglichen; alles andere wire
ein blanker Datenkapitalismus, nicht anders als der industrielle Manches-
ter-Kapitalismus.

Dabei ist die Ausgangslage allerdings alles andere als rosig. Faktisch
haben wir es lingst mit einem Daten-Oligopol von - auflerhalb Chinas
- im Wesentlichen US-amerikanischer Tech-Giganten und zentralisierten
Plattformen zu tun. Deren Lust zum Teilen von Daten ist naturgeméf;
nicht sonderlich ausgeprigt; sie setzen eher auf eine Daten-Einbahnstrafle
gegeniiber allen anderen Beteiligten. Sie sind schon jetzt die grofien Gewin-
ner, denn sie verfiigen exklusiv iiber weite Teile der tiglich anfallenden
Daten. Diese werden auch bestindig mehr, denn allumfassende Services in
allen Lebensbereichen und die Lust der Menschen am digitalen Konsum
sorgen fiir eine nie versiegende Datenquelle. Wer dann noch iiber exklusive
Services oder Endgeréte den Markt kontrolliert ist dann in der Poleposition
fiir jede Form des Big Data.

Und selbst, wenn diese Unternehmen dann doch einmal Daten mit
anderen teilen miissen, kénnen sie eigentlich nur gewinnen, denn ihr
Datenschatz wird dann auch noch von Anderen gespeist. Allein ihre Markt-
macht impliziert namlich, dass sie weit mehr vom Zugriff auf fremde Daten
profitieren als die kleine und mittelstindische Digitalwirtschaft, die Wis-
senschaft und Forschung oder gar die Allgemeinheit. Denn allen anderen
Akteuren fehlt ein vergleichbares Know-how ebenso wie technische und
wirtschaftliche Ressourcen auf Augenhéhe. Das unter anderem auch mit
der DSGVO verfolgte Ziel, ein einheitliches Level Playing Field zu schaffen,
ist in der Realitat leider auch nach fast 6 Jahren noch nicht annahernd
erreicht.

Wer also nicht mochte, dass nach der Devise: ,The winner takes it all
die Groflen als Sieger vom Platze gehen und das breite Teilen von Daten
zum sozio6konomischen Bumerang wird, muss handeln und die Daten-
macht der grofien Datenkonzerne brechen. Deswegen geht es beim Teilen
von Daten zwangsldufig um rechtliche und strukturelle Vorkehrungen, so-
dass ein profitabler Anteil am Datenpool allen verbleibt. Schlagworte sind
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hier Chancengleichheit und Fairness. Und an einigen Stellen muss das
Datensammeln der US- (und China-)Datenkraken schlicht unterbunden
werden. Letztlich diirfte es auch in Kreisen unserer heimischen Wirtschaft
kaum vermittelbar sein, zwar Daten mit den amerikanischen Platzhirschen
teilen zu miissen, ohne jedoch gleichermaflen eine vergleichbare Perspekti-
ve auf eigene prosperierende Verarbeitungen zu haben.

Aus meiner Sicht stellt sich gerade beim Thema Teilen von Daten mehr
als an jeder anderen Stelle in der digitalen Welt die Frage nach der Ge-
meinwohlorientierung, insbesondere wenn das Teilen von Daten teilweise
verpflichtend sein soll. Nach alledem: Politisch kann es angesichts der
Erfordernisse der Digitalisierung tatsdchlich nicht mehr um das ,,Ob“ des
Daten-Teilens gehen. Wohl aber miissen wir uns Gedanken iiber das ,Wie®
der Entwicklung machen.

7. Das Gefahrenpotential der Datenmonopolisten

An dieser Stelle mochte ich noch etwas mehr auf die grofien Tech-Gigan-
ten eingehen. Ihr Datenhunger, ihre Lock-in-Effekte und ihre Datenmo-
nopole sind fiir den Kurs einer digitalen Gesellschaft und insbesondere
die Freiheit, Chancengleichheit und Selbstbestimmung ihrer Individuen
entscheidend. Die Uberdominanz dieser Konzerne steht eigentlich schon
sinnbildlich fiir das Prinzip ,The winner takes it all. Dies nicht nur in
wirtschaftlicher Hinsicht, sondern auch gegeniiber Selbstbestimmung su-
chenden Grundrechtstragern.

Diese Unternehmen entscheiden iiber favorisierte Technologien, gingi-
ge Geschiftsmodelle und {iben grofien Einfluss in wirtschaftlicher und
politischer Hinsicht aus. Die These, grofle Tech-Giganten gehorten mogli-
cherweise zerschlagen, hort sich tibrigens weit weniger radikal an, wenn
man folgendes bedenkt: Marktbeherrschende Unternehmen verfolgen mit
Blick auf Zukunftsentwicklungen gerade keinen allgemeinzivilisatorischen
Ansatz, sondern nehmen interessengeleitet allein die eigene Profitmaximie-
rung zum Fortschrittsmaf3stab. Auf diese Weise beschrinken sie zwangslau-
tig das Entwicklungspotential der Digitalisierung, indem sie Entwicklungen
mittelbar oder unmittelbar einseitig pragen und keinen Raum fiir konkur-
rierende Ansitze lassen.

Zudem besteht das Risiko, dass sie qua Machtfaktor die Gesellschaft
auch inhaltlich formen und im schlimmsten Fall aktiv Einfluss zu nehmen
versuchen. Zu denken wére hier beispielsweise an einen Kurznachrichten-
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dienst unter einer sendungsbewussten neuen Fithrung. Und selbst eine
vermeintlich unabhingige Aufsicht steht — und dies nicht nur auf griinen
Inseln - im Risiko, sich marktmachtigen und wirtschaftlich bedeutsamen
Giganten anzupassen und nicht umgekehrt, wie es eigentlich sein sollte.
Zum Schutz unseres wirtschaftlichen, sozialen und demokratischen Ge-
meinwesens sollten marktdominante Akteure der digitalen Welt daher aus
allen Blickwinkeln kritisch betrachtet werden. Aus ihrer ambivalenten Rolle
leiten sich schlieflich auch die Bedingungen fiir das Teilen von Daten
ab. Letztlich beginnt die Freiheit des Digitalen erst, wo die Freiheit der
Monopolisten endet!

8. Der plurale Datenkosmos als Herz des demokratischen Gemeinwesens

In der digitalen Welt steht der Austausch von Informationen, sprich das
Teilen von Daten, sinnbildlich fiir soziale Interaktion und ist deren un-
verzichtbare wie logische Voraussetzung. Hierbei gilt: Je vielfaltiger und
umfassender Informationen und ihr Austausch sind, umso breiter und
offener ist der Dialog. Und umgekehrt gilt: Je limitierter Informationen
und ihr Kommunikationsraum sind, umso kleiner und einseitiger fallen
gesellschaftlicher und politischer Diskurs aus. Anders gesagt: Demokratie
lebt vom Teilen von Informationen, speziell vom Teilen von Daten. Es gibt
also ein demokratisches Vitalinteresse an einem pluralen Datenkosmos.
Wenn wir also iiber das Teilen von Daten sprechen, stellt sich nicht allein
die Frage nach dem zivilisatorischen Mehrwert unter dem Gesichtspunkt
wirtschaftlicher, wissenschaftlicher und gesamtgesellschaftlicher Prosperi-
tat. Genauso geht es um jene origindre Inhalts- und Angebotsvielfalt sowie
Transparenz, die ein demokratisches Gemeinwesen zwingend verlangt, ge-
rade wenn der soziale Interaktionsraum zunehmend digitaler wird.

Pluralitat, wie wir sie als Demokraten gewahrt wissen wollen, ist in der
digitalen Welt aber keineswegs selbstverstandlich — weder technisch, noch
wirtschaftlich, noch politisch. Die vordergriindig scheinbar grenzenlose
Offenheit und Transparenz des vernetzten digitalen Raumes, an die wir
alle gerne glauben mochten, wird schnell sehr klein, wenn Algorithmen,
Lock-in-Areale sowie fehlende Interoperabilitit und fehlende Interaktion
inhaltliche Grenzen setzen.

Dahinter muss nicht einmal die bése Absicht dominanter Akteure und
der von ihnen geprigten Technik stehen. Es reicht, und ich glaube wir be-
finden uns auch hier in Deutschland schon an dieser Stelle, wenn wir den

38

- am 18.01.2028, 08:53:1; Ops


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

The winner takes it all?

Gedanken des Netzes als offenen wirtschaftlichen, sozialen und demokrati-
schen Gemeinschaftsraums vernachldssigen und geschlossenen Filterblasen
insbesondere undemokratischer Kreise untitig {iberlassen. Deshalb pladie-
re ich auch aus diesem Blickwinkel fiir ein ,Digital Diversity by default,
gelebt durch das Teilen von Daten.

9. Die Fairness-Balance — Bedingungen fiir einen digitalen Fortschritts- und
Vertrauensraum

Wie schon an anderer Stelle angeklungen: Wenn etwas fiir die Akzeptanz
und die Mitwirkung einer zivilisatorischen Entwicklung ,todlich® ist, dann
das Gefiihl der Ohnmacht des Ausgeliefertseins, gerade gegeniiber einzel-
nen dominanten Playern. Der dahinterliegende Gedanke ist simpel: Die
Digitalisierung ist nur dann erfolgreich, wenn sie entwicklungszivilisato-
risch Fortschritt und Wohlstand fiir moglichst Viele bringt. Dies wiederum
setzt die Bereitschaft einer Gesellschaft voraus, zielorientiert den hierfur
notwendigen technologischen Wandel zu beschreiten und sich digitalen
Angeboten in allen Bereich des Lebens zu 6ffnen.

Dafiir brauchen insbesondere natiirliche Personen das notwendige Ver-
trauen in den Nutzen und die Integritat des Wandels. Es geht also gleicher-
maflen um einen Fortschritts- und Vertrauensraum. Beim Teilen von Daten
bedeutet dies letztlich die Einsicht aller, dass Teilen keinen Verlust, sondern
einen Gewinn bedeutet.

Hinsichtlich des Teilens von Daten miissen dafiir aus meiner Sicht
zehn wichtige Bedingungen erfiillt werden, die ich iiber das allgemeine
Datenschutzrecht und Datenschutz-Credo als Parameter einer zwingend
ausgewogenen Fairness-Balance bezeichnen méochte:

Keine Datenmonopole

Keine Datensilos

Kein Sacheigentum an Daten

Eine umfassende Technologiefreiheit und Interoperabilitit

Ein fairer, diskriminierungsfreier Datenzugang aller Marktteilnehmen-

den und Forschenden

6. Ein fairer Wettbewerb auf Augenhdhe, u.a. durch Chancengleichheit
gegeniiber den Tech-Giganten

7.  Eine faire Beteiligung aller, also auch der Datensubjekte, an den Friich-

ten bzw. der Wohlstandsrendite

O S
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8. Ein austarierter Schutz von Geschiftsgeheimnissen sowie des geistigen
Eigentums

9. Ein verldsslicher Rechtsrahmen, der die genannten Bedingungen si-
chert, flankiert von einer effektiven Aufsicht mit einem effektiven
Sanktionsregime und schliefSlich

10. Keinerlei Erosion des Grundrechts auf informationelle Selbstbestim-
mung und keine Einschridnkung bei der Datensicherheit.

Zur Schaffung eines solchen Fortschritts- und Vertrauensraums ist aus dem
Blickwinkel des Datenschutzes insbesondere der Schutz des Grundrechts
auf informationelle Selbstbestimmung entscheidend.

10. Keine Sozialpflichtigkeit, Daten zur eigenen Person zu teilen

Bisher habe ich nicht wirklich durchgehend zwischen personenbezogenen
und nicht-personenbezogenen Daten differenziert. Dies ist aber fiir die
notwendige datenschutzrechtliche Einordnung erforderlich. Schliefilich ist
es rechtlich vollig unbedenklich, nicht-personenbezogene Daten, wie bei-
spielsweise Maschinendaten, Geodaten, Statistiken oder sonst anonyme
Daten zu teilen. Und bei ehrlicher Betrachtung haben wir es in der digitalen
Welt eigentlich {iberwiegend mit solchen nicht-personenbezogenen Daten
zu tun.

Die Behauptung, es gibe zukiinftig eigentlich keine Daten ohne Perso-
nenbezug mehr, ist schlicht falsch und kommt meistens aus dem Kreis jener
Stimmen, die alles {iber einen Kamm scheren wollen, damit der ungeliebte
besondere Schutz personenbezogener Daten perspektivisch sein Ende fin-
det. Der wahre, gegenteilige Umstand, dass Big Data in sehr vielen Fillen
gar keine Personenbeziige erfordert, liegt dabei eigentlich auf der Hand.
Bis auf den Bereich individueller Angebote oder des gezielten werblichen
Tracking ist die konkrete Identitét einer Person zumeist vollig irrelevant.

An dieser Stelle mochte ich {ibrigens darauf hinweisen, dass das Anony-
misieren personenbezogener Daten der zentrale Schliissel zur Weiterverar-
beitung und auch dem unproblematischen Teilen von Daten ist. Aktuell
fehlt es mir aber noch deutlich an der Aufgeschlossenheit, den Weg der
Anonymisierung zu beschreiten, obwohl in technischer Hinsicht sehr Vieles
auf sehr einfache Weise moglich ist.

Bei klarer Transparenz und absolut freiwilliger Willensentscheidung ist
dariiber hinaus das Teilen personenbezogener Daten grundsitzlich auch
auf Einwilligungsgrundlage moglich. In der Praxis sieht es hier aber zu-
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meist nicht sehr gut aus oder, anders gesagt, die Bedingungen, die das
Datenschutzrecht hier aus gutem Grunde fordert, werden allenfalls ober-
flachlich eingehalten.

Ohnehin steht die informierte Einwilligung bei der datenverarbeitenden
Okonomie nicht sehr hoch im Kurs. Zu einfach und schon ist es doch,
einen Datenkosmos zu forcieren, der breiteste Verarbeitungen und auch
das Teilen von Daten qua blofler Interessenlage gestattet. Die Vorstellungen
gehen hier soweit, dass im Interesse digitaler Wertschopfung eine weitge-
hende Verpflichtung zum Teilen auch personenbezogener Daten gefordert
wird.

Um es klar zu sagen: Aus meiner Sicht gibt es keine allgemeine, insbe-
sondere voraussetzungslose Sozialpflichtigkeit, Daten zur eigenen Person
qua Sonder- bzw. Grundrechtsopfer fiir Zwecke allgemeiner digitaler Pros-
peritdt abseits spezifischer Fragen z.B. im Gesundheitssektor zur Verfiigung
zu stellen. Andernfalls wiirden wir den Kern des Grundrechts auf informa-
tionelle Selbstbestimmung aufgeben. Dies wére wiederum reiner Datenka-
pitalismus — fiir mich ein Schreckensbild!

11. Von der Freiwilligkeit des Teiles personenbezogener Daten

Dass nicht jede vermeintlich freiwillige Datenpreisgabe personenbezogener
Daten den hehren Anspriichen des Datenschutzes geniigt, ist hinlanglich
bekannt; ich erwdhnte es bereits. Doch auch die Verfechter einer weniger
strengen Sicht miissen gelegentlich zugeben, dass es weniger die innere
Uberzeugung ist, die Menschen , freiwillig“ ihre Daten teilen ldsst, als viel-
mehr das alternativlose Geschiftsgebaren der hier schon mehrfach erwéhn-
ten grofien Marktteilnehmer.

Auf der anderen Seite rdume ich unumwunden ein, dass es gelegentlich
auch der Reiz von Technik und die Verfithrung lukrativer Services und
Preise ist, die zur Datenpreisgabe bzw. dem Teilen eigener Daten verleiten.
So gehort es zu digitaler Interaktion schlicht dazu, dass wir alle breit Dinge
posten, liken und teilen. Und dies ist prinzipiell auch gut so. Bliebe es bei
der offen erkennbaren bzw. erwartbaren Verarbeitung personenbezogener
Daten, die zur Nutzung eines Angebots naturgemifl notwendig ist, wire
dies auch kaum ein Problem.

Die Realitdt ist aber eine andere. Von der Marktmacht einzelner Anbie-
ter gezwungen oder wegen fehlender Transparenz blenden viele Nutzende
weitreichende und teils sehr sensible Annexverarbeitungen aus bzw. sind
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sich dieser nicht bewusst. Fiir uns Datenschiitzer ist es immer wieder
erschreckend, was sich hinter teils sybillinischen Datenschutzerklirungen
verbirgt. Deswegen gehort fiir mich zur ,neuen® Kultur des Teilens von
Daten unabdingbar dazu, sich von der ,alten” Unkultur des ,unfreiwilligen®
Teilens von Daten zu verabschieden.

12. Den Kern von Freiheit wahren: Selbstbestimmung

Wenn die Zukunft der Digitalisierung im Teilen von Daten besteht, miis-
sen wir also dariiber reden, unter welchen Bedingungen und in welchem
Umfang fiir welche Zwecke unter welchen besonderen Vorkehrungen per-
sonenbezogene Daten Eingang in die Kultur des Teilens von Daten finden.
Und um den Begriff des immer wieder beschworenen risikobasierten An-
satzes gleich vorweg aufzugreifen: Das Wesen der Digitalisierung liegt in
ihrer kaum vorausplanbaren Dynamik und der Schwierigkeit, aus den ein-
zelnen Schritten auf das Gesamtbild des Datensammelns und -auswertens
zu schlieflen. Es ldsst sich eben heute nicht sagen, was morgen kommt. Das
ist der Grund, weshalb allein risikobasierte Ansitze Fehlentwicklungen im
Vorfeld nicht sicher ausschlieflen konnen und immer die Gefahr besteht,
dass bedenkliche Verldufe sich ordnungspolitisch kaum mehr einfangen
lassen.

Ich glaube auch, dass unser Verfassungsrecht und auch die Europaische
Grundrechtecharta an einer so sensiblen Stelle wie dem gesamtgesellschaft-
lichen und gesamtwirtschaftlichen Teilen personenbezogener Daten keine
Kompromisse auflerhalb der bisherigen und bewéhrten Struktur des Da-
tenschutzrechts zuldsst. Eine Erosion des Grundrechts auf informationelle
Selbstbestimmung wire auch inhaltlich kaum zu rechtfertigen, denn wie
gesagt, ist Teilen personenbezogener Daten in den allermeisten Fallen @iber-
haupt nicht notwendig.

Zudem stelle man sich vor, dass ausgerechnet im Bereich des universel-
len Teilens von Daten mindere Schutzstandards als bei iibrigen Verarbei-
tungen gelten sollen. Dies wire insgesamt der Einstieg in den Ausstieg aus
dem Datenschutzrecht und damit aus der Freiheit zur Selbstbestimmung,
wie sie Bundesverfassungsgericht und EuGH aus Grundgesetz und Grund-
rechtecharta abgeleitet haben. Dass ich dies nicht gutheifien kann, ist sicher
verstandlich.

Wir brauchen stattdessen eine andere Herangehensweise, ausgehend
vom bisherigen Recht. Und hier wire zunichst einmal zu kldren, fir
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welche, dann legitimen Zwecke, sich ein Eingriff in das Grundrecht auf
informationelle Selbstbestimmung im Kontext des Teilens von Daten recht-
fertigen ldsst. Angesichts der besonderen grundrechtlichen Bedeutung der
Privatsphédre gerade in der digitalen Welt geht es hier um Fallgruppen
hochrangiger Gemeinwohlinteressen. Und dies ist nicht das generelle Be-
diirfnis der Datendkonomie nach Daten. Vielmehr muss es um gesamtge-
sellschaftliche Belange wie die Losung bedeutsamer Probleme, etwa das
Uberwinden von Krankheiten, Mobilititsdefiziten oder der Kriminalitits-
bekdampfung, gehen.

Auch das zivilisatorische Fortkommen, die Sicherung und der Ausbau
des Wohlstandes sowie der gesamtgesellschaftliche Nutzen sind Betrach-
tungen, die je nach Verarbeitung verhiltnismaflig sein konnen. Am Ende
ist zudem aus der Perspektive des Betroffen die abstrakte Frage zu stellen,
inwieweit auch ihm das Ergebnis einer Verarbeitung individuell nutzt, die
sich aus seinen Daten speist. Denn wer nicht mdchte, dass das Phdnomen
»T'he winner takes it all“ aufgeht, muss die Frage nach fairer Beteiligung
auch der Datensubjekte an den Friichten von Verarbeitungen stellen.

Insgesamt lasst sich folgende Gleichung aufstellen: Je mehr es um parti-
kulare und einseitig monetéire Interessen geht, umso weniger verfangt eine
Rechtfertigung eines Grundrechtseingriffs. Und umgekehrt: Je iiberragen-
der der Beitrag zum Allgemein- und individuellen Wohl der Grundrechts-
trager, desto legitimer kann eine Verarbeitung sein.

Das Beispiel, an das viele an dieser Stelle denken und das ich in diesem
Beitrag bereits aufgegriffen habe, ist die medizinische Forschung. Von ihr
profitieren wir alle. Die schon genannten Stichworte sind hier: Medizini-
scher Fortschritt, Volksgesundheit und Finanzierbarkeit des Gesundheits-
wesens. Allerdings - und dies mochte ich betonen - geht diese Gleichung
nur auf, wenn auch hier das Prinzip Fairness gilt. Pharmakonzerne, die
von den Daten der Allgemeinheit profitieren, miissen bei ihren Preisen
beriicksichtigen, dass die Entwicklung ihres Praparates ganz wesentlich auf
Ressourcen der Allgemeinheit beruht. Genau dies driickt beim Teilen von
Daten die beschriebene Win-Win-Situation aus, die fur eine solche neue
Datenkultur und deren Akzeptanz entscheidend ist.

13. Differenzierte Datenrdume und weitere Safeguards schaffen!

Angesichts der unterschiedlichen Kontexte des Teilens von Daten und den
sich hieraus ergebenden unterschiedlichen Vorgaben ist es gerechtfertigt,
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Verarbeitungslagen normativ differenziert aus dem Verbot mit Erlaubnis-
vorbehalt positiv herauszuarbeiten. So entstehen einzelfallbezogen getrenn-
te Rdume zum Teilen von Daten.

Der Begriff des Datenraumes bedeutet — und das macht ihn zum Schutz-
und Vertrauensraum - die Abkehr von dem einen grofien Datenpool hin
zu sektorspezifischen, intelligent vernetzten dezentralen Datenrdumen mit
klaren Regeln. Eine davon kann iibrigens auch darin bestehen, die uns
bekannten Monopolisten von der Nutzung auszunehmen. Uberhaupt lasst
sich, wie es auch das Datenschutzrecht mochte, sehr gut zwischen unter-
schiedlichen Daten, Akteuren, Zwecken und weiteren Bedingungen diffe-
renzieren. Ich weif, dies bedeutet fiir Einige zu viel regulatorisches Fahr-
wasser. Und dies an einer Stelle, wo Forschung und Entwicklung gefiihlt
eigentlich grofle Freirdume brauchten. Zudem ist es eine Herausforderung,
vorab moglicher wissenschaftlicher Korrelationen Datenraume sinnvoll ab-
und einzugrenzen. Dem kann aber durch eine Flexibilitdt in der spateren
Anpassung und Vernetzung Rechnung getragen werden.

Ein weiterer Vorteil solcher Datenraume besteht darin, dass sie sich mit
Treuhandermodellen (z.B. Non-Profit-Akteuren als Intermedidren) und
Aufsichtsmodulen sehr gut kombinieren lassen und in ihrer iiberschauba-
ren Struktur revisionssicher sind. Und natiirlich sind dezentrale Datenhal-
tungen unter Sicherheitsgesichtspunkten von Vorteil. Im Kosmos geteilter
Daten braucht es zudem weitere Sicherungsmafinahmen jedenfalls dann,
wenn es um personenbezogene Daten geht. Vieles ist hier vorstellbar. Da
wire zum einen eine Eigenstandigkeit oder zumindest binnenorganisatori-
sche Selbststdndigkeit der Betreiber der Datenrdume. Zum anderen wire an
eine Zertifizierung zu denken. Und auch die Aufsicht spielt eine wichtige
Rolle. Hinzu kommen die Instrumente des Wettbewerbsrechts und des
wirtschaftlichen Verbraucherschutzes in Gestalt von Unterlassungsklagebe-
fugnissen der Marktbeteiligten.

Wichtig ist mir, dass wir den digitalen Kosmos dabei ganzheitlich be-
trachten. Denn an den Komplex des Teilens von Daten schliefdt sich bei-
spielsweise nahtlos das Thema Einsatz kiinstlicher Intelligenz an - ein
nochmals ganz eigenes Problemfeld. Die Komplexitat der Digitalisierung
zwingt uns also, alle ihre Facetten in drei Dimensionen nebeneinander zu
betrachten. Der Datenschutz ist dabei ein zentraler Baustein.
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4. Fazit: Europdisch denken!

Wir alle merken zunehmend, dass sich die (politischen) Werterdume in
dieser Welt diametral unterscheiden. Und ich befiirchte, dass sich dieser
Trend noch fortsetzen wird. Die Unterschiede in der Wertekultur, gerade
was den Freiheitsbegriff angeht, zwingen aber dazu, sich auch in der Ver-
arbeitungskultur zu unterscheiden, auch auf die Gefahr hin, dass andere
Teile der Welt in Einzelfillen davon profitieren, dass sie keine Skrupel
haben, ihre Biirgerinnen und Biirger glisern zu machen und fiir Zwecke
vordergriindiger wirtschaftlicher Prosperitit auszubeuten.

Ich warne jedenfalls davor, die vermeintlich so tolle Verarbeitungsfreiheit
Anderer, die sich in Wahrheit auf Unfreiheit griindet, zum Maf3stab unseres
digitalen Zusammenlebens zu nehmen. Auf Wettbewerbsverzerrungen im
Digitalen miissen wir wie im Analogen reagieren und - wenn wir sie
nicht durch andere Instrumente wie angepasste Technologien ausgleichen
koénnen - notfalls zu Marktzugangsbeschrankungen greifen. Denn ohne
ein einheitliches Level-Playing-Field geht es nicht. Was uns fiir den Schutz
unserer Autowirtschaft recht ist, sollte uns fur den Schutz unserer Daten
und Digitalmirkte billig sein.

Ich habe manchmal das Gefiihl, dass Einige hier in Europa im Angesicht
der Tech-Giganten und ihrer Marktmacht in einen gefiihlten David-gegen-
Goliath-Komplex verfallen. Nach dem Motto ,The winner takes it all“ fak-
tisch aufzugeben und das Teilen von Daten nur unter dem Aspekt zu forcie-
ren, dass hiermit vielleicht einige Krumen vom Tisch der Herren fallen,
wird weder der Bedeutung des Teilens von Daten fiir die Digitalisierung,
noch der Rolle Europas gerecht. Ein Binnenmarkt mit fast 500 Millionen
Menschen und einem BIP von 15 Billionen Euro braucht sich nicht zu
verstecken und sollte selbstbewusst auf die eigene Kreativitét setzen und auf
die Einhaltung seiner Marktverhaltensregeln pochen.

Es bringt nichts, mehr schlecht als recht unter Aufgabe von Grundrechts-
positionen schrittweise dem vermeintlich erfolgreicheren Verarbeitungs-
handeln Anderer nachzueifern. Stattdessen sollten wir lieber die Eindimen-
sionalitdt der Tech-Welt beenden.

Und was heif’t dies? Wir brauchen einen europiischen Ansatz, unabhén-
gig und jenseits bisheriger vermeintlicher oder tatsichlicher Gewinner!
Dies sage ich im Bewusstsein, dass wir jedenfalls hinsichtlich der Verar-
beitung personenbezogener Daten mit der Datenschutz-Grundverordnung
bereits einen sehr guten Ordnungsrahmen haben, auf dem wir aufbauen
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kénnen. Ich weif3, nicht jeder teilt diese Einschitzung, aber unbestreitbar
ist, dass das europdische (Datenschutz-)Recht international Maf3stébe setzt.

In einem gemeinsamen europdischen Binnenmarkt, der eben nicht nur
ein Wirtschafts- und Sozialraum, sondern auch eine Wertegemeinschaft ist,
miissen wir grundsitzlich gemeinsame Regeln haben, auch was das Teilen
von Daten angeht. Der europdische Digitalraum sollte ein datenagiles Sys-
tem mit einem grundrechtsakzentuierten Schutz, widerstandsfahiger und
offener Datenkultur und -infrastruktur bei wehrhaften europiischen Wer-
ten und Prinzipien sein. So entsteht ein zukunftstrachtiger gemeinwohlo-
rientierter Chancenraum mit Platz fiir Innovation und Wettbewerbsféhig-
keit.
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Neue Ansitze fiir das Data Sharing
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Governance von Datenraumen: Akteure, Strukturen und Phasen
der Datenraum-Governance

Abel Reiberg, Crispin Niebel, Anna-Raphaela Schmitz

Zusammenfassung

Mit Datenrdaumen wird die Hoffnung verbunden, die Datendkonomie zu
starken und dabei die Rechte auf Privatheit, Transparenz und Selbstbestim-
mung zu verbessern. Entsprechend wird der Aufbau von Datenrdumen
aktuell intensiv gefordert. Bei diesem kommt insbesondere der Governance
(hier verstanden als die Koordinierung der relevanten Akteure) entschei-
dende Bedeutung zu. Datenrdume sind foderiert aufgebaut und bieten
daher einer Vielzahl von Akteuren die Moglichkeit, als Teilnehmende und
Betreiber mitzuwirken. Dies ist jedoch Chance und Herausforderung zu-
gleich: Einerseits lassen sich Datensouverénitit, Wettbewerb und Innovati-
on in offenen Datenrdumen potenziell leichter realisieren als in zentralisier-
ten Infrastrukturen. Andererseits gilt es dafiir ein effizientes, effektives und
faires Zusammenwirken der Akteure durch entsprechende Governance-Ar-
rangements zu gewahrleisten. Zweck dieses Beitrags ist es, eine Einfithrung
in Themen der Datentraum-Governance zu bieten und so die theoretische
Auseinandersetzung mit Losungen sowie die praktische Umsetzung dieser
zu fordern. Dazu wird jeweils kurz auf grundlegende Themen, darunter
Akteure, Strukturen und Phasen der Datenraum-Governance, eingegangen.

1. Einleitung

Der Aufbau von Datenrdumen wird derzeit als ein taugliches Mittel be-
trachtet, um die Entwicklung der Datenékonomie in Europa zu stirken
und gleichzeitig die Rechte der beteiligten Akteure — darunter insbesondere
auch das Recht auf Privatheit — zu starken.

Dies beruht unter anderem auf dem dezentralen Aufbau von Datenrdu-
men. Diese bieten per se einer grofieren Anzahl an Akteuren Mitwirkungs-
moglichkeiten - nicht nur bei der Nutzung, sondern auch beim Betrieb.
Monopolbildung und ein daraus resultierendes Machtgefille zwischen An-
bietenden und Nutzenden, das in der aktuellen Datendkonomie oftmals
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anzutreffen ist und vielfach zur Benachteiligung von Nutzenden und insbe-
sondere deren Privatheit gefiihrt hat, soll vermieden werden.

Daher wird der Aufbau von Datenrdumen aktuell mit einer Vielzahl
von Mafinahmen insbesondere von staatlicher Seite unterstiitzt. Zu die-
sen zdhlen sowohl Regulierungsmafinahmen wie beispielsweise der Data
Governance Act (DGA) als auch Férdermafinahmen wie jene zu ,,Europi-
ischen Datenrdaumen® und Gaia-X.

Der intensiv geforderte Aufbau von Datenrdumen bietet wichtige Chan-
cen: Er starkt die europdische Datenékonomie unter Beriicksichtigung von
Werten wie Privatheit, Sicherheit und Transparenz. Gleichzeitig stehen
dem Aufbau von Datenrdumen viele Herausforderungen entgegen: Anders
als bei zentralisierten Infrastrukturen sind bei dezentralen Infrastrukturen
wie Datenrdumen eine Vielzahl unterschiedlicher Akteure in verschiedenen
Koordinationsformen dauerhaft einzubeziehen. Dadurch ergeben sich ho-
he Anforderungen in Bezug auf die zu etablierenden Governance-Arrange-
ments.

Um diese Herausforderungen meistern zu konnen, braucht es ein grund-
legendes Verstindnis dariiber, was Datenraum-Governance umfasst und
welche Gestaltungsoptionen sich bieten. Der vorliegende Beitrag soll die-
se Fragen adressieren und das neue Feld der Datenraum-Governance be-
leuchten.

Zu diesem Zweck wird zundchst dargelegt, was unter Datenraum-
Governance zu verstehen ist. In den anschlielenden Abschnitten werden
dann zentrale Themen der Governance von Datenrdumen betrachtet, dar-
unter Akteure, Strukturen und Phasen der Datenraum-Governance. Jedes
der Themen wird mit Bezug zu zwei konkreten Projekten aus dem Kontext
von Gaia-X - dem Mobility Data Space (MDS) und Catena-X - erldutert.
Ziel dabei ist es, die jeweiligen Aspekte der Datenraum-Governance zu
veranschaulichen und konkrete Umsetzungsoptionen aufzuzeigen.

2. Begriffsbestimmung: Datenraum-Governance
Um zu Kkliren, was Governance von Datenrdaume umfasst, bietet es
sich an, zundchst die beiden Begriffsbestandteile ,Datenraum® und

,Governance“ zu betrachten und anschliefSend zu klaren, was als ,,Daten-
raum-Governance® zu verstehen ist.
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2.1 Datenraum

Es wurden bereits zahlreiche Definitionen und Beschreibungen des Kon-
zeptes Datenraum vorgelegt. Beim Vergleich der verschiedenen Ansitze,
darunter den Definitionsansiatzen der Gaia-X-Association, der Internatio-
nal Data Spaces Association und der Europdischen Kommission zeigen sich
jedoch zahlreiche Gemeinsamkeiten (Reiberg et al. 2022, S. 9-10). So wird
die Ermoglichung des Datenteilens (Data Sharing) durchgehend als zen-
trale Funktion von Datenrdumen genannt. Zudem werden als Merkmale
von Datenrdumen ein foderierter/dezentraler Aufbau, die Nutzung gemein-
samer Regelsysteme, sowie die Sicherstellung von Datensouverénitat, Inter-
operabilitat und Offenheit gegeniiber Teilnehmern und Betreibern genannt.
Auf diese Gemeinsamkeiten gestiitzt, ldsst sich ein Datenraum definieren
als ,foderierte, offene Infrastruktur fiir souveranen Datenaustausch, die auf
gemeinsamen Vereinbarungen, Regeln und Standards beruht® (Reiberg et
al. 2022, S. 11).

Vereinfacht lassen sich die stets dezentral aufgebauten Datenrdume als
Gegenmodell zu den zentralisierten Plattformen betrachten, die aktuell die
Datendkonomie stark pragen. Sie sind offen gestaltet, da sie Teilnehmern
offenstehen, die innerhalb der Datenrdume Daten anbieten und nachfra-
gen koénnen. Sie sind zudem auch insofern offen gestaltet, als neben der
Nutzung auch der Betrieb eines Datenraums fiir interessierte Akteure of-
fensteht. So, wie beispielsweise bei dem System E-Mail, kann sich prinzi-
piell jeder, der die entsprechenden grundlegenden Anforderungen erfiillt,
an Entwicklung und Betrieb der Infrastruktur — &hnlich wie mit dem
Betrieb eines E-Mail-Servers — beteiligen. Dezentralitdt wird auch erreicht,
weil Datenrauminitiativen die Interoperabilitit der Datenrdume zum Ziel
haben. So soll ermdglicht werden, dass beispielsweise ein Datenraum, in
dem Wetterdaten ausgetauscht werden, auch interoperabel ist mit einem
Datenraum in dem Mobilitdtsdaten ausgetauscht werden, um weitere nut-
zenbringende Anwendungen, beispielsweise Informationen iiber Gefahren-
situationen im Straflenverkehr, zu ermdglichen. Bereits dieser dezentrale
Aufbau selbst hilft dabei, Lock-In-Situationen zu vermeiden, in denen ein-
zelne grofle Anbieter gegeniiber Nutzenden Bedingungen durchsetzen kon-
nen, die fiir diese unvorteilhaft sind. So beispielsweise Bedingungen, die
Nutzende dazu bewegen, mehr Daten preiszugeben als gewollt und somit
die Privatheit der Nutzenden gefahrden. Ziel der Datenrauminitiativen ist
(wie bereits obige Definition nahelegt) vielmehr ein souverdner Datenaus-
tausch, bei dem es den Nutzenden moglich ist, weitgehend selbst zu bestim-
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men, mit wem sie in welchem Mafle und zu welchen Bedingungen Daten
austauschen. Das somit resultierende Mehr an Souveranitit soll wiederum
einen bewussten Datenaustausch und den damit verbundenen Nutzen er-
moglichen. Der dezentrale Aufbau ist jedoch auch mit Herausforderungen
verbunden. Die Beteiligung einer Vielzahl von Akteuren erfordert eine
effektive und effiziente Koordination, womit der Bereich der Governance
angesprochen ist.

2.2 Governance

Das Konzept Governance selbst ist angesichts der Vielzahl der Definitions-
ansatze schwer zu umreiflen. Bis etwa Ende der 1980er Jahre wurde der
Begriff selbst im englischen Sprachraum vergleichsweise wenig genutzt
und meist zur Beschreibung staatlichen Handelns, also des Handelns
von Regierungen (Governments) verwendet (Mayntz 1998). Ab etwa den
1990er Jahren fand der Begriff dann eine weitere Verbreitung auch im
deutschen Sprachraum und wurde erweitert, um auch Formen der kollek-
tiven Entscheidungsfindung jenseits des Staates miteinzuschlieflen (ebd.).
Vereinfachend ldsst sich Governance als Steuerung oder Koordinierung
gesellschaftlicher Akteure betrachten' (Benz 2004, S. 25).

Beriicksichtigt werden mit der zunehmenden Verwendung des Begriffs
unter anderem zwei Dinge:

Zum ersten wird beriicksichtigt, dass gesellschaftliche Koordinierung
und Regelsetzung entsprechendes Handeln oftmals sowohl von staatlichen
als auch privaten Akteuren umfasst beziehungsweise erfordert?. So nehmen
in Regulierungskontexten neben staatlichen auch private Akteure, beispiels-
weise Auditierungs- und Standardisierungsorganisationen, wichtige Rollen
ein. Und auch privatwirtschaftliche Unternehmen missen, um ihr Funktio-
nieren sowie das Erreichen weiterer gesellschaftlicher Ziele sicherzustellen,
zunehmend mit staatlichen und anderen privaten Organisationen interagie-
ren. So verpflichten sich Unternehmen beispielsweise gegeniiber Nicht-Re-
gierungsorganisationen zur Einhaltung bestimmter Ziele des Gemeinwohls.

1 Wie Benz (2004: 25) herausarbeitet, dient diese Koordinierung in der Regel dem
Management von Interdependenzen und erfolgt mittels bestimmter Regelsysteme.

2 Beispielsweise haben Arbeiten zur neuen Institutionenékonomik (siehe zum Beispiel:
Williamson, 1999) aufgezeigt, dass die erfolgreiche Interaktion privater Akteure oftmals
staatliche Regelsetzung erfordert und Arbeiten zur Global Governance (siehe beispiels-
weise Beisheim et al., 2011) haben aufgezeigt, dass fiir erfolgreiches staatliches Handeln
oftmals die Beteiligung privater Akteure notwendig ist.
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Zum zweiten wird mit dem Begriff Governance - in Abgrenzung zu
Begriffen wie ,Government® und ,Management® — angezeigt, dass gesell-
schaftliche Koordinierung und Regelsetzung in vielen Fallen nicht (mehr)
allein hierarchische Formen annimmt, sondern auch wettbewerbliche oder
kooperative Formen der Interaktion umfasst.

Zusammenfassend ldsst sich sagen, dass ein wichtiger Beitrag der
Governance-Forschung insbesondere darin liegt, dass sie die Vielfalt der
Akteure und die Formen der Koordination und Steuerung in vielen gesell-
schaftlichen Teilbereichen aufgezeigt und analysiert hat. Das Konzept eig-
net sich somit besonders zur Analyse der Interaktion und Koordination im
weitldufigen Kontext der Datenwirtschaft und insbesondere im vielfaltigen
Kontext der Datenrdume.

2.3 Datenraum-Governance

Fithrt man die obigen Ansitze der Begriffsbestimmung nun zusammen,
lasst sich Datenraum-Governance als Koordinierung jener Akteure be-
trachten, die am Geschehen in einem Datenraum (also einer foderierten
Infrastruktur des Datenaustauschs) beteiligt oder von dieser (potenziell)
betroffen sind.

Als Begriffskombination bietet sich ,,Datenraum-Governance® gegeniiber
denkbaren Alternativen wie ,Datenraum-Management® oder “Steuerung
von Datenrdumen” an.

Am Begrift Datenraum-Management etwa liefle sich kritisieren, dass
dieser eher eine Koordination innerhalb von Organisationsgrenzen und
bezogen auf 6konomische Prozesse nahelegen wiirde. Verloren ginge so-
mit das Verstindnis, dass Koordinationsprozesse in Datenrdumen in der
Regel verschiedene Organisationen umfassen — darunter oftmals sowohl
staatliche als auch private Organisationen. Weniger deutlich wiirde zudem,
dass Governance sich nicht nur auf 6konomische Werte, sondern dariiber
hinaus und damit verbunden auch auf weitere gesellschaftliche Werte be-
ziehen kann.

Beide Begriffe (,Management® sowie ,Steuerung“) wiirden auflerdem
eine hierarchische Form der Koordinierung nahelegen. Mit der Verwen-
dung dieser Begriffe wiirde daher nicht ausreichend deutlich, dass bei der
Gestaltung eines Datenraumes eine Vielzahl von Akteuren zu beteiligen
sind, die nicht unbedingt in hierarchischer Beziehung stehen, und dass eine
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Koordination in Form von Kooperation oder Wettbewerb oftmals besser
geeignet ist als ein Top-Down-Ansatz.

Das Konzept Datenraum-Governance erlaubt also in besonderem Maf3e,
sich der Komplexitdt von Datenrdumen zu stellen und ein Verstdndnis zu
entwickeln, das zur Gestaltung von Datenraumen hilfreich oder notwendig
ist. Dabei gilt es, die komplexe Realitét schrittweise zu erschlief3en, etwa in-
dem wie in den folgenden Abschnitten bestimmte Aspekte der Governance
von Datenrdumen (in diesem Fall Akteure, Strukturen und Phasen) unter-
schieden und beleuchtet werden.

3. Akteure der Datenraum-Governance

Der foderierte Aufbau von Datenrdumen? bietet viele Vorteile gegeniiber
zentralisierten Formen datenékonomischer Aktivitdt. So wird es durch den
dezentralen Aufbau leichter, verschiedene Akteure einzubinden, da nicht
alle Rollen von der Gewinnung iiber die Verarbeitung bis zur Anwendung
von Daten von einem zentralen Akteur ausgefiillt werden, sondern diese of-
fen sind fiir weitere Akteure. Dies wiederum kann hilfreich sein, um Wett-
bewerb und Kooperation zu férdern, was sich letztlich positiv auf Wert-
schopfung, Innovation und Souverdnitit auswirken kann. So sind Nutzen-
de bei der Teilnahme an einem Datenraum anders als bei der Teilnahme
an bestimmten Plattformen nicht gezwungen, fiir eine Teilnahme unvorteil-
hafte Nutzungsbedingungen zu akzeptieren. Der Zugang ist vielmehr offen
gestaltet. Nutzende konnen zwischen Anbietern wiahlen und sich fiir jene
entscheiden, deren Bedingungen am meisten den eigenen Anforderungen
entsprechen - beispielsweise in Bezug auf Datensicherheit. Zum Beispiel
kénnte ein Anbieter von Bildungsangeboten, der eigene Bildungsdaten
analysieren lassen mochte, einem Bildungs-Datenraum beitreten und in
diesem z.B. KI-Anbieter finden, die den eigenen Anforderungen an Daten-
sicherheit entsprechen — zum Beispiel dank verldsslicher Anonymisierung
und zeitlich beschrdnkter Datenhaltung auf europiischen Servern. Des
Weiteren konnten sich Organisationen mit entsprechenden Kapazititen
auch am Betrieb des Datenraums beteiligen. Beispielsweise konnte ein 6f-
fentlicher Trager einen Katalog von Angeboten des Datenraumes betreiben,
in dem besonders relevante Angebote fiir staatliche Bildungseinrichtungen
gelistet werden.

3 Siehe die hier zugrundeliegende Definition des Begriffs ,Datenraum” in Abschnitt 2.1.
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Mit dem beschriebenen dezentralen Aufbau ist jedoch auch die Tatsache
verbunden, dass sich eine Vielzahl unterschiedlicher Akteure koordinieren
miissen, wobei dies in unterschiedlicher Form und Intensitit geschehen
kann beziehungsweise geschehen sollte. Datenraum-Governance ist daher
von Vielfalt und Komplexitit gepragt.

Um diese konzeptuell greifbar zu machen, lohnt es sich, zunéchst zwei
Gruppen von Akteuren eines Datenraumes zu unterscheiden*: Jene der
Teilnehmenden des Datenaustauschs und jene der Betreiber eines Daten-
raumes oder Foderatoren.

3.1 Teilnehmende

Teilnehmende eines Datenraumes sind jene Organisationen und Personen,
die die Funktion des Datenraums nutzen und Angebote im Datenraum
anbieten oder nachfragen. Im Falle von Gaia-X sind die Anbieter und Nach-
frager von Angeboten in einem Gaia-X-Datenraum als solche zu betrachten.
Angebote konnen Daten sowie datenbezogene oder infrastrukturbezogene
Dienste sein. Einige Beispiele fiir Angebote aus dem Kontext von Gaia-X
bietet Tab. 1.

Die Rolle der Teilnehmenden kann von unterschiedlichsten Akteuren
eingenommen werden. Dies konnen Organisationen mit oder ohne Ge-
winnerzielungsabsicht sein, kleine oder grofle Organisationen, staatliche
und nicht-staatliche Organisationen. Dariiber hinaus konnen prinzipiell
auch Finzelpersonen Teilnehmende eines Datenraumes sein.

In den meisten aktuellen Initiativen zum Aufbau von Datenrdumen liegt
der Fokus in groflerem Mafi auf Organisationen, darunter insbesondere
privaten Unternehmen, die kommerziell beziehungsweise fiir ihre geschaft-
lichen Zwecke Daten oder datenbezogene Dienste anbieten oder nachfra-
gen. In geringerem Maf} werden weitere Akteure adressiert. Die beiden Bei-
spiele Catena-X und Mobility Data Space verdeutlichen dies: Im Falle von
Catena-X werden insbesondere Unternehmen aus den Wertschopfungsket-
ten der Automobilherstellung adressiert, angefangen bei der Rohstoffgewin-

4 Diese Einteilung von Akteursgruppen ist nur eine von vielen denkbaren Einteilungen.
Sie bietet sich insbesondere fiir die Ebene des Datenraums an. Als weitere Ebenen
lassen sich die Ebene der Foderation und die Ebene des Orchestrators unterscheiden
(siche Abschnitt vier), fiir die gegebenenfalls alternative Einteilungen sinnvoll sind.
Zum Zweck der Ubersicht wird in diesem Abschnitt der Fokus auf die Ebene des
Datenraums beschrankt.
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Service Offering Beispiel

Cloud Service Infrastructure as a Service, Platform as a Service,
Software as a Service

Data Set data sharing in batch, stream and event driven

Software Licence perpetual or renewable licenses for a product
without an associated online service

Interconnection & | services that can go beyond the capacities of the
Networking Service |regular Internet connection and exhibit special
characteristics, such as and not limited to band-
width, latency, availability or security-related set-
tings

Tabelle 1: Service Offerings in Gaia-X. Quelle: Gaia-X AISBL 2022a, S. 54

nung iiber die Herstellung von Komponenten, bis zur Fahrzeugherstellung
und dem Vertrieb und schliefllich der Demontage und dem Recycling. Da-
neben sind in geringerem Mafle auch Unternehmen aus anderen Bereichen
(zum Beispiel Softwareentwicklung) sowie Forschungseinrichtungen und
Behorden eingebunden.

Im Falle des Mobility Data Space werden insbesondere Unternehmen
angesprochen, die direkt oder indirekt im Bereich Verkehr aktiv sind, dar-
unter Unternehmen des Verkehrs auf Strafien, Schienen und Wasserwegen.
Dies schliefit unter anderem Unternehmen aus Produktion (wie Automo-
bilhersteller), Dienstleistung (wie Logistikunternehmen) und Digitalwirt-
schaft (wie Softwareentwicklung) ein. Dariiber hinaus sind auch Akteure
aus anderen Sektoren (wie Versicherungsunternehmen) sowie Forschung
und Verwaltung am MDS beteiligt.

Um Teil eines Datentraums zu werden, miissen bestimmte Anforderun-
gen, insbesondere technischer und rechtlicher Art, erfiillt sein. Diese setzen
sich meist aus foderations- sowie datenraumweiten Vorgaben zusammen.

Beispielsweise miissen Teilnehmende von Gaia-X bestimmte Selbstbe-
schreibungen von sich und ihren Diensten erstellen. Zum Beispiel ist fiir
jedes Angebot in einem Gaia-X-Datenraum anzugeben, von welchem An-
bieter es stammt und wo die Nutzungsbedingungen einzusehen sind. Fiir
Teilnehmende von MDS und Catena-X sind weitere Selbstbeschreibungen
vorgegeben.
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Solche Vorgaben fiir Teilnehmende bestimmter Datenrdume sind meist
in Vertragen zur Teilnehmerschaft geregelt, die Rechte und Pflichten der
Beteiligten, darunter insbesondere Preise fiir grundlegende Dienste, regeln.

Generell muss dariiber hinaus kompatible Software unter anderem fiir
den Datenaustausch verwendet werden. Im Falle von Gaia-X kann bei-
spielsweise der Eclipse Data Space Connector (EDC) genutzt werden, um
sich mit dem Datenraum zu verbinden. Sowohl bei Catena-X als auch
beim MDS ist es moglich, den Konnektor eigenstindig zu installieren oder
externe Anbieter im Sinne eines Connector as a Service in Anspruch zu
nehmen.

Fiir die Ausgestaltung der Vorgaben fiir Teilnehmende ist auch die zweite
Gruppe von Akteuren relevant: die Féderatoren von Datenrdumen.

3.2 Foderatoren

Aufgabe der Foderatoren ist es, die Dienste zu erbringen, die fiir den Be-
trieb eines Datenraum unerlasslich sind. Dazu zéhlen bei Gaia-X z.B. Fode-
rationsdienste zum Identititsmanagement, zur sicheren Dateniibertragung
und zum Labelling. Diese Dienste ermdglichen, dass Daten und datenbezo-
gene Dienste im Datenraum angeboten und nachgefragt werden kénnen.

Je nach Konzeption des jeweiligen Datenraumes variiert die Anzahl
der Foderatoren und ihr Aufgabenbereich. Zum Beispiel ist es prinzipiell
moglich, dass fast alle basalen Dienste gemeinsam von einer Vielzahl von
Foderatoren bereitgestellt werden. In diesem Fall wiére der Betrieb des Da-
tenraumes weitgehend dezentralisiert. In aktuellen Projekten wird hingegen
ein Teil der basalen Dienste von einem einzelnen Foderator erbracht. Der
Betrieb ist also zu einem gewissen Grad zentralisiert. Fiir eine graduelle
Zentralisierung kann es unterschiedliche Griinde geben. Beispielsweise
kann es sinnvoll sein, zwischen eher kritischen und eher unkritischen
Diensten zu unterscheiden und fiir Betreiber ersterer héhere und Betreiber
letzterer niedrigere sicherheitsbezogene Anforderungen zu stellen.

So werden kritische Dienste des Catena-X-Datenraums, zum Beispiel fiir
das Identitdtsmanagement, allein durch den aktuell fiir diesen Zweck man-
datierten Betreiber Cofinity-X angeboten. Andere Dienste, beispielsweise
Dienste zur Listung von Angeboten des Catena-X-Datenraums und zum
Matching von Angebot und Nachfrage, konnen von verschiedenen Anbie-
tern erbracht werden.
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Bei der Mandatierung und Aufsicht wichtiger Betreiber und allgemeiner
bei der Koordinierung der Akteure des Datenraums nimmt in vielen Pro-
jekten eine einzelne Organisation, die speziell fiir diesen Zweck gegriindet
wurde, eine zentrale Rolle ein. Diese fungiert im Sinne eines Orchestrators,
insofern als sie das harmonische Zusammenspiel der Akteure gewahrleis-
tet>. Im Falle des MDS agiert als ein solcher Orchestrator die DRM Daten-
raum Mobilitdit GmbH, im Falle von Catena-X der sogenannte Catena-X
Automotive Network eV.

Ob ein solcher Orchestrator gegeben ist, wie dieser verfasst ist und wie
sein Verhaltnis zu den Foderatoren geregelt ist, ist fiir die Governance
des Datenraumes von wesentlicher Bedeutung. Im Falle des MDS und
Catena-X werden wichtige Festlegungen zum Aufbau des Orchestrators
mittels Gesellschaftsvertrag beziehungsweise Satzung und Einzelheiten des
Verhiltnisses zwischen Orchestrator und Foderatoren insbesondere mittels
Kooperations- und Dienstleistungsvertrdagen geregelt. Die in solchen Do-
kumenten festgeschriebenen Regelungen haben groflen Einfluss auf die
Interessen und Handlungsspielrdume der Foderatoren.

Beispielsweise wird es in der Regel als sinnvoll erachtet, dass fiir den
Orchestrator Neutralitdtsverpflichtungen gelten. Dies kann etwa bedeuten,
dass fiir diesen eine Gewinnerzielungsabsicht ausgeschlossen wird. Im Fal-
le von Catena-X handelt es sich um einen Verein, der nicht auf einen
wirtschaftlichen Geschéftsbetrieb ausgerichtet ist und fiir den folglich die
Gewinnerzielung als Hauptzweck ausgeschlossen ist. Im Falle des MDS,
einer GmbH, wurde ebenfalls die Gewinnerzielung als Zweck in der Sat-
zung ausgeschlossen.

Festzuhalten bleibt, dass Grundlage eines jeden Datenraums ein effek-
tives Zusammenwirken der verschiedenen Akteure ist. Die Funktion der
Foderatoren in diesem Kontext ist es, die Grundlage der Interaktion der
Teilnehmenden bereitzustellen. Die Teilnehmenden nutzen diese Grundla-
gen, um zu interagieren, indem sie Daten oder datenbezogene Dienste
anbieten oder nutzen.

5 Orchestrierung wird hier in Anlehnung an (Abbott et al. 2015) als eine Governance-
Form verstanden, durch die ein einzelner Akteur weitere relevante Akteure auf freiwil-
liger Basis zur Verfolgung eines gemeinsamen Ziels zusammenbringt (,enlisted). Die
Koordinierung erfolgt dabei vergleichsweise indirekt und in der Regel ohne harte
Sanktionen. Es gilt dabei sicherzustellen, dass die Akteure sowohl ihre spezifischen
Fahigkeiten nutzen konnen als auch harmonisch zusammenwirken - &hnlich dem
gemeinsamen Spiel eines Orchesters.
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Dieses Zusammenwirken der Akteure ldsst sich nur sicherzustellen,
wenn die Akteure entsprechende Anreize und Handlungsmaglichkeiten
haben. Diese werden wesentlich durch entsprechende Governance-Struktu-
ren gepragt.

4. Strukturen der Datenraum-Governance

Je nachdem wie weit der Begriff gefasst wird, kommen als Strukturen ei-
nes Datenraums unterschiedliche Aspekte in Betracht, die Regelsystemen
gleichkommen, also die Interessen und Handlungsoptionen der Akteure
eines Datenraums dauerhaft mitbestimmen. Im Folgenden werden beispiel-
haft einige der wichtigsten rechtlichen und technischen Regelsysteme von
Datenrdumen als Strukturen beriicksichtigt. Dabei werden drei Ebenen
unterschieden: die der Datenraum-Initiative, die des Datenraums und die
der Orchestratoren.

4.1 Ebene der Datenraum-Initiativen (hier Gaia-X)

Ein Grundprinzip von Datenrdumen ist, dass diese als Foderationen ver-
fasst sind, also ein Mindestmaf3 an Interoperabilitit aufweisen miissen. So
soll es beispielsweise moglich sein, dass Teilnehmende eines Datenraums
der Luft- und Raumfahrt bei Bedarf Daten mit Teilnehmenden eines Da-
tenraums fiir den marinen Bereich austauschen konnen. Derzeit gibt es
mehrere Initiativen, die Grundlagen fiir Interoperabilitat in Form von Ver-
einbarungen, Standards und Software Stacks entwickeln und so den Aufbau
einer Foderation von Datenrdumen vorantreiben. Darunter zu nennen sind
insbesondere die Initiative der International Data Spaces Association (ID-
SA) sowie Gaia-X. Die IDSA dient der Weiterentwicklung und Anwendung
des IDS-Referenz-Architekturmodells, dessen Entwicklung 2015 mit einem
durch das Bundesministerium fiir Bildung und Forschung (BMBF) gefor-
derten und von 16 Fraunhofer Instituten umgesetzten Forschungsprojekts
begonnen hat und derzeit insbesondere vom International Data Spaces As-
sociation eV. fortgefithrt wird. Gaia-X dient wiederum der Weiterentwick-
lung und Anwendung des Gaia-X-Referenzrahmens und des dazugehorigen
Governance-Arrangements und wurde 2019 auf Initiative der deutschen
sowie der franzdsischen Regierung mit zahlreichen Industriepartnern ins
Leben gerufen. Derzeit wird das Projekt insbesondere durch die Gaia-X
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Association vorangetrieben, die mittlerweile iiber 300 Mitgliedsorganisatio-
nen hat, darunter private non-profit und for-profit Organisationen sowie
offentliche Einrichtungen.

Die Initiativen der IDS und die Initiative Gaia-X ergdnzen sich im
Wesentlichen, wobei IDS insbesondere im Bereich des Datentransfers
und Gaija-X insbesondere im Bereich der Vertrauenssicherung Maf3stibe
setzt (Otto 2023, S. 19). Mit beiden Initiativen wurden auch umfassen-
de Governance-Strukturen geschaffen, die bestimmen, wie die Interessen
zur Weiterentwicklung der Referenzrahmen gebiindelt und in Ausgleich
gebracht werden. Im Folgenden wird exemplarisch auf die Strukturen von
Gaia-X eingegangen.

Als Beispiel fiir eine wichtige Struktur von Gaia-X ist zundchst die
Gaia-X Association zu nennen, deren Aufbau in Abbildung 1 dargestellt
ist. Diese wurde als internationale Vereinigung ohne Gewinnerzielungsab-
sicht nach belgischem Recht geschaffen (association internationale sans but
lucratif — AISBL). Zu ihren Aufgaben gehoren zum einen die Vertretung
der Gaia-X-Initiative nach aufSen - insbesondere gegeniiber anderen Da-
tenrauminitiativen — und zum anderen Koordinationsaufgaben nach innen.
Zu letzteren zédhlt insbesondere die Organisation der Gremien, in denen
die Weiterentwicklung des Gaia-X-Rahmenwerks vorangetrieben wird. Dies
sind insbesondere drei sogenannte Comittees (Policy Rules Committee,
Data Spaces Business Committee, Technical Committee) sowie eine Reihe
von Arbeitsgruppen, die den Comitees zugeordnet sind. Die Ergebnisse
der Arbeit der Comitees, die Bestandteile des Gaia-X-Rahmenwerks, finden
sich in zentralen Dokumenten wie dem Architecture Document (Gaia-X
AISBL 2022a) wieder.

Eine weitere wichtige Struktur von Gaia-X stellen die nationalen Gaia-X-
Hubs dar. Zu den Aufgaben der Hubs zdhlen insbesondere Koordination
und Wissenstransfer auf der nationalen Ebene. Die Hubs fiihren neue Mit-
glieder in die Gaia-X-Gemeinschaft ein, vernetzen laufende Projekte zur
Anwendung des Gaia-X-Rahmenwerks und kiimmern sich um die Doku-
mentation und Verbreitung grundlegender Erkenntnisse und praktischer
Erfahrungen aller Akteure der Gaia-X-Gemeinschaft. Realisiert werden
diese Titigkeiten in sogenannten Doménen, die bestimmte Gesellschafts-
bereiche und Branchen widerspiegeln, etwa den Offentlichen Sektor, den
Gesundheitsbereich und den Mobilitatsbereich.

Eine handlungsleitende und koordinierende Funktion kommt neben den
genannten Institutionen auflerdem den technischen Rahmenwerken selbst
zu. Beispielsweise ist hier das Trust-Framework von Gaia-X zu nennen.
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Abbildung 1 Aufbau der Gaia-X AISBL. Quelle: Eigene Darstellung auf
Grundlage von (Gaia-X AISBL 2024).

Entsprechend diesem werden Grundlagen zur Erstellung sogenannter La-
bels definiert, mit denen beispielsweise bestitigt wird, dass einzelne Teil-
nehmende oder Angebote innerhalb eines Gaia-X-Datenraums bestimmte
Anforderungen erfiillen.

Solche Anforderungen konnen grundlegende Voraussetzungen zur Teil-
nahme an Gaia-X oder einzelnen Datenrdumen sein. Ein Beispiel fiir
erstere sind etwa die drei grundlegenden Labels (Level 1 bis Level 3)
die Teilnehmende erhalten konnen, die bestimmte allgemeine Kriterien
in Bezug auf Transparenz, Datenschutz, Datensicherheit, Portabilitit und
Standort erfiillen. Ein Beispiel fiir letztere sind die Catena-X-Labels, die
Angebote und Anbieter erhalten kénnen, die entsprechende Vorgaben des
Catena-X-Datenraums einhalten. So zum Beispiel ein Anbieter, der fiir
Lieferketten in der Automobilbranche Dienste zur Nachverfolgbarkeit ein-
zelner Komponenten von der Produktion bis zum Recycling anbietet und
entsprechende Vorgaben zu Datensouverénitit und Interoperabilitit aus
der Catena-X-Domine ,Nachverfolgbarkeit® erfiillt.

Technisch realisiert werden die Labels zusammen mit den Selbstbe-
schreibungen der Teilnehmenden als Verifiable Credentials. Da diese ma-
schinenlesbar sind, ist auch eine Beriicksichtigung der Labels bei Abschluss
und Umsetzung von Smart Contracts moglich. Beispielsweise ldsst sich so
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festlegen, dass in bestimmten Bereichen (etwa beim Austausch personenbe-
zogener Daten) oder fiir eine bestimmte Transaktion (die beispielsweise
Geschiftsgeheimnisse beinhaltet) nur Anbieter oder Angebote in Frage
kommen, die eine bestimmte Zertifizierung vorweisen oder innerhalb eines
bestimmten Staatsgebiets beheimatet sind.

Wer Labels definieren kann und wer Labels, nach einer Uberpriifung
anhand der entsprechenden Kriterien vergeben darf, wird im Gaia-X Trust
Framework (Gaia-X AISBL 2022b) festgelegt. Dabei gilt fiir einige Labels
(insbesondere die grundlegenden Labels zur Gaia-X-Konformitit), dass die
Definition und Vergabe durch sogenannte Gaia-X Digital Clearing Houses
(GXDCH) erfolgt. Weitere Labels kdnnen von den Betreibern und Teilneh-
mern eines Gaia-X-Datenraumes geschaffen werden. Den Teilnehmenden
ermoglichen die Labels sowie das Trust-Framework im Ganzen ein hohes
Maf3 an Souverénitit, insofern sie festlegen kdnnen, unter welchen Bedin-
gungen (bezogen etwa auf Umfang, Dauer, Gegenleistungen etc.) sie mit
wem in Austausch treten.

Wie anhand dieser Beispiele deutlich werden diirfte, bestehen bereits bei
den Strukturen auf Ebene der Datenraum-Initiativen verschiedene Mitwir-
kungsmoglichkeiten. Um eine dieser Moglichkeiten zu nutzen, bietet es sich
an, zundchst das Onboarding durch den jeweils zustandigen Gaia-X Hub zu
durchlaufen. Dariiber hinaus kann eine Mitgliedschaft und Mitwirkung im
Rahmen der AISBL sinnvoll sein.

4.2 Ebene der Datenraume

Wie im vorangegangenen Abschnitt erldutert, werden viele grundlegende
Regeln fiir Datenrdume bereits auf der Ebene der Foderation, also durch
die jeweilige Datenrauminitiative gemacht. Dennoch verbleibt ein grofier
Gestaltungsspielraum auf der Ebene der einzelnen Datenrdume. Dies er-
moglicht fiir bestimmte Datenrdume - die meist fiir einen einzelnen Ge-
sellschaftsbereich oder eine Branche bestimmt sind - spezifische Vereinba-
rungen zu treffen. So kdnnen bestimmten Anforderungen, beispielsweise
Anforderungen der Teilnehmenden oder Anforderungen externer Regulie-
rer, bereits durch die Gestaltung des Datenraums selbst, also der betref-
fenden Infrastruktur des Datendkosystems, entsprochen werden. Welche
Strukturen die Gestaltung, den Betrieb und die Nutzung des Datenraums
ermdglichen, lasst sich mit Bezug zu den Ahnlichkeiten und Unterschieden
der Strukturen der Datenrdume MDS und Catena-X deutlicher machen.
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Ahnlich ist in beiden Projekten zunichst, dass sich die geschaffenen
Strukturen grob drei Funktionsbereichen zuordnen lassen: Generelle Ko-
ordinationsaufgaben verbleiben bei einer einzelnen Organisation, die als
Orchestrator fungiert, wihrend Aufgaben des technischen Betriebs als auch
der technischen Entwicklung zu groflen Teilen ausgelagert werden. In Be-
zug auf die technische Entwicklung wird zunéchst sichtbar, dass in beiden
Initiativen in groflem Mafle auf Open-Source-Software gesetzt wird. Dies
hat den Vorteil, dass die Entwicklung und Uberpriifung der grundlegenden
Technik offen gestaltet ist und somit Lock-In-Situationen und Sicherheits-
liicken leichter vermieden werden konnen.

Um die initiale Softwareentwicklung voranzutreiben, wurde im Falle von
Catena-X das Projekt Tractus-X ins Leben gerufen (Eclipse Foundation
2024). Das Projekt wird im Rahmen der Eclipse Foundation von einer
Reihe von Unternehmen vorangetrieben, die Mitglieder sowohl der Eclipse
Foundation als auch des Catena-X-Vereins sind. Ziel des Projektes ist, Refe-
renzimplementierungen fiir das Catena-X-Rahmenwerk zu schaffen.

In Zukunft soll die Entwicklungstatigkeit noch weiter gedffnet werden.
So soll jedes Mitglied von Catena-X Standards vorschlagen konnen. Die
vorgeschlagenen Standards werden dann vom Catena-X-Verein gepriift. Im
Anschluss kann der Standard dann im Betrieb genutzt werden. Das Zusam-
menspiel dieser Organe wird in Abbildung 2 veranschaulicht.

Im Falle des MDS wird hingegen starker mit konkreten Auftrédgen fiir
Software-Entwicklung gearbeitet. In der Regel werden durch o&ffentliche
Ausschreibungen geeignete Auftragnehmer fiir die Entwicklung gefunden.
Dabei wird viel Augenmerk auf die Unabhéngigkeit des Datenraumprojekts
von einzelnen Auftragnehmern gelegt.

Im Bereich des technischen Betriebs setzen beide Projekte auf Dezentra-
lisierung, die sich in ihrem Ausmaf} von Dienst zu Dienst unterscheidet:
Fiir einzelne Dienste bestehen minimale Anforderungen, beispielsweise die
(technische) Anforderung, eine Referenzimplementierung zu nutzen. Sol-
che Dienste kénnen letztlich von fast allen Interessierten angeboten werden
und sind daher praktisch ganzlich foderiert.

Fiir andere, insbesondere sensible Dienste bestehen hingegen hohe An-
forderungen, darunter solche, die sich auf technische Systeme, und solche,
die sich auf die Organisation beziehen, die das betreffende System betreibt.
Diese Dienste werden mitunter nur von einem einzelnen Anbieter angebo-
ten und sind somit weitgehend zentralisiert.

Im Bereich der Weiterentwicklung der Governance kommt in beiden
Projekten dem Orchestrator eine zentrale Rolle zu. Dieser wirkt koordinie-
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Abbildung 2 Governance-Strukturen des Catena-X-Datenraums. Quelle:
(Catena-X Automotive Network eV. 2022, S. 4)

rend unter anderem auf die technische Entwicklung und den technischen
Betrieb ein. Im Falle des MDS erfolgt dies in erster Linie durch entspre-
chende Ausschreibungen und anschlieflende Auftriage. Im Falle von Catena-
X erfolgt dies insbesondere durch einen Zertifizierungsprozess.

Hintergrund ist eine unterschiedliche Zusammensetzung der beiden Or-
chestratoren. Im Falle des MDS handelt es sich um eine Gesellschaft, die
von der deutschen Akademie der Technikwissenschaften (acatech) als neu-
traler Instanz gegriindet wurde. Bei der Catena-X Association handelt es
sich um einen Verein, in dem die Mitgliedsunternehmen stérkeren Einfluss
haben. Wie die Betreibergesellschaften aufgebaut sind, wird im nichsten
Abschnitt niher erldutert.

Insgesamt ldsst sich auch fiir die Ebene des Datenraumes festhalten,
dass Interessierte viele Moglichkeiten haben, an der Regelsetzung zu parti-
zipieren. Organisationen und Einzelpersonen kénnen beispielsweise an der
technischen Entwicklung des Datenraums - etwa als Teil der Open-Source-
Gemeinschaft oder am technischen Betrieb als Foderator eines Dienstes
fiir den Datenraum - mitwirken. Um den Einstieg zu erleichtern, werden
in den Datenrdumen in der Regel Onboarding-Dienste durch die Orches-
tratoren (im Falle MDS und Catena-X) oder unabhéngige Dritte (im Falle
Catena-X) angeboten, die eine gute erste Anlaufstelle fiir Interessierte sind.
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4.3 Ebene der Orchestratoren

Nach den Strukturen auf Ebene der Foderation von Datenrdumen und den
Strukturen auf Ebene des einzelnen Datenraumes sollen im Folgenden die
Binnenstrukturen der Orchestratoren eines Datenraumes erldutert werden.
Als Orchestratoren werden dabei Organisationen betrachtet, die in der
Governance eines Datenraumes eine hervorgehobene Bedeutung einneh-
men. In vielen Projekten, darunter dems MDS und Catena-X, sind solche
Orchestratoren zu finden. Diese sind zwar als eigenstandige Organisationen
verfasst, ihre Aufgabe liegt jedoch weniger darin, partikulare Interessen zu
entwickeln und zu vertreten, sondern mehr darin, die Interessen aller rele-
vanten Akteure eines Datenraumes zu biindeln und in Einklang bringen,
um einen effektiven und effizienten Betrieb und Ausbau des Datenraumes
zu gewihrleisten. Fiir diesen Zweck ist der Orchestrator entsprechend aus-
zugestalten, wobei die Ausgestaltung durchaus variieren kann.

Beispielsweise kann ein Orchestrator eine Aktiengesellschaft oder auch
eine Genossenschaft sein. Besonders hdufig ist der Orchestrator wie im Fall
des MDS eine Gesellschaft mit beschrinkter Haftung (GmbH) oder ein
eingetragener Verein (eV.), wie im Fall von Catena-X.

Betrachtet man die beiden Beispiele MDS und Catena-X genauer, zeigen
sich trotz der unterschiedlichen Gesellschaftsformen viele Gemeinsamkei-
ten: So sind in beiden Fillen ein Leitungs-Organ (Vorstand / Geschifts-
fithrung), eine Versammlung (der Gesellschafter beziehungsweise der Mit-
glieder), ein oder mehrere Aufsichts- beziehungsweise Beratungsgremien
und mehrere Ausschiisse vorhanden. Erkennbar ist dies beispielsweise in
Abbildung 3.

Im Falle von Catena-X liegen zentrale Entscheidungskompetenzen beim
Vereinsvorstand und der vom Vorstand benannten Geschiftsfithrung, im
Falle des MDS ist hier die Geschiftsfithrung der GmbH zu nennen. Die
Geschiftsfithrungen sind insbesondere fiir die Vertretung der Organisation
nach auflen und das Tagesgeschift zustdndig und damit fiir die zentralen
Entscheidungen zur Ausgestaltung des Datenraums, insbesondere die Ab-
grenzung der Teilnehmerschaft und die Ermdglichung ihrer Interaktionen.

Im Falle des MDS wird die Geschiftsfithrung vom Hauptgesellschafter
acatech (> 50% Anteil) wahrgenommen, da acatech als neutrale Instanz
selbst nicht an Wertschépfungsprozessen des betreffenden Sektors beteiligt
ist. Im Falle von Catena-X wird der Vereinsvorstand nach einem bestimm-
ten Schliissel aus Vertretern der Mitgliedsunternehmen zusammengesetzt.
Dies soll sicherstellen, dass eine angemessene Reprasentation von Bran-
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Abb. 3 Aufbau der Betreibergesellschaft des Mobility Data Space. Quelle:
Datenraum MDS GmbH.

chen (OEMs, Zulieferer und Ausriister) und Unternehmenstypen (KMUs
sowie multinationale Unternehmen) gegeben ist. Wesentliche Arbeiten des
Vorstands {ibernehmen zudem Arbeitskreise und Fachausschiisse, die der
Vorstand einsetzt.

Das am weitesten gefasste Gremium und die basale Instanz zu Legitimie-
rung der Entscheidungen der Gesellschaften stellen in beiden Fillen die
Versammlungen dar — beim MDS die Versammlung der Gesellschafter und
im Falle von Catena-X die Versammlung der Mitglieder. Sie kommen in re-
gelmafligen Abstdnden zusammen, um zentrale Entscheidungen zu treffen
oder die Entscheidungen der Leitungsorgane gegebenenfalls zu bestétigen.

Bei Catena-X wihlt die Mitgliederversammlung den Vorstand, der wie-
derum die Geschéftsfiihrung benennt. Im Falle des MDS benennt die Ge-
sellschafterversammlung direkt die Geschéftsfithrung.

Mitglieder sind im Falle von Catena-X die Mitgliedsorganisationen, wo-
bei sich das Stimmrecht nach dem Typ der Organisation richtet. Stimmbe-
rechtigte ordentliche Mitglieder konnen nur Unternehmen der Automobil-
branche sein. Andere Organisationen oder Einzelpersonen konnen aufler-
ordentliche Mitglieder ohne Stimmrecht werden.

Im Falle des MDS ist an dieser Stelle die Versammlung der Gesellschaf-
ter zu betrachten. Bei diesen handelt es sich neben acatech um Unterneh-
men aus dem Mobilitatsbereich (aus dem Bereich des Schienenverkehrs
beispielsweise die Deutsche Bahn AG, aus der Logistik zum Beispiel die
Deutsche Post DHL Group und aus der Automobilindustrie beispielsweise

66

- am 18.01.2028, 08:53:1; Op:


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Governance von Datenrdumen

die Volkswagen AG), aus anderen Sektoren (zum Beispiel die HUK-Co-
burg) sowie um die Lander Bayern, Baden-Wiirttemberg und Nordrhein-
Westfalen. Die Zahl der Stimmen in der Versammlung entspricht dabei
dem Umfang der Gesellschaftsanteile.

Zur Beratung der Leitungsorgane wurde in beiden Fillen ein Beirat
geschaffen. Die Mitglieder des Beirates von Catena-X werden je zur Half-
te von der Mitgliederversammlung und dem Vorstand benannt. Die Mit-
glieder des Beirates des MDS werden hingegen von der Gesellschafterver-
sammlung benannt. In beiden Fillen handelt es sich um Experten des
jeweiligen Gesellschaftsbereichs, darunter Mitglieder von Organisationen
aus Wissenschaft, Politik und Verwaltung. Zu ihren Aufgaben gehort ins-
besondere die Unterstiitzung der Arbeit der Leitungsorgane durch ihre
Expertise und die Mitwirkung am Austausch mit externen Organisationen.

Im Falle des MDS existiert der Aufsichtsrat als ein weiteres Organ, das
die Leitungsorgane berdt und diese zudem iiberwacht. Wie im Falle des
Beirats werden die Mitglieder des Aufsichtsrats von der Gesellschafterver-
sammlung benannt. Zu den Aufgaben des Aufsichtsrats zdhlt neben der
Unterstiitzung der Arbeit der Geschiftsfithrung insbesondere die Priifung
der Arbeit der Geschiftsfithrung im Sinne der Gesellschafter.

Mit Blick auf die kurz dargestellten Gemeinsamkeiten und Unterschie-
de in der Binnenstruktur der beiden Organisationen ldsst sich festhalten,
dass dhnliche Ziele in unterschiedlichen Formen erreicht werden kénnen.
So wird sowohl beim MDS als auch bei Catena-X das Ziel verfolgt, einer-
seits eine Représentation der Interessen der Datenraum-Teilnehmenden
sicherzustellen und zugleich ein Durchsetzen partikularer Interessen zu
vermeiden. Beim MDS wird dazu insbesondere auf die Beteiligung der aca-
tech als neutrale Instanz und im Fall von Catena-X auf eine differenzierte
Beteiligung verschiedener Mitgliedsunternehmen gesetzt. Gleichzeitig wird
das Ziel verfolgt, eine effiziente und sachgerechte Entscheidungsfindung
sicherzustellen, indem eine dauerhafte Geschaftsfithrung eingesetzt und
ein unterstiitzender Beirat beziehungsweise ein Beirat und ein Aufsichtsrat
eingesetzt werden.

5 Phasen der Datenraum-Governance

Wie komplex die Governance von Datenrdumen ist, zeigt sich bereits deut-
lich an den erlduterten Akteuren und Strukturen. Diese Komplexitit macht
auch den Aufbau von Datenrdumen zu einem anspruchsvollen und in der

67

https://doi.org/10,5771/9783748840173 - am 18.01,2028, 08:53:17.



https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Abel Reiberg, Crispin Niebel, Anna-Raphaela Schmitz

Regel langfristigen Unterfangen. Um die meist mehrjihrige Entwicklung
eines Datenraumes analytisch handhabbar zu machen, bietet es sich an,
Entwicklungsphasen zu unterscheiden.

Im Folgenden werden drei solcher Phasen unterschieden, wobei auf
Unterschiede in der Zusammensetzung der Akteure, den dominanten Inter-
aktionsformen und den wichtigsten Ressourcenquellen eingegangen wird.
Das denkbare Spektrum reicht dabei von einer mittleren bis zu einer hohen
Anzahl von Akteuren, von einer kooperativen, iiber eine wettbewerbliche
bis hin zu einer hierarchischen Interaktion und einer Finanzierung iiber
offentliche bis hin zu privaten Quellen.

5.1 Initiale Phase

Zur initialen Phase werden hier all jene Aktivititen gezdhlt, die sich als
Planungsarbeiten fiir den Datenraum verstehen lassen und noch nicht auf
eine konkrete organisatorische oder technische Losung abzielen.

In der Regel gilt es hier zunichst, eine Evaluation der Potentiale fiir
den angedachten Datenraum vorzunehmen. Dabei sind zumindest die
moglichen Teilnehmenden des Datenraums einzugrenzen und mogliche
Interaktionen zwischen den Teilnehmenden zu identifizieren.

Beispielsweise war fiir den MDS und Catena-X zu kldren, welche Akteu-
re Interessen an einem Datenraum fiir Mobilitdt beziehungsweise einem
Datenraum fiir Automobilproduktion haben und welche Anwendungsfille
sich fiir den Austausch von Daten und datenbezogenen Diensten entwi-
ckeln kénnten.

Um dies zu kldren, bietet es sich an, in der initialen Phase ein vergleichs-
weise breites Spektrum von Akteuren zu beteiligen, da so zunichst alle
denkbaren Sichtweisen und Anforderungen gesammelt werden konnen, be-
vor anschlieflend eine Konkretisierung der Perspektiven und Anforderun-
gen erfolgt. Als Kooperationsform bieten sich insbesondere niedrigschwelli-
ge kooperative Formen an, da so eine méglichst grofSe Anzahl von Perspek-
tiven beriicksichtigt werden kann.

Im Falle von MDS und Catena-X zeigten sich bestehende Austauschfor-
mate wie die ,konzertierte Aktion Mobilitat“ und die ,,Plattform Industrie
4.0“ als wichtige Foren. In diesen konnten sich unter anderem Vertreter
von Industrie, Forschung und Verwaltung tiber aktuelle Herausforderungen
- beispielsweise Wandlungsprozesse in der Automobilindustrie - austau-
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schen und Losungsansitze, darunter die Realisierung offener und transpa-
renter Datenrdume thematisieren.

Zur Finanzierung der Arbeiten kommen wie in den iibrigen Phasen pri-
vate und staatliche Quellen sowie eine 6ffentlich-private Mischfinanzierung
in Frage. Generell ist zu beriicksichtigen, dass Datenrdume zu einem relativ
hohen Grad die Eigenschaften von offentlichen Giitern aufweisen. So ist
eine Ausschliefibarkeit in der Nutzung bei Datenrdumen insbesondere auch
wegen der gesetzlichen Vorgaben, darunter zum Beispiel den Vorgaben
des DGA zur Diskriminierungsfreiheit, und Vorgaben von Datenraumin-
itiativen, zum Beispiel zur Offenheit von Datenrdumen in Gaia-X, kaum
anzunehmen. Dies legt einen signifikanten Anteil staatlicher Finanzierung
nahe. Auch fiir Zwecke der Sichtbarkeit und Reprisentation bietet sich eine
staatliche Beteiligung an. Beides gilt insbesondere in der initialen Phase der
Entwicklung eines Datenraums, da hier ein hoher Finanzbedarf besteht,
wihrend eine Refinanzierung in relativ weiter Ferne liegt. Zudem ist eine
Vermittlung zwischen einer relativ hohen Anzahl von Akteuren notwendig.
Derzeit ist die Bereitschaft fiir Forderung auch vielerorts gegeben, was
sich sowohl auf der regionalen, der nationalen wie der europaischen und
internationalen Ebene zeigt: so am Engagement von Bundesldndern in ein-
zelnen Gaia-X Projekten wie dem Mobility Data Space, am starken Engage-
ment der Bundesregierung im Rahmen des Forderwettbewerbs "Innovative
und praxisnahe Anwendungen und Datenriume im digitalen Okosystem
Gaia-X" sowie an Programmen der EU, wie dem ,,Digital Europe Program-

«

me.

5.2 Aufbauphase

Unter der Aufbauphase versteht man den Zeitraum, der von der Entwick-
lung konkreter organisatorischer und technischer Losungen bis zum Start
des Regelbetriebs reicht. In dieser Phase gilt es, die vorher erfolgten Festle-
gungen zu Teilnehmenden des Datenraums und moglichen Interaktionsfor-
men in konkrete technische Systeme und organisatorische Strukturen zu
tiberfithren, etwa in Form einer Referenzimplementierung und der Griin-
dung einer Betreibergesellschaft und so weiter. Die Phase schliefit auch die
notwendigen Tests der Systeme und Strukturen vor Beginn des reguldren
Betriebs ein.

Im Vergleich zur initialen Phase ist das Akteursnetzwerk in der Aufbau-
phase in der Regel kleiner, zumindest in Bezug auf ein starkes Engagement.

69

https://doi.org/10,5771/9783748840173 - am 18.01,2028, 08:53:17.



https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Abel Reiberg, Crispin Niebel, Anna-Raphaela Schmitz

Der Grund ist, dass in dieser Phase weniger die Einbeziehung einer mdg-
lichst grofien Anzahl von Perspektiven, sondern eher die effektive Zusam-
menarbeit einer {iberschaubaren Anzahl von Beteiligten im Vordergrund
steht. Dies legt auch nahe, dass hier neben kooperativen Formen der Inter-
aktion (etwa zwischen Akteuren, die sich erginzende Arbeitspakete erarbei-
ten) auch hierarchische Formen der Interaktion (etwa zwischen Akteuren,
die die Leitungsaufgaben und Akteuren, die Teilaufgaben iibernehmen)
zum Tragen kommen. In vielen Projekten erfolgt der Aufbau eines Daten-
raums im Rahmen eines Konsortiums von Organisationen. Dabei sind hiu-
fig private Unternehmen und zugleich 6ffentliche Forschungseinrichtungen
beteiligt.

Auch in dieser Phase ist eine Beteiligung sowohl privater als auch staat-
licher Geldgeber oftmals sinnvoll. Privaten Geldgebern eréffnet sich die
Moglichkeit, die Entwicklung von Geschéftsmodellen zu beginnen und
Kompetenzen fiir die Realisierung eines Datenraumes aufzubauen, die sich
spiter in Geschiftstitigkeit iiberfithren lassen. Offentliche Geldgeber kon-
nen dabei einen Anreiz fiir eine schnelle Umsetzung setzen und auf diese
gestaltend einwirken.

Im Falle des MDS erfolgte eine entsprechende staatliche Unterstiitzung
durch die Bundesregierung im Rahmen des sogenannten MFund zur Ent-
wicklung datenbasierter Geschiftsideen. In drei Forschungsprojekten wur-
den zunéchst grundlegende Fragen zu Aufbau, Betrieb und Nutzung des
Mobility Data Space behandelt und schliellich technische und organisato-
rische Losungen konzipiert, bevor dann die Griindung der Betreibergesell-
schaft durch acatech erfolgte. Diese leistete dann die Operationalisierung
des MDS bis hin zum Betriebsbeginn.

Catena-X wurde insbesondere im Rahmen des Konjunkturpakets ,,Ko-
Pa35“ gefordert, mit dem die Bundesregierung den Transformationsprozess
der Fahrzeughersteller und Zulieferindustrie unterstiitzte. Im Rahmen des
Moduls fiir eine Modernisierung der Produktion erfolgte die Forderung des
Konsortiums, aus dem heraus schlieflich der Verein Catena-X Automotive
Network gegriindet und der Aufbau von der Entwicklung der technischen
und organisatorischen Grundlagen bis hin zum Betriebsbeginn realisiert
wurde.
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5.3 Betriebsphase

Als Betriebsphase wird jener Zeitraum betrachtet, in dem Entwicklungsar-
beiten soweit abgeschlossen sind, dass der Betrieb des Datenraums mit
einer signifikanten Anzahl von Teilnehmenden beginnen kann. In dieser
Phase gilt es hauptsachlich sicherzustellen, dass der Betrieb ohne groflere
Unterbrechungen und Zwischenfille stattfindet.

Dabei wird die Anzahl der beteiligten Akteure so weit wie mdoglich er-
weitert, da dies den Nutzen des Datenraumes im Allgemeinen (auch fiir
bestehende Akteure) erhéhen diirfte. Um dies bestmoglich umzusetzen,
ist es sinnvoll, entsprechend einer Wachstumsstrategie vorzugehen. In den
meisten Fillen wird es sinnvoll sein, zundchst eine Teilmenge der potenzi-
ellen Teilnehmenden und Anwendungen zu fokussieren und die Funktio-
nalitdt des Datenraumes schrittweise zu erweitern. Sowohl im Falle von
Catena-X als auch im Falle des MDS lag beispielsweise der Fokus zunéchst
auf Unternehmen mit Hauptsitz in Deutschland, wéihrend aktuell intensiv
an der Internationalisierung, also der Gewinnung von Unternehmen mit
Hauptsitz in der EU sowie in Drittstaaten, gelegt wird.

Des Weiteren wird aktuell bei Catena-X noch starker als in der Anfangs-
phase Augenmerk auf kleine und mittlere Unternehmen anstelle der oftmals
bereits als Teilnehmende gewonnen Grofiunternehmen und im Falle des
MDS auf Unternehmen aus den Bereichen Schienenverkehr und Schiffsver-
kehr anstelle des weitgehend abgedeckten Bereichs des Individualverkehrs
gelegt.

Neben den kooperativen und hierarchischen Interaktionsformen, die
beispielsweise insbesondere zwischen und innerhalb von Betreibern des
Datenraums bestehen diirften, sollten in dieser Phase des Datenraums zu-
nehmend wettbewerbliche Formen der Interaktion treten. Grund dafiir ist,
dass hier (in der Regel sowohl bei den Teilnehmenden als auch zum Teil
bei den Foderatoren) ein funktionierender Markt fiir Daten und Dienste
entstehen sollte.

Die Finanzierung des Betriebs sollte zunehmend durch Ertrige moglich
sein, die sich aus dem Wert des etablierten Austauschs von Daten und
datenbasierten Diensten ergeben. Eine staatliche Forderung wird hier inso-
fern weniger notwendig sein und private Investitionen sollten zunehmen.

Bei Catena-X und dem MDS erfolgt dies beispielsweise in Form eines
schrittweisen Wechsels bei der Finanzierung der Dienste des Datenraumes
von einer rein auf Mitgliederbeitrdgen (Catena-X) beziehungsweise Gesell-
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schafter-Einlagen (MDS) basierenden Finanzierung hin zu einer Beprei-
sung entsprechend des Nutzungsumfangs.

6 Fazit

Im Rahmen aktueller Projekte erfolgt derzeit bereits die Gestaltung kom-
plexer Governance-Arrangements fiir die Entwicklung, den Aufbau und
den Betrieb von Datenrdaumen. Einige zentrale Fragen wurden in den vor-
angegangenen Abschnitten angesprochen: Welche Akteure konnen sich an
Datenrdumen beteiligen, welche Strukturen lassen sich fiir deren Zusam-
menwirken nutzen und in welchen Phasen kann ein Datenraum schliefllich
Gestalt annehmen?

Insgesamt sollte die Komplexitit des Aufbaus von Datenraumen greifbar
geworden sein. Diese Komplexitit ldsst sich als Fluch und Segen zugleich
betrachten: Einerseits ldsst sich das Konstrukt Datenraum in unterschied-
lichster Form und somit spezifisch und besonders zweckdienlich fiir den
jeweiligen Anwendungsbereich, beispielsweise eine bestimmte Branche,
realisieren. Andererseits ist die Entwicklung spezifischer Losungen, die mit
entsprechenden Aufwéinden verbunden ist, meist auch erforderlich.

Zwar lassen sich durchaus viele konkrete Projekte als Vorbilder nutzen.
Die in diesem Beitrag angesprochenen Beispiele zeigen jedoch exempla-
risch auf, dass sich dhnliche Ziele - etwa zur Neutralitit von zentralen
Akteuren — auf unterschiedlichen Wegen realisieren lassen. Es bleibt fest-
zuhalten, dass fiir einen spezifischen Fall eine Vielzahl denkbarer Losun-
gen mit unterschiedlichen Vor- und Nachteilen anwendbar sein wird. So
kénnen bestimmte Beteiligungsstrukturen Vorteile hinsichtlich einer wei-
ten Reprasentation, hingegen Nachteile fiir eine effektive Entscheidungsfin-
dung zeigen. Die Realisierung eines Datenraums wird somit - in jeder Pha-
se — mit schwierigen Entscheidungen verbunden bleiben. Daraus lasst sich
schliefen, dass eine weitere intensive Beschdftigung mit den verschiedenen
Gestaltungsoptionen sowohl fiir wissenschaftliche Arbeiten zum Konzept
Datenrdume als auch fiir die praktische Umsetzung dieses Konzepts drin-
gend geboten ist. Nur so ldsst sich der vielfach bereits begonnene Aufbau
von Datenrdumen erfolgreich gestalten. Dies wiederum ist eine Vorausset-
zung, um die Vorteile, die dezentrale Datenrdaume gegeniiber zentralisierten
Infrastrukturen bieten, darunter ein Mehr an Souveranitat, Sicherheit und
Transparenz fiir die Teilnehmenden, zu realisieren.
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Wenn die Datengenossenschaft fiir mich einwilligt: Zum
speziellen Datenvermittlungsdienst nach DGA

Paul C. Johannes, Maxi Nebel

Zusammenfassung

Der Data Governance Act (DGA) regelt unter anderem die Datengenos-
senschaften als Unterart der Datenvermittlungsdienste. Die Verordnung
lasst offen, welche Rechtsform eine Datengenossenschaft nach DGA haben
soll. Bereits vor Erlass des DGA haben sich Unternehmen mit dem Ziel,
gemeinsam Daten zu poolen und zu verarbeiten, zu Datengenossenschaften
im Sinne des Genossenschaftsgesetzes zusammengeschlossen. Der Beitrag
stellt die Idee der Datengenossenschaft vor (1.) und stellt klar, dass diese
innerhalb (2.) und auflerhalb (3.) des DGA etabliert werden kann, sowohl
als eingetragene Genossenschaft als auch in anderer Rechtsform. Dies wird
an zwei Beispielen verdeutlicht (4.). Am Beispiel des DGA-Rechtsrahmens
wird sodann erértert, ob und wie eine Datengenossenschaft verbindliche
Einwilligungen iiber die Daten ihrer Mitglieder abgeben kann (5.). Ab-
schlieflend werden die sich aus den neuen Regeln ergebenden Vor- und
Nachteile bewertet und in Bezug zum Risiko des Datenteilens gesetzt (6.).

1. Datengenossenschaft als Idee und im DGA

Die Idee der Genossenschaft beruht auf der Pramisse, dass durch den
Zusammenschluss die Interessen der Mitglieder der Genossenschaft besser
verwirklicht werden konnen. Die Mitglieder einer Genossenschaft bringen
in der Regel ihre jeweiligen Stirken ein, agieren untereinander auf Augen-
hohe und fordern auf diese Weise die Zwecke der Genossenschaft. Datenge-
nossenschaften - als nach genossenschaftlichen Grundsétzen gegriindete
Zusammenschliisse von Datenproduzenten oder Datenhaltern — ermdgli-
chen einen selbstbestimmten Umgang mit der Ressource Daten. Eine Da-
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tengenossenschaft kann auf unterschiedliche Weise gegriindet werden und
ist als solche nicht als einheitliches Rechtsmodell geregelt.!

1.1 Datenvermittlungsdienste nach DGA

Ein neuerer Bestandteil des europidischen Datenrechts? bemiiht sich jedoch
um die Regulierung von Datengenossenschaften, wenn auch nur rudimen-
tar und mit spezialisierten Hauptzielen.

Der Data Governance Act (DGA) ist am 24. Juni 2022 in Kraft getre-
ten.? Die Verordnung gilt vollumfanglich seit dem 24. September 2023. Der
DGA zielt darauf ab, das Vertrauen in die gemeinsame Nutzung von Daten
zu starken. Er beinhaltet Regeln fiir Datenvermittlungsdienste und soll die
Wiederverwendung bestimmter Daten im Besitz des offentlichen Sektors
erleichtern. Als Verordnung ist der DGA in den EU-Mitgliedstaaten unmit-
telbar anwendbar, ohne dass ein Durchfiihrungsrechtsakt erforderlich ist.

Der DGA hat den Begriff ,Datenvermittlungsdienste eingefithrt und
legt einen Melde- und Aufsichtsrahmen fiir die Erbringung solcher Dienste
fest. Art.2 Nr.11 DGA definiert einen Datenvermittlungsdienst als einen
Dienst, der darauf abzielt, geschiftliche Beziehungen zum Zwecke der ge-
meinsamen Nutzung von Daten zwischen einer unbestimmten Zahl von
betroffenen Personen und Dateninhabern einerseits und Datennutzern an-
dererseits herzustellen.

Da diese grundsitzliche Definition sehr weit ist, wird sie vom DGA
selbst eingeschrinkt. Bestimmte Dienste sollen keine Datenvermittlungs-
dienste im Sinne des DGA sein. Dazu zahlen

« Dienste, die Daten fiir einen Mehrwert und fiir Lizenzierungszwecke
umwandeln oder zusammenfassen, aber keine kommerzielle Beziehung
zwischen Dateninhabern und Datennutzern herstellen (Art.2 Nr.11 lit. a
DGA),

« Dienste, die sich auf die Vermittlung von urheberrechtlich geschiitzten
Inhalten konzentrieren (Art. 2 Nr. 11 lit. b DGA),

1 Geminn/Johannes/Miiller/Nebel 2023, S. 21.

2 Johannes, ZD-Aktuell 2022, 01166; siehe auch Geminn/Johannes 2024 (in Vorberei-
tung).

3 Verordnung (EU) 2022/868 des Europdischen Parlaments und des Rates vom 30. Mai
2022 iiber europiische Daten-Governance und zur Anderung der Verordnung (EU)
2018/1724 (Daten-Governance-Rechtsakt), ABL. L 152 S. 1, 2023 ABI. L 90204 S. 1, Celex-
Nr. 32022 R 0868.
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« Dienste, die ausschliefSlich von einem Dateninhaber oder einer geschlos-
senen Gruppe von Dateninhabern genutzt werden (privater Datenaus-
tauschpool) (Art. 2 Nr. 11 lit. c DGA), und

« von offentlichen Stellen angebotene Dienste zur gemeinsamen Nutzung
von Daten, die nicht darauf abzielen, kommerzielle Beziehungen aufzu-
bauen (Art. 2 Nr. 11 lit. d DGA).

Datenmakler, das heifSt Unternehmen, die Daten von einer grofien Anzahl
von Unternehmen oder Personen kaufen, um sie zu verarbeiten und dann
an andere Unternehmen zu verkaufen, werden also nicht als Datenver-
mittlungsdienste reguliert.* Ausgenommen sind damit auch Anbieter von
Diensten zur gemeinsamen Nutzung von Online-Inhalten, die der Offent-
lichkeit Zugang zu einer grofien Menge urheberrechtlich geschiitzter Werke
oder anderer geschiitzter Gegenstinde verschaffen, die von ihren Nutzern
hochgeladen werden, wie z. B. YouTube.> Das Gleiche gilt fiir geschlossene
Datenplattformen, an denen sich nur eine vorher festgelegte Gruppe von
Unternehmen beteiligen darf. Auch Plattformen, auf denen nur ein Unter-
nehmen seine Daten mit anderen Unternehmen teilt, fallen nicht in den
Geltungsbereich des DGA.6

Die gemeinsame Nutzung von Daten durch den Datenvermittlungsdienst
kann durch technische, rechtliche oder andere Mittel erleichtert werden,
auch zum Zweck der Ausiibung der Rechte der betroffenen Personen in
Bezug auf personenbezogene Daten. Datenvermittlungsdienste unterliegen
im Allgemeinen einem Meldeverfahren nach Art. 11 DGA und bestimmten
Bedingungen gemifS Art. 12 lit. a bis lit. o DGA, die erfiillt werden miissen,
wie etwa die Einhaltung der Zweckbindung, das Kopplungsverbot oder
spezifische Datenumgangsmafinahmen. Sie werden von den zustindigen
Aufsichtsbehérden gemifd Art. 14 DGA iiberwacht.

Artikel 10 lit. a bis c DGA nennt drei Arten von Datenvermittlungsdiens-
ten, die den Bestimmungen in Kapitel III DGA unterliegen:

« Vermittlungsdienste zwischen Dateninhabern und potenziellen Daten-
nutzern,

+ Vermittlungsdienste zwischen betroffenen Personen, die ihre personen-
bezogenen Daten zur Verfiigung stellen wollen, oder natiirlichen Perso-

4 Hennemann/Ditfurth, NJW 2022, 1905 (1908).
5 Erwigungsgrund 29 DGA.
6 Erwigungsgrund 28 DGA.
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nen, die nicht-personenbezogene Daten zur Verfiigung stellen wollen,
und potenziellen Datennutzern sowie
« Dienste von Datengenossenschaften.

1.2 Dienste von Datengenossenschaften nach DGA

Datengenossenschaften nach DGA sind folglich eine Unterart der Daten-
vermittlungsdienste. Dienste von Datengenossenschaften sind nach Art.2
Nr. 15 DGA legaldefiniert als Organisationsstrukturen, ,,die von betroffenen
Personen, Ein-Personen-Unternehmen oder KMU* (kleine und mittelstan-
dische Unternehmen) gebildet werden, die Mitglieder dieser Struktur sind.
Thr Hauptziel soll es sein, ihre Mitglieder bei der Ausiibung ihrer Rechte
in Bezug auf bestimmte Daten zu unterstiitzen. Dazu gehort nach der
Legaldefinition

« die Unterstiitzung bei der Entscheidung in Kenntnis der Sachlage, bevor
sie in die Datenverarbeitung einwilligen,

« der Meinungsaustausch iiber Datenverarbeitungszwecke und -bedingun-
gen, die die Interessen der Mitglieder in Bezug auf ihre Daten am besten
vertreten, und

« die Aushandlung von Bedingungen fiir die Datenverarbeitung im Namen
der Mitglieder, bevor diese ihre Zustimmung zur Verarbeitung nicht
personenbezogener Daten erteilen oder bevor sie in die Verarbeitung
personenbezogener Daten einwilligen.

Nach Erwigungsgrund 31 DGA sollen Datengenossenschaften bestrebt
sein,

« die Position von Einzelpersonen bei der sachkundigen Entscheidung vor
der Einwilligung zur Datennutzung zu stirken,

« die Geschéaftsbedingungen von Datennutzerorganisationen im Zusam-
menhang mit der Datennutzung in einer Weise zu beeinflussen, die den
einzelnen Mitgliedern der Gruppe bessere Wahlmdoglichkeiten bietet,
oder

» mogliche Losungen zu ermitteln, wenn einzelne Mitglieder einer Gruppe
unterschiedliche Standpunkte zu der Frage vertreten, wie Daten verwen-
det werden konnen, wenn sich diese Daten auf mehrere betroffene Perso-
nen innerhalb dieser Gruppe beziehen.
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Datengenossenschaften nach dem DGA kénnen also als Organisationen
beschrieben werden, die ihre Mitglieder — natiirliche Personen oder Unter-
nehmen - bei der Verwendung sowie dem Schutz ihrer Daten unterstiitzen.
Beispiele hierfiir sind, wenn einer Datengenossenschaft die Befugnis iiber-
tragen wird, die Bedingungen fiir eine Datenverarbeitung mit Datennutzer-
organisationen auszuhandeln oder wenn diese eine Plattform fiir Austausch
und Streitbeilegung unter den Mitgliedern bereitstellt.” Sie konnen auch
fiir kleine und mittelsténdische Unternehmen niitzlich sein, um deren Wis-
sensstand zu verbessern, indem sie Zugang zu Datenbestinden anderer
kleiner und mittelstaindischer Unternehmen erhalten.?

1.3 Daten als Vermittlungsgegenstand

Datenvermittlungsdienste und damit Datengenossenschaften sind nicht auf
personenbezogene Daten beschrinkt. Es kénnen auch Daten ohne Per-
sonenbezug (und damit aulerhalb des Geltungsbereichs des Datenschutz-
rechts) Vermittlungsobjekt einer Datengenossenschaft sein. Mogliche An-
wendungsbereiche ergeben sich zum Beispiel im produzierenden Gewerbe
und im Dienstleistungssektor, etwa im Bankwesen, im Kalibrierwesen, in
der Logistik oder im Tourismus. Ein weiteres Beispiel ist die Nutzung von
landwirtschaftlichen Daten.

1.4 Ziele von Datengenossenschaften

Dabei bietet die Datengenossenschaft auch Ansétze zur Forderung des
Schutzes der Grundfreiheiten und -rechte betroffener Personen, insbeson-
dere des Rechts auf informationelle Selbstbestimmung. Das Hauptziel von
Datengenossenschaften besteht darin, ihre Mitglieder bei der Ausiibung
ihrer Rechte in Bezug auf bestimmte Daten zu unterstiitzen. Dazu geho-
ren sowohl die Rechte der betroffenen Personen als auch die Rechte der
Dateninhaber, zum Beispiel der Datenverarbeiter. Daher konnen Datenge-
nossenschaften sowohl als Ansitze zur Wahrung der individuellen Rechte
betroffener Personen dhnlich einer Art Tarifverhandlung als auch als An-
satz zur Zusammenlegung von Daten durch Dateninhaber zur Wahrung
des lauteren Wettbewerbs und von Geschiftsinteressen betrachtet werden.

7 Beise, RDi 2021, 597 (602).
8 Erwigungsgrund 31 DGA.
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Eine Datengenossenschaft konnte darauf abzielen, die Handlungsfahig-
keit der betroffenen Personen und insbesondere die Kontrolle des Einzel-
nen iiber die ihn betreffenden Daten zu stirken. Sie konnte Einzelpersonen
bei der Ausiibung ihrer Rechte geméfy der Datenschutz-Grundverordnung
(DSGVO) unterstiitzen, insbesondere in Bezug auf die Erteilung und den
Widerruf ihrer Zustimmung zur Datenverarbeitung, das Recht auf Zugang
zu ihren eigenen personenbezogenen Daten, das Recht auf Berichtigung
unrichtiger personenbezogener Daten, das Recht auf Loschung oder das
Recht ,vergessen zu werden’, das Recht auf Einschriankung der Verarbei-
tung und das Recht auf Dateniibertragbarkeit, das es den betroffenen
Personen ermdglicht, ihre personenbezogenen Daten von einem fiir die
Datenverarbeitung Verantwortlichen zu einem anderen zu iibertragen.

2. Datengenossenschaft aufSerhalb des DGA

Auch schon vor Verabschiedung des DGA haben sich Unternehmen in
der Rechtsform der Genossenschaft zum gemeinsamen Verarbeiten und
Vermarkten ihrer Daten zusammengeschlossen. Solche Arten von Datenge-
nossenschaften haben den Zweck, Daten zu sammeln, zu verarbeiten und
zu nutzen. Sie werden von ihren Mitgliedern gemeinschaftlich selbstver-
waltet und demokratisch organisiert. Die Mitglieder sind zugleich Nutzer
und Eigentiimer der Daten und partizipieren an den Entscheidungen tiber
deren Verwendung. Ziel einer Datengenossenschaft in diesem Sinne ist
es, die Vorteile von Datenwirtschaft und Gemeinwohl zu vereinen, indem
sie die demokratische Kontrolle und die Beteiligung der Nutzer an der
Wertschopfung gewiéhrleistet.”

2.1 Genossenschaftsrecht

Das Genossenschaftsrecht ist ein Bestandteil des Gesellschaftsrechts. Die
Idee der Genossenschaft ist der Zusammenschluss von Personen mit
einer iibereinstimmenden Wirtschaftsgesinnung. Das heif3t, dass sich in
einer Genossenschaft natiirliche und / oder juristische Personen zusam-
menschlieflen, die dhnliche wirtschaftliche Ziele verfolgen und eine iiber-
einstimmende wirtschaftliche Haltung haben.

9 Ausfithrlich Knapp/Kobler/Richter 2022, S. 443 ff.
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Die eingetragene Genossenschaft ist in §1 Genossenschaftsgesetz
(GenG) definiert. Nach § 1 Abs. 1 GenG ist die eingetragene Genossenschaft
eine Gesellschaft von nicht geschlossener Mitgliederzahl, welche die For-
derung des Erwerbes oder der Wirtschaft ihrer Mitglieder mittels gemein-
schaftlichen Geschiftsbetriebes bezweckt. Demnach werden der Genossen-
schaft drei Merkmale zugeschrieben: die nicht geschlossene Mitgliederzahl,
der Forderzweck und der gemeinschaftliche Geschéftsbetrieb. Besonders an
der Genossenschaft ist, dass die wirtschaftliche Férderung der Genossen-
schaftsmitglieder an erster Stelle steht und nicht das Gewinnstreben. Die
Genossenschaft ist zwar nicht selbst der Geschaftsbetrieb, unterhalt und
betreibt diesen jedoch. Sind die Kriterien des §1 GenG nicht erfiillt, muss
eine andere Rechtsform gewahlt werden.

In einer Genossenschaft gibt es Grundprinzipien, die zur Erreichung
eines gemeinsamen Zieles beachtet werden miissen. Zum einen gibt es
das Prinzip der Selbsthilfe. Die Mitglieder treten freiwillig einer Genossen-
schaft bei und wollen dadurch okonomische, soziale und kulturelle Vorteile
erhalten. Ein weiteres Prinzip ist das Prinzip der Selbstverantwortung,
welches besagt, dass die Mitglieder fiir die Verbindlichkeiten der Genos-
senschaft haften. Das dritte Prinzip ist das Prinzip der Selbstverwaltung.
Die jeweiligen Organe der Genossenschaft regeln alle wirtschaftlichen An-
gelegenheiten. Daneben gilt das Demokratieprinzip, welches besagt, dass
jedes Mitglied nur eine Stimme hat und wichtige Entscheidungen in der
Generalversammlung getroffen werden.

2.2 Datengenossenschaften eG

Datengenossenschaften im Sinne des Genossenschaftsrechts wurden ins
Leben gerufen, da Kiinstliche Intelligenz immer prasenter und Datenanaly-
sen immer relevanter werden. Kleinere und mittelstindische Unternehmen
haben finanziell nicht dieselben Mdglichkeiten wie grofie Unternehmen.
Um dieses Ungleichgewicht auszugleichen, sind Datengenossenschaften
eine geeignete Losung.!

Da es sich um die Rechtsform der Genossenschaft handelt, steht auch
bei Datengenossenschaften der Forderzweck der Mitglieder und die Selbst-
verantwortung im Fokus. Das heifit, dass in einer Genossenschaft Personen

10 Baars, Was sind Datengenossenschaften? https://www.datengenossenschaft.com/was
-sind-datengenossenschaften.
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zusammenkommen, die gemeinsam ein Ziel erreichen wollen, was sie allein
nicht erreichen konnten. Die Mitglieder von Datengenossenschaften sind
gleichzeitig Eigentiimer und Kunden ihrer Genossenschaft.

Ziel einer Datengenossenschaft ist es, einen gemeinsamen Datenraum
zu erschaffen. Die Rechtsform der Genossenschaft ist dafiir geeignet, da
die Forderung der Mitglieder gemdfS § 1 GenG im Vordergrund steht. Die
Datengenossenschaft ermdglicht das Teilen von Informationen und die
Datenverarbeitung und erleichtert die Kommunikation der Datengenossen-
schaftsmitglieder. Es ist allerdings auch moglich, weitere Partner, die nicht
der Datengenossenschaft angehdren, mit einzubeziehen, um dadurch das
Angebot an Services zu erweitern.!! Eingetragene Datengenossenschaften,
die keine Geschiftsbeziehungen zwischen einer unbestimmten Anzahl von
betroffenen Personen oder Dateninhabern einerseits und Datennutzern
andererseits herstellen, sind keine Datenvermittlungsdienste im Sinne von
Art. 2 Nr. 11 lit. a DGA. Folglich sind Datengenossenschaften mit dem Ziel,
Daten unter ihren Mitgliedern zu poolen oder zu teilen, keine Datengenos-
senschaften im Sinne des DGA. Dasselbe gilt fiir Genossenschaften, die
einen Weiterverkauf von Daten im eigenen Namen betreiben.

3. Rechtsform von Datengenossenschaften nach DGA

Der DGA schreibt fiir Datenvermittlungsdienste keine bestimmte Rechts-
form vor, verlangt aber, dass dieser Dienst iiber eine juristische Person
bereitgestellt wird, die von den Dateninhabern oder betroffenen Personen
getrennt ist. Auch fiir die Datengenossenschaft macht der DGA keine kon-
kreten Vorgaben zur Rechtsform. Er iiberldsst dies den Moglichkeiten im
Recht der Mitgliedsstaaten. Entscheidend nach DGA ist allein, dass sich die
Mitglieder der Genossenschaft in einer Organisationsstruktur zusammen-
schliefSen.?

11 Wirtschaft Digital Baden-Wiirttemberg, Forschungsprojekt Datengenossenschaften,
https://www.wirtschaft-digital-bw.de/ki-made-in-bw/forschungsprojekt-datengenoss
enschaften.

12 Es erscheint daher ausgeschlossen, dass eine einfache Geschiftsbeziehung zwischen
der betroffenen Person und der Datengenossenschaft, wie z. B. auch ein Dauer-
schuldverhiltnis zu einer Dienstleistung, den Anforderungen von Art.2 Nr.15 DGA
geniigt; es bedarf einer inneren Verbindung des Mitglieds zur Genossenschaft, das
mit organisationstypischen Rechten und Pflichten ausgestattet wird, Keppler/Poncza,
in Paschke/Riicker 2024, Art. 2 DGA Rn. 74.
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Datengenossenschaften nach DGA konnen in Deutschland als Genos-
senschaft nach deutschem oder europdischem Recht®® gegriindet werden.
Dies liegt bereits begrifflich nahe.

Die idealen Ziele der Datengenossenschaft nach DGA passen auch zu
den Zielen der Rechtsform Genossenschaft. Datengenossenschaften nach
DGA koénnen so eingerichtet werden, dass jedes einzelne Mitglied der
Genossenschaft gleichzeitig Daten bereitstellt und im Gegenzug von den
Daten profitiert, die die anderen Mitglieder bereitstellen. Sie kénnen aber
auch so betrieben werden, dass es moglich ist, Teil einer Datengenossen-
schaft zu sein, ohne ein Interesse daran zu haben, Daten von anderen
Mitgliedern der Genossenschaft zu erhalten. Die Zwecke der Datennutzung
werden innerhalb der Genossenschaft gemeinsam festgelegt, was sich auch
entsprechend in der Satzung einer Genossenschaft als Zweck abbilden lie-
Bet4

Aber obwohl der Begriff ,data cooperative® in der deutschen Fassung
des DGA wortlich mit ,Datengenossenschaft® tibersetzt wird und das deut-
sche Recht die Griindung von Genossenschaften als juristische Personen
zuldsst, sind Datengenossenschaften in Deutschland nicht auf diese Rechts-
form beschrankt.’> Eine Datengenossenschaft konnte auch in einer anderen
Gesellschaftsform gegriindet werden. In Deutschland kdmen sowohl Perso-
nengesellschaften wie die Partnerschaftsgesellschaft als auch Kapitalgesell-
schaften wie eine GmbH in Betracht. Denkbar ist aber auch die Griindung
als Gesellschaft biirgerlichen Rechts. Bei all diesen kdnnten die Dateninha-
ber Anteile entsprechend ihrer Beteiligung halten. Die Dateninhaber, also
betroffene Personen oder Kleinunternehmen, kénnen dann selbst Eigentii-
mer eines solchen Genossenschaft sein.

In Betracht kommt aber auch die Griindung einer Datengenossenschaft
als eingetragener gemeinniitziger Verein im Sinne des Biirgerlichen Gesetz-
buchs (BGB). Die datengenossenschaftliche Idealvorstellung nach Art.2
Nr.15 DGA konnte entsprechend in der Satzung eines gemeinniitzigen
Vereins als dessen Aufgaben festgelegt sein. Fiir eine Datengenossenschaft,

13 Mit der Verordnung (EG) Nr.1435/2003 wurde die Rechtsform der Europiischen
Genossenschaft (Societas Cooperativa Europaea - SCE) eingefithrt; sie wurde ge-
schaffen, damit die Genossenschaften nicht in jedem Mitgliedstaat der EU eine Toch-
tergesellschaft griinden miissen; die DGA-Genossenschaft kann, muss aber nicht als
SCE gegriindet werden; Specht-Riemenschneider, in: Specht/Hennemann 2023, Art. 2
DGA Rn. 85.

14 Schild/Richter/Schmidt-Wudy, in: BeckOK DatenschutzR 2024, Art. 2 DGA Rn. 84.

15 Schild/Richter/Schmidt-Wudy, in: BeckOK DatenschutzR 2024, Art. 2 DGA Rn. 82.
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deren Ziel kein kommerzielles Geschift ist und die moglichst viele Betroffe-
ne als Mitglieder gewinnen will, wire es nach deutschem Recht sinnvoll
und sicher, sich als eingetragener Verein zu griinden.!

Datengenossenschaft au-

Datengenossenschaft nach

Berhalb DGA DGA
Rechtsform eingetragene Genossen- eingetragene Genossen-
schaft nach dt. GenG oder | schaft nach dt. GenG oder
SCE nach VO 1435/2003 | SCE nach VO 1435/2003
Verein nach BGB
andere Personengesell-
schaften, z.B. GbR
Mogliche Mit- | Dateninhaber und Daten- | Dateninhaber und Daten-
glieder nutzer iSd DGA nutzer iSd DGA, jedoch
nur natiirliche Personen
und KMU
Vermittlungs- | Sowohl personenbezogene | Sowohl personenbezogene
daten Daten als auch nicht perso- | Daten als auch nicht perso-
nenbezogene Daten nenbezogene Daten
Zwecke Datenpool unter Mitglie- | Herstellung geschiftlicher

dern

Datenverkauf durch Ge-
nossenschaft

Beziehungen zum Zwecke
der gemeinsamen Nutzung
zwischen Dateninhabern
und Datennutzern

Unterstiitzung ihrer Mit-
glieder bei der Wahrneh-
mung von Rechten in Be-
zug auf bestimmte Daten

Tabelle 1 Gegeniiberstellung Datengenossenschaften

Die unterschiedlichen Gesellschaftsformen bieten unterschiedliche Vor-
und Nachteile, je nach Betrachtungsweise. Eine eingetragene Genossen-

16 Geminn/Johannes/Miiller/Nebel 2023, S.27; Keppler/Poncza, in Paschke/Riicker
2024, Art.2 DGA Rn. 74 beschreiben die vereinsrechtliche Mitgliedschaft als nicht
zwingend, aber doch wohl maéglich.
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schaft bietet den Vorteil der gleichgestellten Entscheidung aller Mitglieder,
unabhéngig von Anteilen. Dies kann fiir kapitalstirkere potenzielle Mitglie-
der jedoch abschreckend sein. Die Griindung als Verein ermdglicht eine
einfachere Skalierbarkeit, da betroffene Personen ohne groflen Aufwand
Mitglied werden konnen.

4. Beispiele

Viele Anwendungsszenarien von Datengenossenschaften sind denkbar. Im
Folgenden sollen zwei davon skizziert werden.

4.1 Abschluss neuer Krankenversicherung (personenbezogene Daten)

Um einen verbindlichen Kostenvoranschlag fiir eine private Kranken(zu-
satz)versicherung zu erhalten, muss eine betroffene Person in der Regel
ein von der gewihlten Versicherungsgesellschaft bereitgestelltes Formular
ausfilllen und sehr persdnliche und sensible Daten angeben, wie zum
Beispiel Daten iiber Krankheiten (eigene und solche, die in der Fami-
lie vorkommen), Kérpermafle (Grole, Gewicht), Erndhrung und andere
(Vor-)Bedingungen, die mit jhrem wahrgenommenen Gesundheitsrisiko
zusammenhédngen. Um ein personliches Angebot zu erhalten, miissten auch
Name und Adresse angegeben werden. Eine individuelle und angemessene
Schitzung kann nur erfolgen, wenn diese Daten zur Verfiigung gestellt
werden — was die Daten potenziell fiir zusatzliche Verarbeitung, Datendieb-
stahl und andere Risiken 6ffnet.!”

Eine Datengenossenschaft, die in diesem Szenario die Datensouverénitat
der Betroffenen stirken will, konnte jedoch den Versicherungsunterneh-
men neue Kunden auf der Grundlage von anonymen und fiir die Versiche-
rer verbindlichen Schétzungen anbieten. Ziel wire es, die bestmdglichen
Tarife und Versicherungsbedingungen sowie mehrere Optionen zur Aus-
wahl zu erhalten, ohne dass sensible personliche Daten an zahlreiche Versi-
cherungsunternehmen tibermittelt werden miissen. Zur Erstellung der Kos-
tenvoranschlige wiirden die Daten der Betroffenen (die iiber die Mitglied-
schaft in der Genossenschaft geteilt werden) in einer sicheren Umgebung
verarbeitet werden und die Datenrdume der Genossenschaft nie verlassen.

17 Beispiel nach Geminn/Johannes/Miiller/Nebel 2023, S. 26.
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Die Daten einer Person werden erst dann weitergegeben, wenn sie sich
fiir eine Zusammenarbeit mit einer bestimmten Versicherungsgesellschaft
entscheidet. Die Daten konnten dann vertraglich so eingeschriankt werden,
dass sie nur zum Zweck der Vertragserfiillung verwendet werden.

Audits und andere Mittel zur Kontrolle der Verarbeitung kénnten eben-
falls Teil der Anforderungen der Genossenschaft sein, denen ein Nutzer
zustimmen miisste, was vielleicht sogar die ausschliefSliche Verarbeitung im
begrenzten Datenraum der Genossenschaft beinhalten kénnte. Eine dauer-
hafte Mitgliedschaft bei der Genossenschaft wiirde die Moglichkeit bieten,
mit relativ geringem Aufwand von einem Versicherungsanbieter zu einem
anderen zu wechseln, wenn anderswo bessere Konditionen angeboten wer-
den. Das macht sie zu einem wertvollen Instrument fur Menschen, die
sowohl Input als auch Output in Sachen Versicherung optimieren wollen.
In dhnlicher Weise konnten Genossenschaften auf den Wechsel anderer
Vertragsarten (z. B. Mobilfunkvertrége oder Strom) ausgerichtet sein.

4.2 Verwaltung von maschinellen Kalibrierinformationen als
Vermittlungsdienst (nicht-personenbezogene Daten)

Gerade kleinen und mittelstindischen Unternehmen, sogenannten KMU,
drohen in einer datengetriebenen Wirtschaft erhebliche Nachteile gegen-
iber grofien Konzernen, da der einzelne Datenbestand eines KMU in der
Regel weniger umfangreich und reichhaltig ist wie derjenige grofier Kon-
zerne und iiberdies die Mittel und Moglichkeiten der wirtschaftlichen Nut-
zung des Datenbestands fehlen. Hier konnte ein Zusammenschluss in Da-
tengenossenschaften sinnvoll sein, um unternehmensiibergreifend Objekt-
und Industriedaten wie Messdaten, Kalibrierinformationen oder digitale
Zwillinge realer Objekte!® auszutauschen und fiir einen wirtschaftlichen
Mehrwert zu nutzen.

Ein solcher Mehrwert liegt fiir Unternehmen beispielsweise in der Ent-
wicklung datengetriebener Services und Geschiftsmodelle oder in der Nut-
zung der Daten fiir die Uberwachung, Steuerung oder Optimierung von
Produktionsprozessen.!®

Denkbar ist in diesem Zusammenhang zum Beispiel die Griindung einer
Datengenossenschaft zur Verwaltung von maschinellen Kalibrierinforma-

18 Siehe hierzu z. B. Miiller, ZD-Aktuell 2021, 05096.
19 Weber/Werling/Tank/Baars, HMD (2022) 59:1353-1365.
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tionen und digitaler Kalibrierscheine. Kalibrieren umfasst die Tatigkeiten
zur Ermittlung des Zusammenhanges zwischen den ausgegebenen Werten
eines Messmittels und den bekannten Werten der Messgrofle unter be-
kannten Bedingungen.?? Solche Kalibrierinformationen werden fiir jedes
kalibrierte Messmittel in Kalibrierzertifikaten dokumentiert. Diese konnen
auch elektronisch ausgestellt werden (Digital Calibration Certificates -
DCCs), was erhebliche Vorteile im Produktionsprozess mit sich bringt.?!
Als Mitglied einer Datengenossenschaft kénnen die KMU Kalibrierinfor-
mationen und DCCs gemeinsam nutzen, Messprozesse und -qualitat iiber-
priifen und gegebenenfalls neue Geschiftsmodelle entwickeln.

5. Stellvertretung durch Datengenossenschaft (?)

Hauptaufgabe der Datengenossenschaft nach DGA ist es, ihre Mitglieder
zu unterstiitzen. Die Legaldefinition nennt dabei beispielhaft Meinungsaus-
tausch, die Sachkundevermittlung und das Aushandeln von Bedingungen.

Fraglich ist aber, ob sich eine solche Unterstiitzung auch in konkreten
Handlungen fiir den Dateninhaber ausdriicken konnte, insbesondere durch
das Abschliefen von Vertrigen in Vertretung oder die datenschutzrechtli-
che Einwilligung in Vertretung. Unterstellt wird hier, dass solche konkreten
Handlungen fiir den Dateninhaber arbeitserleichternd wéren. Sie wiirden
die Attraktivitdt der Mitgliedschaft in einer Datengenossenschaft erhdhen
konnen. Denkbar wire dann, dass die Datengenossenschaft fiir ihr Mitglied
als Stellvertreter handelt und zum Beispiel Datennutzungsvertrage abschlie-
en oder Anderungen von Nutzungsbedingungen zustimmen konnte.

5.1 Bei nicht-personenbezogenen Daten

Diese Moglichkeit der Stellvertretung ist hinsichtlich nicht-personenbezo-
gener Daten zu bejahen. Bei nicht-personenbezogenen Daten kann Stellver-
tretung zusitzliche Aufgabe des Datenvermittlungsdienstes sein. Bei diesen
geht es gerade darum, Geschéftsbeziehungen zwischen anderen Parteien,
also zwischen Dateninhaber und Datennutzer, herzustellen.

20 DIN e.V. 2010.
21 Siehe z. B. Johannes, ZD-Aktuell 2020, 07280.
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Auch sind die Aufgaben von Datenvermittlungsdiensten und Datenge-
nossenschaften (als deren Unterfall) im DGA nicht abschlieflend geregelt.
Sowohl Art.2 Nr.15 DGA als auch Erwédgungsgrund 31 geben lediglich
Regelbeispiele. Es steht der Datengenossenschaft offen, daneben noch an-
dere Zwecke zu verfolgen.?? Die Herstellung von Geschéftsbeziehungen er-
laubt denklogisch auch die rechtsgeschiftliche Stellvertretung, wenn diese
grundsitzlich zuldssig ist. Hinsichtlich nicht-personenbezogener Daten ist
eine Stellvertretung durch die Datengenossenschaft nach den allgemeinen
Regelungen der §§ 164 ff. BGB moglich.?

5.2 Bei der Einwilligung zur Verarbeitung personenbezogener Daten

Ob eine Stellvertretung beziiglich personenbezogener Daten moglich ist, ist
dagegen schwieriger zu beantworten.

Einerseits sind die Aufgaben von Datengenossenschaften im Rahmen des
DGA nicht abschlieflend geregelt. Es werden lediglich Beispiele genannt,
um die Grundlinie der Anwendbarkeit des DGA festzulegen. Eine Stell-
vertretung als zusatzliche Aufgabe ist daher denkbar. Wenigstens Art.12
lit. m DGA scheint dies jedoch einzuschrianken, indem er vorschreibt, dass
Datenverarbeiter im besten Interesse der betroffenen Personen handeln
miissen, insbesondere indem sie informieren und beraten, bevor die Ein-
willigung erteilt wird. Soweit die Stellvertretung jedoch eine zusatzliche
Aufgabe auflerhalb des DGA darstellt, kann die Aufgabenbeschreibung von
Art. 12 lit. m DGA nicht einschrankend wirken.

Die Einwilligung kann eine Rechtfertigung fiir die Datenverarbeitung ge-
mafd Art. 6 Abs. 1 UAbs. 11it. a DSGVO sein. Gerade aber die Frage, ob eine
Stellvertretung bei der Abgabe von datenschutzrechtlichen Einwilligungen
im Sinne der DSGVO mdglich ist, ist umstritten. Die datenschutzrechtliche
Einwilligung muss gemaf3 Art.4 Nr.11 und Art.7 DSGVO freiwillig, fiir
den bestimmten Fall, in informierter Weise und als unmissverstdndliche
Willensbekundung erfolgen. In der DSGVO ist die ,Stellvertretung® fiir
Einwilligungen speziell nur fiir Kinder geregelt. Es wird daher diskutiert,
ob die Einwilligung als hochstpersonlich angesehen werden soll.2* Die

22 Specht-Riemenschneider, in: Specht/Hennemann 2023, Art. 2 DGA Rn. 89.

23 Specht-Riemenschneider, in: Specht/Hennemann 2023, Art. 2 DGA Rn. 91.

24 Frhr. v. Ulmenstein, DuD 2020, 528 (5321.), der die Einwilligung als hochstpersonli-
ches Rechtsgeschift einordnet.
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herrschende Meinung verfolgt einen vermittelnden Ansatz. Danach ist
Stellvertretung auch bei datenschutzrechtlichen Einwilligungen grundsitz-
lich moglich, aber fiir die Vollmachtserteilung sollen die gleichen hohen
Anforderungen an Informiertheit und Bestimmtheit gelten wie bei einer
Einwilligung selber.?®

Die Praxistauglichkeit dieses Ansatzes ist fraglich und wird entspre-
chend auch in Diskussionen zu Personenbezogenen Informationsmanage-
ment-Systemen (PIMS) nach § 26 Teledienste-Telemedien-Datenschutzge-
setz (TDDDG) behandelt.26 Wenn keine generalartigen Vollmachten zur
Einwilligungserteilung moglich wiren, miissten Datengenossenschaften fiir
jeden einzelnen Vertretungsakt spezifisch Riicksprache mit ihrem Mitglied
halten und um Vertretungsmacht bitten. Dies wiirde dem Ziel der Un-
terstiitzungsleistung wenigstens hinderlich sein. Oder anders: Wenn ein
Vertreter fiir jeden Vertretungsakt detailliert Riicksprache mit dem Voll-
machtgeber halten muss, ist fraglich, welchen Nutzen der Vertreter dem
Vollmachtgeber {iberhaupt bietet.

Es stellt sich hier jedoch die Frage, ob es iiberhaupt um Einwilligungen
geht. Im Kontext von Datenvermittlungsdiensten geht es oft um die Herstel-
lung von Geschiftsbeziehungen, bei denen Daten gegen eine Gegenleistung
wie Geld, Rabatte oder Zugang zu Diensten verwendet werden. Gemif3
Art. 6 Abs.1 UAbs. 1lit. b DSGVO ist die Datenverarbeitung zulédssig, wenn
sie zur Durchfithrung eines Vertrags erforderlich ist. Datengenossenschaf-
ten konnen moglicherweise nicht im Namen ihrer Mitglieder ,einwilligenS
aber sie haben die Moglichkeit, bei entsprechender Bevollmachtigung Ver-
trage {iber die Datennutzung fiir ihre Mitglieder abzuschliefSen. Entschei-
dend wire, dass zwischen Einverstdndnis zur Datenverarbeitung durch den
Dateninhaber und Leistung an diesen durch den Datennutzer irgendeine
Art Gegenleistungsverhiltnis vereinbart wiirde.

»Daten fiir Leistung® hat auch der Gesetzgeber als Geschiftsmodell legi-
timiert. Der zum 1. Januar 2022 neu eingefiigte § 312 Abs. la BGB bestimmt,
dass die §§312ff. BGB auch fiir Verbrauchervertrige gelten, bei denen
der Verbraucher personenbezogene Daten bereitstellt oder sich zu deren
Bereitstellung verpflichtet. Die Bereitstellung der Daten kann anstelle oder
neben der Zahlung eines Preises erfolgen. Daraus resultierte dann auch kei-
ne Schlechterstellung des Dateninhabers als Vertragspartner im Vergleich

25 Kiihling, DuD 2021, 783 (784); ders., ZfDR 2021, 1; Specht-Riemenschneider/Blan-
kertz/Sierek/Schneider/Knapp/Henne, MMR-Beil. 2021, 25 (42f).
26 Botta, MMR 2021, 946 (948).
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zum Einwilligenden. Einwilligungen kénnen jederzeit widerrufen werden,
wihrend Vertrdge nur unter bestimmten Bedingungen gekiindigt werden
kénnen. Jedoch stellt §327q Abs.1 BGB klar, dass die Ausiibung von da-
tenschutzrechtlichen Betroffenenrechten und die Abgabe datenschutzrecht-
licher Erklarungen des Verbrauchers nach Vertragsschluss die Wirksamkeit
des Vertrags unberiihrt lassen. Der Unternehmer erhdlt im Gegenzug ein
besonderes Kiindigungsrecht nach § 327q Abs.2 BGB, wenn ihm die Fort-
fithrung des Vertrages nach Widerruf der Einwilligung wirtschaftlich nicht
mehr zuzumuten ist.?’

Die Moglichkeit, sich bei Einwilligungen und Vertrigen beziiglich per-
sonenbezogener Daten wirksam vertreten zu lassen, wire insgesamt auch
eine Chance fiir die Verwirklichung der Rechte auf informationelle Selbst-
bestimmung (Art.2 Abs.1 iVm. Art.1 Abs.1 Grundgesetz (GG)) und Da-
tenschutz (Art. 8 Grundrechtecharta (GrCh)). Sie wiirden es ermdglichen,
dass betroffene Personen kompetente Vertreter auswahlen, die Entschei-
dungen in ihrem Sinne treffen sollen. Dadurch kénnten sich die betroffe-
nen Personen zum einen faktisch entlasten und zum anderen absichern.
Inhaltlich wiren sie durch den Vertreter beraten. Und bei Fehlentscheidun-
gen und Schlechtleistungen wiére unter Umstinden ein Riickgriff gegen
diesen moglich. Tatsdchliche Méngel in der Vertretungsmacht, also dass
zum Beispiel ein Datenvermittlungsdienst fiir jemanden eine Einwilligung
abgibt, der ihr gar keine Vollmacht erteilt hat, gingen auf der anderen
Seite in der Regel zu Lasten des Verarbeiters. Grundsitzlich tragt namlich
die andere Seite, also diejenige, die sich darauf verldsst, dass der Vertreter
mit Vertretungsmacht handelt, das Risiko. Sie kann entscheiden, auf die
Anzeige der Vertretungsmacht zu vertrauen oder sich diese, etwa durch
Vorlage einer Vollmachtsurkunde, nachweisen zu lassen.

5.3 Bei der Wahrnehmung von Betroffenenrechten nach DSGVO

Wiederum leichter zu beantworten ist die Frage, ob Datengenossenschaf-
ten fiir jhre Mitglieder Betroffenenrechte nach der DSGVO wahrnehmen
konnten. Zu den Betroffenenrechten zdhlen die Rechte auf Auskunft, auf
Berichtigung, auf Loschung, auf Einschrankung der Verarbeitung, auf Da-
teniibertragbarkeit und auf Widerspruch.

27 Insgesamt dazu Metzger/Schweitzer/Wagner, ZfPW 2023, 227.

90

- am 18.01.2028, 08:53:1; Ops


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Wenn die Datengenossenschaft fiir mich einwilligt

Diese Rechte stehen grundsitzlich zur Disposition der betroffenen Per-
sonen und konnen, wie andere Rechte auch, durch einen bevollméchtigten
Vertreter wahrgenommen werden; zum Beispiel durch einen Rechtsanwalt
oder aber auch durch eine Datengenossenschaft oder einen sonstigen Ver-
treter.

Unbeachtlich ist, dass Art. 80 DSGVO die auflergerichtliche Geltendma-
chung von Betroffenenrechten nicht erwéhnt. Art. 80 DSGVO regelt die
kollektive Vertretung in verwaltungsrechtlichen und gerichtlichen Verfah-
ren. Der Titel der Norm ,Vertretung von betroffenen Personen® ist insoweit
irrefithrend.?

6. Fazit

Es bleibt festzustellen, dass es Datengenossenschaften innerhalb und aufler-
halb des Anwendungsbereichs des DGA geben kann. Nicht jede Datenge-
nossenschaft im Sinne des DGA muss eine eingetragene Genossenschaft
im Sinne des GenG sein. Und nicht jede eingetragene Genossenschaft,
die sich auch selbst als Datengenossenschaft bezeichnet, muss auch eine
Datengenossenschaft im Sinne des DGA sein. Datengenossenschaften mit
dem Ziel, die Daten ihrer Mitglieder in einem gemeinsamen Datenraum zu
poolen, sind ndamlich nicht per se Datenvermittlungsdienste im Sinne des
DGA. Solange sie nicht das Ziel verfolgen, Geschiftsbeziehungen zwischen
einer unbestimmten Anzahl von betroffenen Personen oder Dateninhabern
einerseits und Datennutzern andererseits herzustellen, sind sie keine Da-
tenvermittlungsdienste im Sinne des DGA.

Zusétzlich zur Datenvermittlung haben Datengenossenschaften die Auf-
gabe, die Interessen ihrer Mitglieder zu vertreten und konnen auch als
Vereine gegriindet werden. Ein bedeutender Aspekt ist die potenzielle
Rolle von Datengenossenschaften als Interessenvertreter betroffener Perso-
nen. Durch den Zusammenschluss von Mitgliedern kénnten Datengenos-
senschaften ein Gegengewicht zu den marktméchtigen Datenverarbeitern
darstellen. Dies konnte insbesondere in Bezug auf personenbezogene Daten
von Bedeutung sein. Die Datengenossenschaft konnte dazu dienen, infor-
mationelle Selbstbestimmung und Betroffenenrechte in Datenrdumen ins-
besondere dadurch praktisch zu realisieren, dass die betroffenen Personen

28 Kiihling, DuD 2021, 783 (785).
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durch Zusammenschluss auf Augenhéhe mit Datenverarbeitern iiber die
Inhalte von Einwilligungen verhandeln kénnen.?

Jedoch wird dies nur dann praxistauglich realisiert werden konnen,
wenn Datengenossenschaften in der Lage sind, in Vertretung der betroffe-
nen Personen Erklirungen wie Einwilligungen oder Vertragserklarungen
abzugeben.

Die derzeitige Rechtslage bietet jedoch keine Sicherheit®® in Bezug auf
diese Moglichkeit der Vertretung durch Datengenossenschaften. Es besteht
daher Bedarf an weiterer rechtlicher Klarung, um die Rolle von Datenge-
nossenschaften als Vertreter betroffener Personen im Rahmen der Daten-
verarbeitung zu definieren und zu ermdglichen.
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Die Infrastruktur, mein digitaler Zwilling und ich:
Das Individuum und die digitale Identitat im Mittelpunkt des
Datenkapitalismus

Oliver Vettermann

Zusammenfassung

Politisch-strategisch und konzeptionell fokussieren sich Projekte zum Auf-
bau von Forschungsdateninfrastrukturen auf die Gewinnung und den Er-
halt von Daten. Dies lenkt jedoch ab von den darin in Form digitaler
Identitaten abgebildeten Individuen. Ein Beleg dafiir ist die stetige Referenz
auf den nicht greifbaren Begriff der ,Datensouverénitét® Dieses begriftliche
Vakuum fiillen die Gesetzesvorhaben auf EU-Ebene nicht in einem daten-
schutzaffinen Sinne aus, sondern verstehen darunter das ockonomische Ziel
der gleichberechtigten Teilnahme an einem Datenbinnenmarkt. Dieses Er-
gebnis stiitzt auch die Analyse der nationalen und europdischen Digital-
und Datenstrategien. Der status quo honoriert das extraktive Verhalten
von Forscher:innen zu Lasten der datengenerierenden Personen in einem
kapitalistischen System. Zusatzlich fehlt es den Infrastruktur-Vorhaben in
der Konzeption und Umsetzung an ethischem Bewusstsein, um Interessen
des Gemeinwohls in den Strukturen zu verankern.

1. Einleitung

2023 war das Jahr der Dateninfrastrukturen: Die Nationale Forschungsda-
teninfrastruktur (NFDI) weitet mit insgesamt 26 Konsortien ihre Fiihler
in die verschiedenen Forschungsdisziplinen aus, verkniipft Expertise und
bereitet die Verkniipfung bestehender Infrastrukturen mit der European
Open Science Cloud (EOSC) vor. In einem dhnlichen Fahrwasser bereitet
der European Health Data Space (EHDS) den Boden fiir Gesundheitsdaten
in der Forschung und ldsst die fortwahrende Diskussion um den Broad
Consent in der DSGVO neu aufleben. GAIA-X erginzt die wissenschaft-
liche EOSC und will eine europdische Dateninfrastruktur schaffen, die
ahnlich wie die NFDI die Datensouveranitit durch ein dezentrales Netz aus
Datenspeichern in ganz Europa fiir Unternehmen herstellen will. Neben
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dem Plan in NFDI und GAIA-X, anstatt eigener auf bestehende Infrastruk-
turen zuriickzugreifen, féllt ein weiterer gemeinsamer Aspekt auf: Der Nu-
kleus, das datengenerierende Individuum und seine digitale Identitdt, wird
kaum diskutiert.

Basierend auf der im Rahmen der eigenen Doktorarbeit! ausgearbeite-
ten Sicht samtlicher, von einer Person verursachter Datenbiindel als Teil
ihrer digitalen Identitét sollen in diesem Beitrag nationale und europdische
Bestrebungen digitaler Infrastrukturen naher untersucht werden. Damit
versucht sich der Beitrag an einer Meta-Analyse, wie die tatsdchliche
(datenschutzrechtliche) Kontrolle und in der Politik verwendete ethische
Konzepte wie Vertrauen, Transparenz und Souverénitdt umgesetzt werden.
In den Blick zu nehmen sind dabei neben der Einwilligung eines ,Da-
tensouverdns“ auch die Nachvollziehbarkeit eigenen rechtlich relevanten
Handelns, technische und organisatorische Mafinahmen und Sanktionsap-
parate. Resultierend soll dann untersucht werden, ob es einer anderen,
ethischen Lesart europdischer Regelungen bedarf, um digitale Identitaten
zu schiitzen und die subjektive bzw. individuumzentrierte Datensouverani-
tat zu starken. Es ergeben sich folgende, im Beitrag aufzuarbeitende Schliis-
selfragen: Auf welche legislativen Grundlagen stiitzen sich die politischen
Bestrebungen nach Transparenz, Souverdnitit und Vertrauen? Wie lassen
sich die verschiedenen Ebenen einer Datensouveranitit — ndmlich subjekt-
bezogen, geopolitisch und 6konomisch - hier einordnen? Und gelingt es
kommenden und jiingeren Regelwerken der EU, den Ausgleich zwischen
Infrastruktur und Individuum angemessen umzusetzen?

Mit diesem Thema soll dieser Beitrag ein Gegengewicht zum Uberthema
der Konferenz - ,Data Sharing — Datenkapitalismus by Default?* - bilden,
um das datengebende Individuum nicht aus den Augen zu verlieren.

2. Zum Begriff der digitalen Identitit

Bevor sich der Untersuchung in der Sache gewidmet wird, ist eine Defini-

tion des Begriffs der digitalen Identitét? fiir das weitere Verstdndnis notig:
Als digitale Identitdten sind in diesem Beitrag miteinander verkniipfte

Daten (dann: Teilidentitit) oder Datensatze (dann: Gesamtidentitit) zu

1 Vettermann, Der grundrechtliche Schutz der digitalen Identitat, 2022.
2 Hierzu sowie im Folgenden ausfiihrlich Vettermann, Der grundrechtliche Schutz der
digitalen Identitat, 2022 (7ff).
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verstehen, die sich durch ihren hohen Aussagegehalt und Identifizierungs-
grad in ihrer aggregierten Form auszeichnen. Sie bilden die analoge Identi-
tat und damit verschiedenste Wesensziige, Emotionen und Gedanken des
Menschen ab - etwa als ,digitaler Zwilling“® zum realen Ich. Meistens sind
sie mit einem Pseudonym bzw. Identifier versehen, konnen aber auch selbst
als solches fungieren (dann: Quasi-Identifier). Die dadurch mogliche Zu-
sammenfiihrung von Datensétzen bildet Teile und Wesensziige der analo-
gen Identitat ab, bezieht den Begriff des Personenprofils daher ein. Jedoch
reicht der Begriff der digitalen Identitit weiter, da er nicht das einzelne
Profil in den Mittelpunkt stellt, sondern das Biindel aller Datenemissionen
des Individuums (z.B. Accounts) selbst. Insofern sind auch anonyme bzw.
anonymisierte Datensétze Teil der digitalen Identitét, da sie unter gewissen
Umstdnden ein Abbild komplettieren konnten. Ergianzt wird die inhaltliche
durch eine zeitliche Abbildungsebene, da mit zunehmender Digitalisierung
alltaglicher Vorgdnge auch der gesamte menschliche Lebenszyklus mitzu-
denken ist. Mit zunehmendem Autfhalten in der digitalen Welt bilden On-
line-Shops, Netzwerke, usw. das analoge Selbst ab. Die Fahigkeit, hieriiber
aktiv verfiigen zu konnen, wird als digitale Selbstbestimmung bezeichnet.*
Eine dahingehende (subjektive) Datensouverénitit meint also den Gehalt
des Grundrechts auf informationelle Selbstbestimmung im Sinne einer ei-
genverantwortlichen Verfiigung tiber Verbleib und Nutzung der ,eigenen®
Daten.

3. Thesen

Die einleitenden Fragen werden durch drei Thesen und ihre Analyse be-
antwortet: Aus dem Blickwinkel des datengebenden bzw. datenden® Indivi-
duums wird im Folgenden der Begriff der Datensouverénitit (These 1),
dessen rechtliche Umsetzung in Forschungsdatenrdumen (These 2) und ihr
rechtlich-ethischer Unterbau (These 3) analysiert.

3 Daher nicht gleichzusetzen mit dem Begriff in der Industrie 4.0, siehe Miiller, ZD-Ak-
tuell 2021, 05096.

4 Exemplarisch Digital Autonomy Hub, Policy Brief #4, S.5; Denga, GRUR 2022, 1113
(1113) mwN.

5 Meint ,daten” als Verb, stehend fiir ,Daten produzieren/generieren® In Anlehnung an
Lisker, Masterarbeit: Von der (Un-)Moglichkeit, digital miindig zu sein, 2023.
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These 1: Die Datensouveranitat ist eine Leerformel fir die wirtschaftliche
und forschungspolitische Anschlussfihigkeit Deutschlands.

Der Ursprung des Begriffs ,Datensouverénitat® lasst sich unter anderem®
im Jahr 2017 auf die Erwdhnung von Alexander Dobrindt im Bezug auf
ein geplantes Datengesetz zuriickfithren. Das Gesetz selbst ist Gegenstand
des ,Strategiepapier Digitale Souveranitit, mit dem das Ziel des Gesetzes
und das Begriffsverstdndnis vorwiegend 6konomisch eingeordnet werden.
Darin der Satz: ,Der Schliissel dazu ist die Datensouverénitdt des Einzel-
nen.” Mit ,des Einzelnen® referenziert dieser Satz wie auch der Grofiteil
der juristischen Literatur® die subjektive Lesart im Volkszdhlungsurteil des
BVerfG, in dem die Verfiigungsherrschaft iiber die eigenen Informationen
im Mittelpunkt steht: ,Im Mittelpunkt [..] stehen Wert und Wiirde der
Person, die in freier Selbstbestimmung als Glied einer freien Gesellschaft
wirkt* Die Definition der Datensouverdnitit erscheint also zunichst als
eine subjektivrechtliche, die fiir das schiitzende Grundrechtsbiindel der
digitalen Identitit steht. Biindel, weil wegen der zunehmenden Digitalisie-
rung des Alltags der digitale Aspekt des Persénlichkeitsrechts aus Art.7, 8
GrCh und Art.2 Abs.1iVm 1 Abs.1 GG in die {ibrigen, geeigneten Grund-
rechte hineinstrahlt, sich in diesen verzweigt und sie verselbststandigt. Das
subjektive Verstindnis erscheint deshalb auch synonym zu den Begriffen
»Digitale Souveranitat“ und ,digitale Selbstbestimmung®. Eine trennscharfe
Definition gibt es insoweit nicht.!0

Der subjektive Begriff hat in den letzten Jahren eine wiederholte Wand-
lung und Erweiterung erfahren. Wie die Facetten eines Diamanten hat die
Politik die Datensouveranitat auch 6konomisch, geopolitisch und nunmehr
forschungsbezogen bzw. forschungspolitisch geschliffen:

Okonomisch steht die Wertschpfung an und aus Daten im Fokus. Dis-
tanziert vom Individuum wird sich allein dem Objekt gewidmet, dessen
inhaltlichen Werte moglichst fair und transparent erschlossen werden sol-

6 Vertiefend zur Genese Pohle/ Thiier/Dammann/Winkler, in: Kersting/Radtke/Baring-
horst (Hrsg.), Handbuch Digitalisierung und politische Beteiligung.

7 Siehe https://web.archive.org/web/20171101193849/https://www.bmvi.de/SharedDocs
/DE/Artikel/DG/datengesetz.html.

8 Denga, GRUR 2022, 1113 (1118f); Rofinagel, MMR 2023, 64 (64f); Kriiger, ZRP 2016,
190 (190f).

9 BVerfGE 65,1 (41).

10 So auch Umweltbundesamt, Digitale Kommune/Digitale Region, Texte 62/2023 (57);

Pohle/Thiier/Dammann/Winkler, in: Kersting/Radtke/Baringhorst (Hrsg.), Hand-
buch Digitalisierung und politische Beteiligung.
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len. Es handelt sich also in einem kapitalistischen System!! um ,strategische
Vermogenswerte“!2, die u. a. als Tauschmittel fiir die Nutzung von Diensten
(also Konsum) genutzt werden - daher auch: Datenkapitalismus. Profiteu-
re sind Staat und Wirtschaft.® Regelmaflig werden Nutzer:innen ebenso
als Profitierende gesehen, da sie sich durch das Einspeisen von Daten
in den Kreislauf einbringen und ihnen je nach Perspektive unmittelbar
oder zumindest mittelbar Profit zufliefit.!* Schliellich konnen Nutzer:in-
nen freiwillig einwilligen (,dezentrale Entscheidungsprarogative der Daten-
subjekte“l), zwischen verschiedenen Anreizen - finanziell, moralisch, tech-
nisch — wihlen und so informiert entscheiden, ob sie mit den Vorziigen
ibereinstimmen oder nicht - ganz nach dem Vorbild der DSGVO, vgl.
Art.1 Abs.1. Eine derartige Perspektive gewichtet das Binnenmarkt-Ziel
der DSGVO allerdings hoher als den grundrechtlichen (Daten-)Schutz der
Personen. Schon das Setzen von Anreizen zur Motivation der Wertschop-
fung beeinflusst die Freiwilligkeit, weil sie die Wahlmoglichkeit vorgibt
und damit begrenzt. Sie ist stets von der Rolle des Subjekts in diesem
System abhéngig.! Die Einwilligung entpuppt sich so als responsibilisierte
Form!” der Souveranitit, die systemisch keine echte Souverénitat im Sinne
einer Entscheidungshoheit aufweist, sondern einem Daten-Extraktivismus
im digitalen Raum dient.

Geopolitisch zeigt sich die Datensouverénitit dagegen als politische und
staatliche Handhabe, und hat dabei die Abhéngigkeiten zwischen verschie-
denen Staaten und die Sicherheit Europas!® im Blick. Diese bestehen u. a.
in Lieferketten oder durch technische Bedrohungen wie Cyberangriffe. Auf-
gabe ist es dabei, den Schutz von Daten bzw. Informationen institutionell
abzusichern® (auch hier: ,strategische Vermdgenswerte®) und per Gesetz
fiir sicherere Systeme zu sorgen — beispielsweise durch den Cyber Resilien-

11 Hierzu exemplarisch die Beispiele von Bisges, MMR 2017, 301 (304ff).

12 So Europiische Kommission, Digitalstrategie, 2022 (5).

13 Denga, GRUR 2022, 1113 (1114). Vgl. die Ziele von GAIA-X in Schiitrumpf/Person, RDi
2022, 281 (283).

14 Zu Datennutzungsvertragen Rosenkranz/Scheufen, ZfDR 2022, 159 (170ff). Zum Be-
rufsbild des Dategenerierens unter Art.12 Abs.1 GG siehe Vettermann, Der grund-
rechtliche Schutz der digitalen Identitit, 2022 (210ff).

15 EuGH C-252/21, Rn. 143, 148f; Denga, GRUR 2022, 1113 (1120, 1114).

16 Hierzu Engeler, NJW 2022, 3398 (3403).

17 Lisker, Masterarbeit: Von der (Un-)Moglichkeit, digital miindig zu sein, 2023 (17ff
mwN).

18 Vgl. Europaische Kommission, Digitalstrategie (5).

19 Vgl. Kelber/Bortnikov, NJW 2023, 2000 (2001f).
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ce Act und die NIS2-Richtlinie. Diese Sicht reiht sich in das allgemeine
Monitoring von staatlichen Abhéingigkeiten?® ein, in denen auch das Wis-
sensmanagement als Datenschatz?! erwahnt wird.

Forschungsbezogen kann die Datensouverdnitit dagegen als spezielle
Form der subjektbezogenen Version verstanden werden. Forscher:innen
finden sich in Gespréachen regelmiaflig in der Position wieder, eigene For-
schungsdaten teilen zu miissen und zugleich nicht aus der Hand geben
zu wollen. Dabei kommt der Wunsch auf, dass ,ihre“ Daten lizenz- und
datenschutzrechtlich geschiitzt werden sollen, auch wenn die gesetzlichen
Anwendungsbereiche nicht greifen. Wichtig ist, die Inhalte und Schlussfol-
gerungen zu beanspruchen und die Lorbeeren — wissenschaftliche Credits
- zu ernten. Der damit einhergehende Druck auf Forscher:innen ergibt
sich ebenso aus dem Datenkapitalismus und einem stetigen Streben nach
Innovation. Hierbei stehen neben Open-Data-Aspekten auch fehlende An-
onymisierungsverfahren oder ,der bose Datenschutz“?? im Weg.

Forschungspolitisch dominiert die institutionelle Sicht auf Forschungsda-
ten, die ebenso das Teilen und Nachnutzen im Fokus hat. Die Begriffe
~forschungsbezogen® und ,forschungspolitisch® fallen auseinander, weil
ersteres die Praxis und Forscher:innen im Fokus hat und zweiteres die
Ubergeordnete Zielrichtung der institutionellen Forschung meint. Im Fokus
stehen einzelne Forscher:innen dann nur mittelbar, z. B. wenn ihnen der
Zugang zu den Forschungsdatenschitzen ermdéglicht und gewédhrt werden
soll. Das setzt jedoch auch voraus, dass sie sich von besagter eigener,
subjektiver Souverdnitét 16sen. Abseits davon zeigt sich die forschungspoli-
tische Perspektive in der Datenverarbeitung ,um des Antrags Willen®, wenn
sich Forschungsfragen an gesellschaftlichen Themen und entsprechenden
Ausschreibungen orientieren, anstatt sich aus der Sachebene und der wis-
senschaftlichen Arbeitsweise selbst zu ergeben. Dieser Aspekt ist also 6ko-
nomisch, institutions- und strukturbezogen gepragt, um Deutschland inter-
national an die Spitze der Forschung ,made in Germany* zu fithren.

So facettenreich der Begriff damit wirkt, so leer ist er zugleich: Die ge-
zeigten Perspektiven setzen die Erhebung und Verarbeitung von Daten und

20 BMWi, Schwerpunktstudie Digitale Souveranitit, 2021.

21 Ahnlich Kelber/Bortnikov, NJW 2023, 2000 (2001).

22 Exemplarisch die Unsicherheit von Forscher:innen bei Interessenabwagungen skiz-
zierend Buchner, DuD 2022, 555 (556f). Ob gemeinwohlorientierte Forschungsinter-
esse in der datenschutzrechtlichen Interessenabwigung pauschal ,,unstreitig als hoch®
einzuordnen sind, ist vor dem Hintergrund einer einzelfallbezogenen Risikoabwi-
gung streitbar.
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damit eine bestehende Rechtsgrundlage voraus. Bei genauem Hinsehen
fallt der Wandel von einer subjektivrechtlichen Pragung zu einer struktur-
und wirtschaftsbezogenen Neigung der Begriffsverwendung hin auf, die
die Interessen der Nutzer:innen als Datensubjekte und -produzent:innen
vernachléssigt. Es werden Moglichkeiten zur Teilhabe am Datenmarkt
gewahrt und positiv herausgestellt, ohne in aktuellen Strategien brauchba-
re Ansétze und Vorhaben fiir eine ethische wie grundrechts- bzw. daten-
schutzkonforme Umsetzung anzureifien?* — wie noch zu zeigen sein wird.
Der Grund dafiir liegt auf der Hand: Datenschutz und Datensouverénitit
sind unter der Einwilligung systemisch nicht vereinbar. Wie Engeler?* und
Samardzic/Becker?> herausgearbeitet haben, fithrt die Einwilligung durch
ihre mittlerweile stark 6konomische Prigung zwar zu Anreizen, die aber
wiederum nicht zur gesetzlich angelegten Freiwilligkeit fithren.?6 Die Ein-
willigung fungiert damit als Symbol 6konomischer Datensouveranitit. Im
Forschungskontext spielen forschungspolitische und 6konomische Lesart
der Souveranitit zusammen: Das Ubermafd an Information gegeniiber Be-
troffenen zur Erfullung der auferlegten Transparenz fithrt dazu, dass die
Einwilligung zunehmend schwieriger fiir die Forschung umzusetzen ist.
Die forschungspolitische Datensouveranitit iibt hier entsprechend Druck
auf Forscher:innen aus, mehr Daten zu verarbeiten und linger nachzu-
nutzen. Die inhédrente Dynamik eines Broad Consent, der nur voriiberge-
hend die nicht-detaillierte Information zum Forschungskontext {iberwin-
den soll, wird daher selten zutreffend adressiert. Eher wird er glorifiziert,
weil sonst keine Moglichkeit besteht, an wertvolle (Gesundheits-)Daten zu
kommen.?” Mit generativen LLM-Modellen und der &ffentlichen Diskussi-
on nachgeordneter, sekundérer Verarbeitungsformen liegt das Problem des
Kontrollverlustes jedoch offen, da durch eine Einwilligung nur die primére
Verarbeitung betroffen, aber selten die Zwecke der sekunddren Verarbei-
tung vorhergesagt werden konnte. Eine Freiwilligkeit kann sich also nur auf
die primére Verarbeitung beziehen.

Die Einwilligung als Instrument der Datensouverénitdt ist damit ein lee-
res Versprechen, im Forschungskontext Handhabe {iber einen Sachverhalt

23 Beispielsweise Bundesregierung, Datenstrategie 2023, S. 32 ohne Einbettung.

24 Engeler, NJW 2022, 3398ff.

25 Becker/Samardzic, EuZW 2020, 646.

26 Vgl. EuGH C-252/21, Rn. 143, 148f.

27 Vgl. Spitz/Cornelius, MedR 2022, 191 (192ff); Medizininformatik-Initiative AG
Consent, Stellungnahme Dynamic Consent.
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zu geben, von dem weder Forscher:innen noch Nutzer:innen vorher wissen
kénnen. Werkzeuge wie der Datenmanagementplan oder das Verzeichnis
von Verarbeitungstatigkeiten (Art. 30 DSGVO) kénnen hier helfen. Bislang
werden sie von Forscher:innen aber nicht als Selbstkontrolle verstanden,
sondern hiufig als zusitzliche Last der Dokumentation. Vertrauen und
Transparenz laufen damit ins Leere. Die Datensouverénitit verkommt so
zur Worthiilse, die den eigentlichen Kern der Privatheit und dem Schutz
vor informationellen Kontextverletzungen - zeitlich, kulturell oder publi-
kumsbezogen -8 nicht gerecht wird. Stattdessen wird sie in wirtschaft-
lichen und forschungspolitischen Kontexten dazu genutzt, ckonomische
Ziele zu verkorpern und Nutzer:innen eine gefiihlte Selbstbestimmung zu
vermitteln.

These 2: Forschungsdatenrdume sind ,menschenleer” und datenfreundlich
konzipiert.

Die Grundlage eines Zusammenwirkens von Nutzer:innen und der For-
schung besteht vor allem darin, dass ein regelmafliger Datenfluss besteht
und die Ergebnisse dieser Preisgabe sich positiv auf die Gesellschaft aus-
wirken. Dies ist mit Blick auf Art.179 AEUV die Grundvoraussetzung fiir
einen Daten-Binnenmarkt im Sinne eines ,free flow of data’, vgl. Art.1
Abs. 1 DSGVO. Forschung, vor allem Gesundheitsforschung, ist damit ein
Katalysator fiir Losungen, die in Daten-Heuhaufen verborgen sind. Das
Gemeinwohl ist diesem Begriffsverstindnis schon qua Forschungsfreiheit
gem. Art.13 S.2 GrCh, Art.5 Abs.3 GG in die Wiege gelegt.? Dies setzt
aber voraus, dass die Datenpreisgabe als Ausnahme und nicht Regel ver-
standen wird; Privatheit muss respektiert und stets an den Grenzen zu
anderen Freiheiten verteidigt werden. Privatheit ist dabei die ,Schaffung
eines geschiitzten Raumes als Voraussetzung zur Personlichkeitsentfaltung,
geschiitzt von den invasiven Kriften einer in die Lebenswelt eindringenden
Wirtschaft“*® in Form des Datenkapitalismus. Dies gesagt, miissen auch
Grundlagen wie Governance-Strukturen und Infrastrukturen abbilden,
dass die Datenaufnahme und -nutzung stets ein Eindringen ist. Grundsitz-

28 Heesen/Ammicht Quinn et al., in: Rofinagel/Friedewald (Hrsg.), Die Zukunft von
Privatheit und Selbstbestimmung, 161 (175).

29 Vgl. BVerfGE 35, 79 (114); 111, 333 (354); Ruffert, in: Calliess/Ruffert, EUV/AEUYV,
Art.13 GrCh Rn. 7.

30 Heesen/Ammicht Quinn et al., in: Rofinagel/Friedewald (Hrsg.), Die Zukunft von
Privatheit und Selbstbestimmung, 161 (167 mwN). Ausfithrlich hierzu Sandfuchs,
Privatheit wider Willen?, 2015 (7ff).

102

- am 18.01.2028, 08:53:1; Op:


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Die Infrastruktur, mein digitaler Zwilling und ich

lich kann so ein Eindringen durch das hohe Gut der Volksgesundheit
und dhnliche altruistische Ziele gerechtfertigt sein - es kommt fiir diese
Ausnahme aber stets auf den Einzelfall an.

Einen Rahmen fiir das Verhiltnis von Datengebenden und der For-
schung als Datenempfangerin sollten die aktuellen® europdischen und
nationalen Regulierungsvorhaben bieten: Data Act, Data Governance Act,
Forschungsdatengesetz sowie Gesundheitsdatennutzungsgesetz, jeweils im
Einklang mit der DSGVO. Der Data Act und der Data Governance Act bil-
den dabei die allgemeine Regulierung von Daten ab; der Data Act bezieht
sich auf die aus der Nutzung eines Produkts generierten Daten, der Data
Governance Act dagegen auf die Daten in der offentlichen Hand. Beide
EU-Regelungen setzen sich also mit dem Datenzugang auseinander. Fiir
einen ausreichenden Bezug miisste sich der EU-Rahmen aber auch mit
den Betroffenenrechten auseinandersetzen. Infrastruktur und Governance-
Strukturen miissen die Interessen und Rechte Betroffener sichtbar mitden-
ken, sei es durch Beteiligungsmoglichkeiten als Kontrolle oder menschliche
Werte (z. B. Ethik, siehe hierzu These 3).

Der Data Act?? adressiert vor allem Hersteller von Produkten und Bereit-
stellung von verbundenen Diensten (also Hard- und Software von smarten
Datenanwendungen wie IoT), ihre Nutzer:innen, Dateninhaber:innen und
Datenempfanger:innen. Der Begriff der Dateninhaber:in meint gem. Art. 2
Nr.13 DA im Hinblick auf nicht-personenbezogene Daten eine damit ein-
hergehende Handhabe iiber die Daten durch die produktherstellenden Un-
ternehmen selbst. Die datengenerierende Person wird in den Erwigungs-
griinden (zB ErwGr 5 und 18 DA) und via Einschub in Art.2 Nr.5 DA
als Nutzer:in beschrieben. Wenngleich es sich nicht um personenbezogene
Daten handelt, stehen der Person Zugangs-, Weitergabe- und Nutzungs-
rechte des Kapitel IT zu. Nutzer:innen werden so mafgebliche Rechte ein-
geraumt, allerdings zur Effektuierung des Daten-Binnenmarktes.>* Sobald
es sich um personenbezogene Daten handelt, kommen gem. ErwGr 34
DA die Rechtsgrundlagen der DSGVO hinzu, sodass es fiir das Daten-
generieren bei Personenbezug der Daten einer Einwilligung nach Art.6
Abs. 1 UAbs. 11it. a DSGVO bedarf. Wahrend mit Geltung der DSGVO das
Risiko fiir personenbezogene Daten beim Verantwortlichen liegt, liegt es

31 Der Beitrag bezieht sich auf den letzten Stand im April 2024.

32 Siehe https://eur-lex.europa.eu/legal-content/DE/TXT/HTML/?uri=0J:L_202302
854

33 Vgl. Funk, CR 2023, 421 (425f).
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nach dem Data Act bei den Nutzer:innen selbst: ,Der Nutzer tragt die
Risiken und genief3t die Vorteile der Nutzung des vernetzten Produkts und
sollte auch Zugang zu den von ihm generierten Daten haben. Er sollte
daher berechtigt sein, aus den von diesem vernetzten Produkt und allen
verbundenen Diensten generierten Daten Nutzen zu ziehen:** Uber den
Umfang an Daten und Risiken werden Nutzer:innen gem. Art.3 Abs.2
DA informiert. Eine Gegenleistung fiir eine Datenweitergabe enthilt nicht
die Nutzer:in, sondern die Dateninhaber:in (also das Unternehmen) als
Kompensation fiir die technische Infrastruktur und Dienstleistung (Art. 9
DA).% Im Gegenzug erhadlt die Nutzer:in Zugriff auf die selbst generierten
Daten (Art.4 Abs.1 DA). Nutzer:innen erhalten damit zumindest auch
die Nutzung des Gerats und damit verbundener Dienste im Tausch gegen
ihre Daten, was dem jiingeren Bild einer datendkonomischen Position der
Verbraucher:in entspricht.3¢ Dezent ldsst sich der Charakter von Leistung
(Daten) und Gegenleistung auch in der ,Gegenseitigkeit geschlossener Ver-
trage® tiber nicht-personenbezogene Daten erkennen (vgl. Art.4 Abs. 13,
Art.1 Abs.10 DA). Insofern widersprechen sich die Erwégungsgriinde
leicht im Abschnitt zur Priifung relevanter Grundrechte, worin wegen der
marktorientierten Ausrichtung der Datennutzung fiir Nutzer:innen durch-
aus 0konomische Interessen (Art.15, 16 GrCh als Spiegelbild der Art.12,
14 GG) benannt werden konnten.”” Insgesamt lasst der Data Act aber
neben erwihnten Moglichkeiten fiir Information und Teilhabe an dem
generierten, nicht-personenbezogenen Datenschatz wenig Spielraum fiir
Widerspruch/Widerruf und Abwégungen von rechtsethischen Interessen.
Hochstens tiber den offenen Begriff der Fairness iiber die Nutzung wegen
aufSergewohnlicher Notwendigkeit (Art. 14 ff DA) lassen sich Mechanismen
erkennen. Die Schwiche auf der Betroffenenseite konnte darin begriindet
liegen, dass mit Aktivierung des Personenbezuges dynamisch das Daten-
schutzrecht zur Anwendung kommt und fiir nicht-personenbezogene Da-
ten primir keine grundrechtlichen Interessen aufkommen.?

Der Data Governance Act widmet sich der Weiterverwendung von Daten
bestimmter Datenkategorien, die sich im Besitz der offentlichen Hand in-

34 ErwGr 18 DA.

35 Jeden Ausgleich aufseiten der Nutzer:innen ablehnend Funk, CR 2023, 421 (424ft).

36 Vgl. EuGH C-252/21, Rn. 102, 143, 148ft. Auch Gesmann-Nuissl/Meyer, Die neue Ara
des Datenhandels - in diesem Band.

37 Vgl. Vettermann, Der grundrechtliche Schutz der digitalen Identitat, 2022 (210ff).

38 Ahnlich Funk, CR 2023, 421 (426).
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nerhalb der Union befinden (Art.1 Abs.1 DGA) und installiert mit dem
Datenaltrusimus und Diensten zur Datenvermittlung bei Preisgabe der
Daten durch Betroffene Konzepte zur Daten-Governance. Alle Konzepte
enthalten Ansdtze, die Individuen in die Prozesse einzubeziehen. Einige
Beispiele: Fiir die personenbezogenen Daten im Besitz 6ffentlicher Stellen
sind Schutzmafinahmen vorgesehen wie die vorherige Anonymisierung
und entweder digitale oder physische Zugangsschranken (Art.5 Abs.3
DGA). Da die Einwilligungsméglichkeit hier entféllt, wenn die personen-
bezogenen Daten per Anonymisierung aus dem Geltungsbereich des Da-
tenschutzrechts entfernt werden, wird sie durch das Erlaubnisverfahren
(Art.5 Abs.2, 4 und Art. 9 DGA) ersetzt. Datenvermittlungsdienste refe-
renzieren in Art.12 DGA auf die traditionellen Mechanismen des Daten-
schutzes und der informationellen Selbstbestimmung, also technische und
organisatorische Mafinahmen fiir Daten- und IT-Sicherheit (lit. ¢ und j),
Zweckbegrenzung (lit. a), das Angebot spezifischer technischer Werkzeuge
zur Erhohung der subjektiven Datensouverénitit (lit. e) sowie einen fairen,
transparenten und nicht-diskriminierenden Zugriff (lit. f). Der Datenaltru-
ismus basiert auf der freiwilligen Datenweitergabe fiir Zwecke, die eine
datenaltruistische Organisation anbietet. Sie fufft damit auf Einwilligung
und subjektiver Datensouverinitat, wenngleich die nationalen Regeln zur
Einrichtung einer Aufsichtsbehorde und der Verfahren (siehe Art.16 DGA)
sowie Empfehlungen zur Einwilligung (Art.25 DGA) bis dato fehlen. In-
soweit diirfte sich nicht nur hierin an der DSGVO orientiert werden, son-
dern auch bei der Erfiillung der Transparenzanforderungen nach Art. 20
DGA und den Vorgaben zum Schutz subjektiver Interessen der Datenin-
haber:innen nach Art.21 DGA. Informiertheit und Transparenz gepaart
mit Freiwilligkeit sollen jedoch ebenso das stark 6konomisch geprigte Ziel
des DGA stiitzen: ,Daten stehen im Mittelpunkt dieses Wandels: Die von
Daten vorangetriebene Innovation wird sowohl den Biirgerinnen und Biir-
gern der Union als auch der Wirtschaft enorme Vorteile bringen®* Die
Governance der Biirger:innen dient damit in erster Linie der ,Gestaltung,
Schaffung und Aufrechterhaltung gleicher Wettbewerbsbedingungen in der
Datenwirtschaft, also dem gleichberechtigten Zugang zu einem Daten-Bin-
nenmarkt. Wie bei These 1 zeigt sich hier erneut, dass subjektive und

39 ErwGr2 DGA.
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okonomische Datensouverinitit eng miteinander verzahnt sind. Ein Indiz
dafiir ist das Ziel der Innovation.*?

Der European Health Data Space (kurz EHDS) soll laut Entwurf einen
Forschungsdatenraum speziell fiir Gesundheitsdaten schaffen, bestehend
aus Vorschriften auf EU-Ebene, Standards und Verfahren sowie Infrastruk-
turen und einem Governance-Rahmen.*! Relevante Akteure sind hier
Dateninhaber:innen, Zugangsstellen fiir Gesundheitsdaten und Datennut-
zer:innen. Nach Art.2 Abs. 2 lit.y EHDS-VO*? ldsst sich die Dateninha-
ber:in als natiirliche oder juristische Person verstehen, die im Gesundheits-
oder Pflegesektor aktiv ist oder die Forschungstatigkeiten hinsichtlich die-
ser Sektoren durchfithrt. Dennoch zielt die VO auf den Schutz natiirlicher
Personen, indem Rechte iiber Verfiigbarkeit und Kontrolle gestarkt wer-
den sollen. Konkret soll diese Starkung durch Zugriffsrechte (zB Art. 8a
EHDS-VO) oder vorgegebene Zwecke der Nutzung (Art. 33, 34 EHDS-VO)
als neue Rechtsgrundlagen im Zusammenspiel mit der DSGVO gelingen.
Soweit es fiir den EHDS nicht weiter vorgegeben ist, sind bei personenbe-
zogenen Daten aber die Informationspflichten der Art. 13, 14 DSGVO zu
erfilllen — auch bei der Sekundarnutzung. Dadurch wird das Verstindnis
der Forscher:innen fiir die eigene Verantwortung verkompliziert. Weitere
Unsicherheiten produzieren die fehlende Legaldefinition der Anonymisie-
rung und ihrer relativen bzw. volatilen Wirkung, fehlende interoperable
Formate und ein Abgleich der Weiterverarbeitung nach DSGVO mit dem
Konzept der Sekundédrnutzung nach EHDS-VO.#> Hevorgehoben sei zu-
letzt der Ausschluss des Patientenwillens: Soweit in der Trilog-Fassung
ersichtlich ist gem. Art. 8h (Primédrzweck) und Art. 35f EHDS-VO (Sekund-
drzweck) keine Einwilligung vorgesehen; alle Patient:innen werden ohne
Ausweichméglichkeit in die elektronischen Register aufgenommen. Der
Gesetzgeber nimmt damit eine Abwégung vorweg, die im Einzelfall trotz
Anonymisierung und Pseudonymisierung weiterhin eine Identifizierbarkeit
ermoglicht.*

Doch wie wirkt sich all dies auf die Infrastrukturvorhaben wie GAIA-X
oder NFDI aus? Konzeptionell sollten die erwdhnten Infrastrukturen unter

40 Kritisch Buccafusco/ Weinstein, Antisocial Innovation, 2023 (630ff, 623f).

41 Art.1Abs.1 EHDS-VO; Roos/Maddaloni, RDi 2023, 225 (226).

42 Der Beitrag bezieht sich auf die vorldufige Fassung aus dem Kompromiss des Trilog,
siehe https://www.consilium.europa.eu/media/70909/st07553-en24.pdf.

43 DSK, Stellungnahme vom 27.3.2023 - auch DuD 2023, 325; im Einzelnen Denga,
EuZW 2023, 25 (30 f, 32 ff).

44 So Denga, EuZW 2023, 25 (30).
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dem fragmentierten Verstindnis von Privatheit, Datenschutz und Security
(nach NIS2-RL und CRA) by Design bzw. Default entsprechende techni-
sche Mechanismen zum Schutz der Betroffenen vorsehen. Das wire je nach
Ansatz der Datenweitergabe vor allem mit Blick auf die European Open
Science Cloud (EOSC) eine am Einzelfall ausgerichtete Silo-Losung, in der
Datensitze modular und zweckspezifisch freigegeben wiirden. Wegen der
unterschiedlichen Ausrichtung sollten EOSC und GAIA-X unterschiedlich
erreichbar sein, also z. B. nicht auf gleichen Servern liegen. Dies betrifft
auch anonymisierte Identititen aufgrund einer moglichen Auflosbarkeit. In
der Realitét ist GAIA-X vorwiegend als dezentrale Infrastruktur bestehen-
der Partner konzipiert.> Der Fokus liegt dabei auf einer Kooperation von
Privatwirtschaft, industrienaher Forschung und offentlicher Hand.#¢ Das
Konzept des Datenraums von Datenraum Kultur®’ und des Datenraum
Mobilitdt*® setzt mit einem dhnlichen B2B-Fokus auf die Triebfedern Wert-
schopfung, Innovation, Transparenz, Effizienz und Souverdnitit - und
ist damit auf die 6konomische Datensouverénitét ausgerichtet. Erganzend
wirkt insoweit die NFDI als Konstrukt, das community-driven aus der
Forschung fiir die Forschung wichst. Im Fokus steht dabei, dass sich die
Anforderungen an die Infrastruktur im Sinne einer forschungsbezogenen
Datensouverdnitit aus der Forschung selbst ergeben. Die Umsetzung der
aufgezeigten Ansitze geschieht daher stets in einem Spannungsverhaltnis
zwischen Recht und Bedarf.

Im Hinblick auf die Konzeption von Regulierung und Forschungsdaten-
rdumen lésst sich also die Tendenz erkennen, dass die Infrastrukturen auf
die Datenerhebung und -sammlung ausgerichtet sind und von ihr abhén-
gen. Sowohl Forschung als auch der datenbasierte Binnenmarkt konnen -
glaubt man den Rechtsakten — nur erfolgreich sein, wenn Individuen ihre
Daten freiwillig und vertrauensvoll teilen oder ihre Daten anonymisiert

45 Im Beitrag von Lang/Kneuper, DuD 2022, 778 ist die dezentrale Architektur nur indi-
rekt als ,foderaler Dienst [...] der Cloud-Dienste kommerzieller Anbieter auf Basis
eines einheitlichen Frameworks zu einem komplexen Okosystem zusammenschlief3t
beschrieben. In der Konzeption als Datenraum wird die dezentrale Struktur dagegen
als Merkmal fiir Souverénitit benannt, siehe Reiberg/Niebel/Kraemer, GAIA-X Hub
Whitepaper 1/2022: Definition Datenraum, 5.

46 Vgl. Reiberg/Niebel/Kraemer, GAIA-X Hub Whitepaper 1/2022: Definition Daten-
raum, 5f; Kraemer/Niebel/Reiberg, GATA-X Hub Whitepaper 1/2023: Geschiftsmo-
delle, off.

47 So Datenraum Kultur, Projektsteckbrief; Kurzinformation; Factsheet.

48 Pretzsch et al., Mobility Data Space — Whitepaper, 2021 (3).
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geteilt werden. Damit bewegen sich die Rechtsakte hin zu einer 6konomi-
schen Datensouverinitit, ohne die subjektive Datensouveranitit merklich
zu starken. Stattdessen wird der Daten-Extraktivismus in Gesetzen und
Vorgaben verstetigt. Vor dem aufgezeigten Hintergrund ist ein Recht auf
Vergessenwerden und die Riickzugsmoglichkeit als negative Schutzrichtung
von informationeller Selbstbestimmung*’ und européischem Datenschutz-
grundrecht (Art.7, 8 GrCh) nicht mehr zu erkennen, obwohl sie Teil
seuropdischer Werte“ sind. Forschungsdatenrdume und Infrastrukturvor-
haben miissen sich an den gezeigten Regelungen orientieren, haben aber
auf Ebene der Ethik bzw. Forschungsethik noch Spielraum. Die traditionel-
len Vorgaben sind gewohnt offen formuliert, sodass die Forschung hier
eigenhédndig das Individuum in den Fokus riicken kénnte. Die Forschung
bzw. Forscher:innen selbst bendtigen hierbei allerdings Unterstiitzung, um
rechtliche Vorgaben zum Schutz der Interessen der Datengebenden auch
umsetzen und wahrnehmen zu konnen. Hieran fehlt es aufgrund der
rechtlich wie forschungspolitisch stark 6konomischen Pragung. Infrastruk-
turen und Forschungsdatenrdume sind also bislang datenfreundlich und
forschungsorientiert ausgerichtet, aber nicht menschenzentriert bzw. ,,men-
schenleer angelegt.

These 3: Deutsche und europdische Gesetzesvorhaben fangen die Men-
schenleere nicht auf. Es fehlt an ethischem Bewusstsein.

Wenn die Infrastruktur Nutzer:innen und ihre digitalen Identitdten nicht
ausreichend menschengerecht auffingt, liegt der Grund méglicherweise
nicht nur in mafig guten Governance-Strukturen mit geringen Einwir-
kungsmoglichkeiten. Es ist zu tberpriifen, ob die jeweiligen subjektiven
Interessen der Datensubjekte durch das Beriicksichtigen (forschungs-)ethi-
scher Grundsitze einbezogen werden. Menschenleere Infrastrukturen
kénnten so doch noch mit menschlichen Werten angefiillt werden.

Die Ansitze dafiir sind zahlreich: National benennen diverse Hochschul-
gesetze die Verantwortung der Forscher:innen, im Rahmen einer Folgenab-
schitzung ,die Anwendung wissenschaftlicher Erkenntnisse in der Praxis®
zu beriicksichtigen, ,die sich aus der Anwendung wissenschaftlicher Er-
kenntnisse ergeben konnen.>? In einigen Bundesldndern wie in Berlin und
Schleswig-Holstein wird dieses Vorgehen durch das Einbinden einer Ethik-

49 Vettermann, Der grundrechtliche Schutz der digitalen Identitdt, S. 109 mwN.
50 Exempl. §40 LHG BW.
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kommission gestiitzt.>! Ethische Prinzipien-Biindel wie CARE>?, OCAP>
oder FACT>* sind darin aber nicht explizit erwahnt, sondern dienen héchs-
tens als Leitlinie fiir die eigene wissenschaftliche Arbeit.>> Erginzt wird
die Auseinandersetzung mit den Interessen der Beforschten durch die Ein-
beziehung der DFG-Praxisregeln in das Arbeitsverhiltnis per schriftlicher
Vereinbarung, um zukiinftige Fordergelder aus DFG-Ausschreibungen zu
erhalten.® Das verfassungsrechtliche Selbstverstindnis der Forschung des
Art.5 Abs. 3 GG, der Gesellschaft per Publikation stets zur Erkenntniser-
weiterung zu verhelfen®, wird so mittelbar gesetzlich abgesichert.

Politisch wird die Notwendigkeit, sich mit den Folgen der Forschung
auseinanderzusetzen, recht lose eingebunden. In der aktuellen Datenstrate-
gie der Bundesregierung sollen fiir die Nutzung pseudonymisierter Daten
»angemessene Haftungsregeln und [...] faire Ausgleichsregeln® gefunden
werden.”® Zu ethischen Fragen im Rahmen des kommenden Forschungsda-
tengesetzes auflert sich die Strategie nicht ausdriicklich. Hochstens lésst
sich die Abwégung ethischer Interessen in die ,verfassungsrechtlichen und
unionsrechtlichen Spielrdume“>® hineinlesen. Ethische Aspekte beriicksich-
tigt die Strategie explizit nur fiir Kiinstliche Intelligenz.%° Die Datenstrategie
aus dem Jahr 2021 gibt sich da nur minimal genauer, indem sie unter einer
verantwortungsvollen Datennutzung ,auch die Orientierung an zentralen
ethischen Grundsitzen und Prinzipien versteht. ,Bei der Nutzung von
Daten ist nicht alles, was technisch mdglich ist, auch ethisch vertretbar und
politisch wiinschenswert. [...] Datenrecht und ethische Grundsitze sind
keine Bremse, sondern wichtig fiir den Schutz der Grundrechte und eine
verantwortungsvolle Datennutzung.“®! Damit referenziert der Wortlaut das
im Jahr 2019 veroffentlichte Gutachten der Datenethikkommission und die

51 Vettermann/Petri, RuZ 2023, 5 (19 ff; zur Ubersicht aller Linderklauseln S. 21 - Stand
April 2023).

52 Fiir ethische Aspekte indigener Gruppen, siehe https://www.gida-global.org/care.

53 Die Interessen von First Nations adressierende Interessen, siehe https://fnigc.ca/ocap
-training/.

54 Fiir die Data Science, siehe https://redasci.org/.

55 Vettermann/Petri, RuZ 2023, 5 (22, 26).

56 Vettermann/Petri, RuZ 2023, 5 (12 mwN): faktisch bindende Wirkung.

57 Zum drittniitzigen Grundrecht siehe Vettermann/Petri, RuZ 2023, 5 (11).

58 Bundesregierung, Datenstrategie, 2023 (17).

59 Ebd.

60 Bundesregierung, Datenstrategie, 2023 (32).

61 Bundesregierung, Datenstrategie, 2021 (7).
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darin erlauterten rechtlich-ethisch gepragten Grundsitze.®? In der jiingsten
Datenstrategie fehlen sie allerdings ganzlich.

Die im Frithjahr 2024 veroffentlichte Strategie fiir die Internationale
Digitalpolitik der Bundesregierung setzt diesen Zwiespalt aus Fokus auf
Individuen und fehlender Konkretheit fort: Unter anderem widmet sich
die Strategie der Forderung ,,menschenzentrierter und innovationsfreundli-
cher Regeln fiir den digitalen Raum®. Dies soll auch durch ,internationale
Regeln [...] zu ethischen Herausforderungen der Technologienutzung“®3 ge-
lingen, worunter wohl der Fokus auf eine ,menschenzentrierte [...] Kiinst-
liche Intelligenz“®4 zu verstehen ist. Wie bereits im Zusammenhang mit
These 1 erwahnt wurde, schlieflen sich okonomische Datensouveranitat
in Form des Datenkapitalismus und eine ethische, menschenzentrierte Per-
spektive aus. Anders ausgedriickt: In einem innovationgetriebenen Modell
findet nur das Individuum Halt, das in einem Datenmarkt tiber Daten als
kapitalisierte Anteile verfiigt und diese einbringen kann. Ein Bewusstsein,
weitreichende ethische Fragen als Aushandlungs- und Gesprachsraum bei-
spielsweise auch auf den globalen Siiden auszurichten, fehlt.%>

Eine mogliche Erklirung fiir dieses Ethik-Defizit wire die Uberformung
durch europiische Vorgaben, sofern sie Angaben zur Datenethik enthalten
und dadurch Liicken auffiillen. Ein erster Anlaufpunkt sind die Strategie-
vorhaben der EU: Die EU-Datenstrategie (2020) beabsichtigt, ,den Aus-
tausch und die breite Nutzung von Daten kanalisieren und gleichzeitig
hohe Datenschutz-, Sicherheits-, und Ethik-Standards [zu] wahren.®® Ge-
meint sind damit aber die in der Strategie stets genannten ,europdischen
Werte“?”, gegebenenfalls auch die Starkung der Selbstbestimmtheit im Um-
gang mit Daten.®® Eine konkrete ethische Einbettung fehlt. Die Digitalstra-
tegie der Europdischen Kommission (2022) plant grundlegend einen men-
schenzentrierten Ansatz zur Konzeption des digitalen Europas. Abgesehen
von einer ,ethischen Nutzung innovativer Technik“® gibt es auch hier
keine Anzeichen, wie sich die Ethik in der Strategie niederschldgt — weder

62 Gutachten der Datenethikkommission, 2019 (43 ff).

63 Bundesregierung, Internationale Digitalpolitik, 2024 (9).

64 Ebd.

65 Vgl. hierzu die Zusammenarbeit mit westlich orientierten Landern, Bundesregierung,
Internationale Digitalpolitik, 2024 (8).

66 EU-Datenstrategie, 2020 (4).

67 EU-Datenstrategie, 2020 (1, 5).

68 EU-Datenstrategie, 2022 (11f).

69 Europdische Kommission, Digitalstrategie, 2022 (2).
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unter dem Punkt ,Digitale Fithrung“ noch in der ,Kommissionsweiten
Architektur® von Infrastruktur und Governance.”? Im Gegenteil ldsst die
Pressemitteilung zur Errichtung virtueller Welten”' erkennen, dass weniger
der Mensch in der virtuellen Welt im Mittelpunkt steht als das damit
verkniipfte 6konomische Potenzial der Daten. Oder wie die Kommission
selbst in der Mitteilung ,Virtuelle Welten, die fiir Menschen geeignet sind“72
hervorhebt: ,Mit einem geschitzten weltweiten Wachstum von 800 Mrd.
Euro bis 2030 und potenziellen 860,000 neuen Arbeitsplitzen bis 2025
werden virtuelle Welten den Wirtschafts- und Beschaftigungssektor in der
EU verdndern.”® Die in der damit verbundenen Studie herausgearbeiteten
Risiken fir digitale Identititen erwéhnt die Kommission nicht.”*

Die EU-Regelungen DGA, DA und der EHDS-VO sind konkrete Um-
setzungen dieser Strategien, in denen sich dann Indizien fiir erwédhnte
ethische Aspekte und europdische Grundwerte finden miissten. Der DGA
enthélt hierzu aber kaum Anhaltspunkte. Einzig im Hinblick auf die ,Da-
tenspende® bzw. den Datenaltruismus auf Basis einer Einwilligung werden
ethische Aspekte angesprochen. Gemafy ErwGr 46 Abs.2 DGA kann im
Kontext von Aufsichtsmechanismen wie einem Ethikrat eine entsprechen-
de Priifung erfolgen, ob ein datenaltruistisches Modell also ,hohe wissen-
schaftliche Ethikstandards und den Schutz der Grundrechte einhalt Ahn-
lich enthélt der DA keine eigenstdndigen Hinweise zu ethischen Vorgaben.
Wiederholt weist er formelhaft auf die Absicherung ,fairer, angemessener
und nichtdiskriminierender Bedingungen fiir die Bereitstellung von Da-
ten”> hin. Gemeint ist damit allerdings nicht der Hinweis, Grundrechte
natiirlicher Personen und Diskriminjerungen marginalisierter Gruppen aus
ethischen Griinden abzubauen. Verortet ist die Formulierung vielmehr
in der Ungleichbehandlung von Marktteilnehmer:innen im B2B-Kontext,
hat damit also einen starken wettbewerbsrechtlichen bzw. 6konomischen
Bezug’® Die EHDS-VO baut auf beiden EU-Gesetzesvorhaben auf und
formuliert im Vergleich dazu konkret ethische Mafistibe. Beispielsweise

70 Europidische Kommission, Digitalstrategie, 2022 (16).

71 EU-Kommission, Pressemitteilung vom 11.6.2023.

72 Siehe https://digital-strategy.ec.europa.eu/de/policies/virtual-worlds.

73 Ebd.

74 EU-Kommission, Extended Reality: Opportunities, success stories and challenges
(Health, Education) - Final Report, S. 58f.

75 Beispielsweise Art. 8 Abs. 1, Art. 10 Abs. 1 DA.

76 Vgl. hierzu Bornkamm/Feddersen, in: Koéhler/Bornkamm/Feddersen, UWG, §5
Rn. 3.95-97 sowie ErwGr 42 DA.
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legen Art. 45 Abs. 2 lit. ha EHDS-VO sowie ErwGr 50 EHDS-VO nahe, im
Genehmigungsverfahren zur Sekundarnutzung von Gesundheitsdaten auch
Informationen iiber die Bewertung ethischer Aspekte der Verarbeitung ge-
mafS nationalem Recht einzuholen. Sie referenziert damit das Gesundheits-
datennutzungsgesetz (GDNG). Letztlich ergeben sich hieraus aber auch
nur geringe und disziplinspezifische Leitlinien fiir Forscher:innen selbst,
die eigentlich als Biirger:innen von den Gesetzen und Verordnungen be-
troffen sind.

Die in These 2 aufgezeigte Menschenleere wird folglich auch nicht
dadurch gefiillt, dass in politischen Strategien oder nunmehr umgesetz-
ten Gesetzgebungsvorhaben ethische Maf3stabe klarer eingebunden wiren.
Stattdessen wird sich iiblicher legislativer Instrumente zur Stirkung der
informationellen Selbstbestimmung und des Datenschutzes bedient: Trans-
parenz durch Information und Berichte, Verantwortlichkeitsketten und Zu-
stindigkeiten oder die Rechtsgrundlage der Einwilligung als bewusstes Ent-
scheidungsinstrument. Die damit verbundenen ,europdischen Werte re-
geln damit am Menschen vorbei, sowohl an Biirger:innen als Verwalter:in-
nen ihrer digitalen Identitten als auch an verunsicherten Forscher:innen.

Damit einher geht eine zunehmende Unsicherheit der Forscher:innen
im Umgang mit gesellschaftlichen Anforderungen an ihre Arbeit, die aus
ethischen Vorgaben erwachsen: Zum einen benennt die Digitalstrategie
der Kommission die ,digitale Inklusion“”?, die in der Strategie neben der
Barrierefreiheit auch die Data Literacy und Zuginglichkeit meinen kann.
Inklusion kann insoweit auch bedeuten, entsprechend niedrigschwellig ver-
schiedene Nationalititen und marginalisierte Gruppen einzubeziehen. Fiir
die CARE-Prinzipien ist die Verstindlichkeit und Zugénglichkeit grundle-
gend, da indigenen Gruppen der Zugang zu westlich-européischen Daten-
satzen in Offentlichen Forschungsrepositorien fremd ist. Insofern kann die
Darstellung ihrer digitalen Souverdnitit schaden, wenn ihre Geschichte
durch westlich gepragte Metadatenfelder dargestellt und ggf. verkiirzt oder
entstellt wird. Inklusion und Souverénitat gehen also ineinander auf, wenn
durch die Zugénglichkeit auch eine Handhabe iiber die Darstellung der
eigenen (kulturellen) Informationen (vgl. Art.5 lit.d DSGVO - Richtig-
keit) geschaffen wird. Durch die bislang geringe Einordnung - strategisch,
(forschungs-)politisch und gesetzlich - sind Forscher:innen regelmaflig
Uberfordert und auf niedrigschwellige Gesprachsformate wie den Legal
Helpdesk im DFG-geférderten Forschungsprojekt NFDI4Culture angewie-

77 Europiische Kommission, Digitalstrategie, 2022 (2).
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sen. Das Benennen und Einbinden ethischer Grundsétze erfordert jedoch
das Gegenteil, also die langfristige und nachhaltige Sensibilisierung fiir
ihre Perspektive. Zum anderen werden sensible Themen wie das Loslosen
von Sexualitit und Gender als ethische und identitatsstiftende Frage kaum
adressiert, obwohl dies fiir Metadaten und Infrastrukturen in bestimmten
Bereichen relevant sein kann. Schon die Aufarbeitung von Frauenrollen
in den letzten 50 bis 100 Jahren zeigt, dass in bestehenden Datensétzen -
auch in &ffentlich auffindbaren - ein gender bias vorliegen kann. Verweise
auf ,hohe Ethik-Standards® greifen da zu kurz, wo das Bewusstsein schon
fiir bestehende ethische Regelungen fehlt. Forscher:innen und Forschungs-
projekten ist bislang selten bekannt, wie angemessen und richtig bei Ein-
willigungen zu informieren ist oder wie Fotografien von Personen per-
sonlichkeitsrechtlich und datenschutzrechtlich zu behandeln sind - trotz
zahlreicher 6ffentlich verfiigbarer Handreichungen, Assistenzsysteme und
Entscheidungsbdaume. Wenn der Mensch im Mittelpunkt der Daten- und
Digitalstrategien stehen soll, braucht es auch eine Orientierung und Unter-
stiitzung der Forschung bei der Umsetzung ihrer ethischen Verantwortung.
In diesem Punkt fehlt es den Umsetzungen politisch und infrastrukturell in
der Breite an einem ethischen Bewusstsein.

4. Conclusio

Insgesamt gelingt es den Regelwerken der EU also nicht, die Perspektive
von Individuen aktiv und gestarkt einzubinden. Der Beitrag konnte ledig-
lich folgende strukturellen Defizite offenlegen:

Zunachst konnte gezeigt werden, dass das Politikum der Datensouveré-
nitat sich nicht als greifbarer Begriff eignet, den grundrechtlichen Daten-
schutz zu reflektieren. Er dient vielmehr als flexibler Terminus, der eine
von Beginn durch 6konomisch-kapitalistische Werte geprégt war. Der Ter-
minus an sich ist damit kein Ansatzpunkt, der die Betroffenenperspektive
und grundrechtlichen Datenschutz in Infrastruktur-Vorhaben hineinbringt.

Diese Perspektive schldgt sich in der untersuchten EU-Regulierung nie-
der: Data Act, Data Governance Act und EHDS-Verordnung enthalten
zwar traditionelle Instrumente des Datenschutzes wie Informationspflich-
ten, Meldeprozesse und Zugangsanspriiche. Sie sind jedoch eher symboli-
scher Natur, da sich sowohl die iibergeordneten EU-Strategien als auch
die Praambeln der Regelungen fiir eine Wertschépfung an Daten in der
Breite aussprechen. Infrastruktur-Vorhaben wie der EHDS animieren daher
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zum Datenteilen und zur Nachnutzung durch die Forschung in jeder Form.
Das Individuum bleibt dabei mangels Opt-In - da ein Opt-Out It. EHDS-
Verordnung vorgesehen ist — und einer unbeeinflussten Entscheidung mit
eigenen Interessen aufien vor.

Die Interessen der betroffenen Personen in Bezug auf ihre digitale
Identitdt werden auch nicht durch ethische Vorgaben aufgefangen. Weder
die Strategien noch EU-Regelungen enthalten konkrete Vorgaben fiir For-
scher:innen sowie fiir Infrastrukturen an sich. An Konzepten zur (langfris-
tigen) Unterstiitzung von Forscher:innen bei einer ethischen und rechts-
konformen Forschung fehlt es ebenso.
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Drei Wiinsche an die Datenpolitik — aus Sicht einer
Dateninfrastruktur

Stefanie Fuchsloch, Wolf Zinke, York Sure-Vetter

Zusammenfassung

Die Nationale Forschungsdateninfrastruktur (NFDI) eV. hat die Vision:
»Daten als gemeinsames Gut fiir exzellente Forschung, organisiert durch
die Wissenschaft in Deutschland! Um diese Vision zu verwirklichen,
richtet NFDI folgende drei Wiinsche an die Datenpolitik: Erstens beno-
tigt der Aufbau neuer Infrastrukturen Vertrauen und eine langfristige Fi-
nanzierung, da es nicht nur um technische Dienste und Angebote geht,
sondern um simtliche organisatorische Prozesse und forschungsrelevante
Methoden (RfII 2016, S.12). Fiir den Austausch und die Vernetzung ist die
Standardisierung in einer Infrastruktur ,zwingende Voraussetzung’, weswe-
gen neben der Hardware auch die ,Menschen, Praktiken und Software®
zentral sind (Strecker et al. 2023, S. 41f.). Zweitens, da der sichere Daten-
austausch weitere Innovationschancen fiir die verschiedenen Datenakteure
wie Wissenschaft, Wirtschaft oder Zivilgesellschaft bietet, braucht es stan-
dardisierte Prozesse gerade in der Datenbereitstellung und dem Datenzu-
gang. Dadurch mindern sich die Risiken fiir die verschiedenen Beteiligten
durch klare rechtliche Rahmenbedingungen, z. B. hinsichtlich des Zugangs
zu den Daten, ihrer Sicherung und Weitergabe (NFDI 2022). Aufgrund
standardisierter Datenformate und Authentifizierungssysteme konnen Da-
ten, Analyseverfahren und entsprechende Software ausgetauscht und ggf.
verkniipft werden. Drittens sollen gemeinsame Werte wie Privatsphire,
Selbstbestimmung und Informationen zur Datennutzung durch ein FAIRes
Datenokosystem auch durch die Datenpolitik wirksam geschiitzt werden.
Dazu bedarf es einer Aufgabenvielfalt fiir verschiedene Datenakteure in
Wissenschaft, Wirtschaft und Zivilgesellschaft, um so Datenmonopole zu
verhindern und eine allgemeine Zuginglichkeit zu gewihrleisten. Daher
sind die Gesetzgeber aufgefordert, fiir Forschende erfiillbare Rahmenbe-
dingungen zu schaffen, so dass vertrauensvolle Dateninfrastrukturen eta-

1 https://www.nfdi.de
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bliert werden kénnen, z.B. das Recht auf Forschungsgeheimnis (RatSWD
2022).

1. Notwendigkeit der drei Wiinsche an die Datenpolitik

Die Anforderungen an die Datenpolitik fiir das 21. Jahrhundert sind viel-
seitig und dringlich. Daten werden heute als Rohstoff fiir vielfaltige tech-
nische und soziale Innovationen und letztlich fiir immer mehr wertschop-
fende Prozesse gesehen. Mit dem Aufbau der Nationalen Forschungsdaten-
infrastruktur (NFDI) soll dazu in Deutschland der Zugang zu Forschungs-
daten iiber alle Wissenschaftsbereiche verbessert werden. Intuitiv klar ist,
dass der Aufbau einer neuen Infrastruktur von Beginn an ein langfristiges
Commitment erfordert, um schrittweise das Vertrauen in die Infrastruk-
tur zu etablieren. Gerechte Moglichkeiten des Datenaustauschs sind dabei
ein unerldsslicher Bestandteil fiir die Innovationschancen in Wissenschaft,
Wirtschaft oder Zivilgesellschaft. Fiir einen effizienten Datenaustausch ist
es essentiell, dass die Daten nachhaltig auffindbar (findable), zugéinglich
(accessible), interoperabel (interoperable) und wiederverwendbar (reusable)
ausgestaltet sind, was das Ziel der FAIR-Prinzipien ist (Wilkinson et al.
2016). Mit der allgemeinen Verfiigbarkeit von Daten zunehmend verkniipft
ist zudem, dass gemeinsame Werte und Grundrechte, wie Privatsphére und
Schutz von personenbezogenen Daten, wirksam geschiitzt werden.

Die Verbesserung der Nachnutzung von Daten hat fiir wissenschaftliche
Entdeckungen und Innovationen ein enormes Potential, da zunehmend
neue Erkenntnisse in der Forschung durch die Verwendung von bereits
bestehenden Daten gewonnen werden. Auch unter 6konomischen Aspek-
ten ist dies bedeutend: Die EU-Kommission schétzt die jahrlichen Kosten
dafiir, dass bei der Bereitstellung von Forschungsdaten die FAIR-Prinzipien
nicht umgesetzt werden, auf ca. 26 Milliarden Euro (EU-Kommission 2018,
S.4). Eines der grofiten Hindernisse ist dabei noch immer, die richtigen
Daten-sdtze zu finden, zu verstehen und fiir die eigene Zwecke nutzbar zu
machen. Um dies zu l6sen, wurde der NFDI-Verein? mit dem Ziel gegriin-
det, einen Wissensspeicher aufzubauen, mit dem wertvolle Datenbestinde
aus der Forschung systematisch erschlossen und vernetzt werden. Dies

2 Aus diesem Grund empfahl der Rat fiir Informationsinfrastrukturen (RfII 2016, S.2)
im Bericht ,Leistung aus Vielfalt“ den Gesetzgebern, eine ,netzwerkformige, dynami-
sche Struktur® mit verschiedenen Service- und Kompetenzzentren der diversen Wis-
senschaften aufzubauen. Abrufbar hier: https://rfii.de/?p=1998 [26.05.2023].
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schafft eine weitere und unverzichtbare Grundlage fiir ein erfolgreiches
und effizientes deutsches Wissenschaftssystem (Sure-Vetter et al. 2021). Die
Aufgabe wird durch ein dezentrales NFDI-Netzwerk diszipliniibergreifend
wahrgenommen, in das die existierenden Einrichtungen eingebunden wer-
den (RfII, S. 40f.).

Mit dieser neuen Forschungsdateninfrastruktur werden fiir unsere Ge-
sellschaft immense Moglichkeiten erdffnet, was sich z. B. in der Genom-
forschung zeigt: Gerade seltene genetische Erkrankungen lassen sich nur
schwer erforschen, weil ein Zusammenschluss der wenigen vorhandenen
Datensitze fehlt - moderne (KI-gestiitzte) Methoden bendtigen aber eine
hinreichend grofle Datengrundlage fiir das Identifizieren von Zusammen-
héngen und somit auch die Entwicklung von Therapiemoglichkeiten (siehe
GHGA3).

Um diesem und weiteren Spannungsfeldern zu begegnen, arbeiten im
NFDI-Netzwerk aktuell 26 Fach- und Methodenkonsortien* daran, die
Expertisen der unterschiedlichen Wissenschaftsdisziplinen zu vernetzen
und zu biindeln. Auf der einen Seite entwickeln die Konsortien fachspezi-
fische Losungen fir ihre Disziplin, auf der anderen Seite stehen sie im
Verein in einem aktiven Austausch, um an diszipliniibergreifenden Themen
zu arbeiten. In derzeit fiinf NFDI-Sektionen® erarbeiten Vertreter:innen
aus verschiedenen Wissenschaftsdisziplinen fachiibergreifende Ldsungen
fir gemeinsame Herausforderungen. Die einzelnen Sektionen fokussieren
sich dabei auf unterschiedliche Themen, seien es Herausforderungen im
infrastrukturellen Bereich, auf Metadaten bezogen, rechtliche Aspekte be-
treffend, kompetenzbildend oder im Austausch mit weiteren Akteuren zum
Beispiel aus der Wirtschaft. Das Basisdienstkonsortium Base4NFDI® fokus-
siert sich auf die Entwicklung gemeinsamer fachiibergreifender Dienste
wie IAM4NFDY’ als Zugriffsmanagementsystem oder PID4NFDI® fiir eine
dauerhafte Referenzierung von Datensdtzen.

Der Bedarf an Fachkenntnissen in der Datenkompetenz steigt entspre-
chend auf allen Ebenen des Datenlebenszyklusprozesses, d. h. von der
Erfassung der Rohdaten, zur Aufbereitung der Daten, um diese analysieren

https://www.ghga.de/de/

https://www.nfdi.de/konsortien/

https://www.nfdi.de/sektionen/

https://base4nfdi.de/

IAM4NFDI: IAM: Identity- und Access-Management, siehe: https://base4nfdi.de/proj
ects/iam4nfdi

8 PID: Persistent Identifier, siehe https://base4nfdi.de/projects/pid4nfdi

NG W
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zu kénnen, bis hin zur Nachbereitung von Daten, um diese nachhaltig
auffindbar auszugestalten. Jene unterstiitzenden Vorgénge miissen dezentral
in den (Forschungs-) Einrichtungen etabliert werden, z. B. durch Fachper-
sonal wie FDM-Specialists; gleichzeitig besteht ein Bedarf an zentralen
Strukturen aus technischer, organisatorischer und regulatorischer Sicht,
insbesondere fiir die Nachnutzung von Daten in interdisziplindren For-
schungsvorhaben. Ziel des NFDI-Vereins ist es gemafd § 2 Abs. 3 der NFDI-
Satzung’, eine ,koordinierte, vernetzte Informationsinfrastruktur [...] mit
verlasslichen Diensten und Angeboten® zur Verfiigung zu stellen und daher
einen ,standardisierten Umgang mit Forschungsdaten® und der flichen-
deckenden ,Entwicklung diszipliniibergreifender Metadatenstandards® zu
schaffen. Um die (Daten-) Wertschopfung fiir den Wissenschaftsstandort
Europa zu steigern, wurden in den letzten Jahren zahlreiche EU-Rechtsakte
erlassen, durch die die europiischen Datenstrategie, eine ,brancheniiber-
greifende Datenweitergabe zum Nutzen von Unternehmen, Forschenden
und offentlichen Verwaltungen® zu verwirklicht (EU-Kommission o. D.).
Schitzungen besagen, dass die Datenwirtschaft im Jahr 2025 bereits 829
Milliarden Euro an Wert in der EU haben wird (EU-Kommission o. D.).
Fir Forschende haben diese Rechtsakte eine immense Relevanz, denn
sie regeln Datenzuginge, z. B. im Data Act!l® oder Digital Services Act!l.
Allerdings erfordern die Rechtsakte auch entsprechende Umsetzungen auf
nationaler Ebene, die aber noch andauern. Auch auf deutscher Ebene ist die
im August 2023 durch das Bundeskabinett verabschiedete Datenstrategie
mit dem Ziel angetreten, Daten effektiver zu nutzen (Bundesregierung
2023), z. B. durch das Datennutzungsgesetz und das Gesundheitsdatennut-
zungsgesetz.

Um Daten nachhaltig zu nutzen, gilt es, einige Faktoren zu beachten,
weshalb der NFDI-Verein in den folgenden Unterkapiteln drei Wiinsche an
die Datenpolitik formuliert.

9 https://www.nfdi.de/wp-content/uploads/2021/05/Satzung-NFDI-eV.pdf
10 Data Act: Verordnung EU/2023/2854 vom 13.12.2023: O] L, 2023/2854, 22.12.2023.
11 Digital Services Act: Verordnung EU/2022/2065 vom 19.12.2922: O] L 277, 27.10.2022,
p. 1-102.
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2. Erster Wunsch: Dem Aufbau von Infrastrukturen muss das dauerhafte
Commitment folgen.

Infrastrukturen stellen essentielle Rahmenbedingungen fiir die Funktions-
fahigkeit eines Landes oder einer Organisation dar. Dabei umfassen Infra-
strukturen nicht nur physische Strukturen wie Straflen- oder Eisenbahn-
netze, sondern beinhalten zudem auch deren Management, damit verbun-
dene Qualifikationen und vor allem das personelle Know-how, um die
Einbindung und Koordination in bestehende Systeme zu gewdhrleisten.
Eine eindeutige Abgrenzung verschiedener Infrastrukturen zueinander ist
oft schwierig, da diese meist eng miteinander verzahnt sind und einander
gegenseitig bedingen. Die Infrastrukturen sind ein wichtiger Teil der Da-
seinsvorsorge, die die Grundlage fiir die Lebensqualitat und wirtschaftliche
Entwicklung eines Landes liefern, weshalb es im Interesse des Staates ist,
nicht nur fiir den Aufbau relevanter Infrastrukturen zu sorgen, sondern
zudem auch den Erhalt der Infrastruktur sicherzustellen. Gut funktionie-
rende Infrastrukturen werden oftmals nicht richtig wahrgenommen, erst
bei einem Ausfall wird die Relevanz erkannt (z. B. Internetstorung, Brii-
ckensperrung, Stromausfall) (Star & Ruhleder 1996, S. 4f.).

Im Bereich der Wissenschaft sind Forschungsinfrastrukturen die not-
wendigen Grundvoraussetzungen zur Durchfithrung von verschiedenen
Forschungsaktivitdten. Unter Forschungsinfrastrukturen fallen unter ande-
rem die Laboratorien mit ihren Forschungsgeriten, Rechenzentren und
Bibliotheken. Gerade in diesem Bereich wird deutlich, dass der entspre-
chenden Fachkompetenz und dem effizienten interpersonellen Austausch
der beteiligten Personen eine hohe Bedeutung zukommt, denn ohne diese
verlieren Forschungsinfrastrukturen ihre Funktion. Ein Staat, der den Wert
von Forschung und Bildung erkannt hat, sollte entsprechend Ressourcen
aufbringen, um gut funktionierende Forschungsinfrastrukturen aufrechtzu-
erhalten, damit Forscher:innen in der Lage sind, wertvolle und aussage-
kraftige Daten in ihren Experimenten zu erheben.

Zwei Formen von Infrastrukturen, die im Rahmen der Digitalisierung
an Bedeutung gewonnen haben und derzeit entsprechend weiter aufgebaut
werden, sind Informations- und Dateninfrastrukturen.

Informationsinfrastrukturen sind nicht nur technische Dienste und An-
gebote, sondern samtliche organisatorischen Prozesse und forschungsrele-
vanten Methoden (RfII 2016, S. 12). Fiir den Austausch und die Vernetzung
ist die Standardisierung in einer Infrastruktur ,zwingende Voraussetzung®
weswegen neben der Hardware auch die ,Menschen, Praktiken und Soft-
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ware® zentral sind (Strecker u.a. 2023, S.41f.). Dementsprechend umfas-
sen Dateninfrastrukturen neben Informationsinfrastrukturen auch Services
(inkl. Hard- und Software) fiir die Nutzung und Speicherung von Daten.
Zu diesen Services gehoren weitere Akteure wie Rechenzentren, Archive,
Initiativen etc. Der Austausch mit diesen Akteuren ist grundlegend, um
bestehende Losungsmodelle auch fiir andere zu adaptieren. Die Bedeutung
und der Bedarf nach einem Austausch zu diesen Themen zeigte sich
zum Beispiel bei der ersten Conference on Research Data Infrastructure
(CoRDI), die im September 2023 in Karlsruhe stattfand und mit fast 700
Teilnehmenden sehr gut besucht war.

2.1 Eine Infrastruktur durch Aufgabenvielfalt

Die Vision des NFDI-Vereins!? lautet: ,NFDI: Daten als gemeinsames Gut
fiir exzellente Forschung, organisiert durch die Wissenschaft in Deutsch-
land® Das bedeutet unter anderem, bestehende Datensilos abzubauen und
digitale Daten verfiigbar und verkniipfbar auszugestalten, weil der digitale
Wandel den Wissenschaften neue Mdoglichkeit bietet (DFG 2020). Inzwi-
schen werden in der Wissenschaft Daten meist digital erhoben, doch auch
fiir die Forschung, die auf analogen Informationen wie archdologischen Ar-
tefakten, Bodenproben etc. beruhen, ist eine Uberfithrung in eine digitale
Représentation Voraussetzung, um durch grofiere oder verkniipfte Daten-
sitze den wissenschaftliche Erkenntnisgewinn zu beférdern. Dadurch kann
z. B. das Verstandnis von Mikroorganismen erweitert (siehe NFDI4Micro-
biota), schnelleres Kunststoff-Recycling entwickelt (siehe NFDI4Chem)
oder Kulturerbstitten digital kartiert werden (siehe NFDI4Objects). Ge-
meinsame Losungen sind dabei wichtig, weil es neben Standardisierungen
und technischer Umsetzung, auch um eine ,rechtliche Infrastruktur® geht
(Hennemann et al. 2024), welche den Datenlieferant:innen und Nutzer:in-
nen ihre Rechte (z.B. auf Privatsphire, auf Information, auf Selbstbestim-
mung) gewihrleistet und fiir die Forschung durch datenschutzrelevante
Einwilligungen, Ethikkomitees oder Datenspenden essentielle Aufgabenbe-
reiche sind.

Es sollte daher auch das Ziel der Datenpolitik sein, die Interessen
des Einzelnen und die Aufgabenvielfalt der Datenakteure (wie NFDI, For-
schungsdatenzentren (FDZ), Rechenzentren, Archive) zu gewihrleisten.

12 https://www.nfdi.de/verein/
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Durch gegenseitige Kontrolle und unterschiedliche Verantwortlichkeiten
sind die Daten nicht nur zentral fiir Wenige verfiigbar, womit aktiv der
Entstehung von Datenmonopolen entgegengewirkt wird. Entsprechend
sollten Infrastrukturen fiir Akteure des Gemeinwohls - wie es 6ffentliche
Forschungseinrichtungen, Nicht-Regierungs-Organisationen (NGOs) oder
Medien sind - zugdnglich sein, um datenbasierte Innovationen und daten-
basierte Kontrollmechanismen zu gewahrleisten. Denn in einem foderier-
ten System bedarf es gemeinwohlorientierter Datenakteure wie NFDI oder
FDZ, um Daten aufzufinden und Zugang entsprechend dem Schutzgehalt
der Daten zu erhalten. Dabei steigt der Arbeitsaufwand fiir die Langzeitar-
chivierung von Datensdtzen und aufgrund der oftmals disziplinspezifischen
Standards und Konzeptionierungen sind die Datensétze fiir zukiinftige in-
teressierte (Wissenschafts-)Communitys schwer zugénglich (fiir Biosamm-
lungen: Bishop & Hank 2016, S.7). Obgleich bedarf es einer zuverldssigen
Langzeitarchivierung von relevanten Datensitzen wie z. B. Zeitzeugen-In-
terviews oder aufwendig erhobener Daten von Versuchsfahrzeugen mit
(kostspieligen) Laserscannern und Kameras (siche NFDI4Ing). Die Aufga-
ben entlang des Datenlebenszyklus sind von verschiedenen Datenakteuren
organisatorisch, technisch und personell mit gemeinsamen Schnittstellen
und Regeln (wie Metadaten und standardisierten Prozessen) auszugestal-
ten, um ,energieeffiziente, sichere und moderne Dateninfrastrukturen®
(BMBF 2023) langfristig zu gewahrleisten.

2.2 Verstetigung von Forschungsdateninfrastrukturen

Um Planungssicherheit fiir Forschungseinrichtungen zu schaffen, bedarf es
einer verldsslichen Forschungsdateninfrastruktur, die {iber eine nachhaltige
Finanzierung verfiigt, um so den Datenaustausch langfristig gesichert aus-
gestalten zu kénnen (SPD-Arbeitsgruppe 2023).

(1) ,May all your problems be technical® [... mit Infrastrukturen ...] wird
Jim Gray® von Prof. Borgman (2023) zitiert, denn Infrastrukturen
besitzen zusétzlich zu den technischen auch lokale, soziale und globale
Dimensionen, z. B. bei der Einbettung in andere Systeme (Star &

13 Turing Award Gewinner fiir seine Forschungsverdienste im Bereich Datenbanken
und Transaktionsverarbeitung sowie technische Fithrung bei der Systemimplemen-
tierung: https://amturing.acm.org/award_winners/gray_3649936.cfm.
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)

®)

Ruhleder 1996, S. 5). Daraus ergeben sich laut Borgman (2023) weitere
Fragen: Welche Daten sind nachnutzbar und wie? Welche Ressourcen
gibt es? Welche Governance wird geschaffen? Welche Risiken gibt es?
Wissenschaftsdisziplinen haben unterschiedliche Sprachen, Vokabula-
re, rechtliche Unterschiede, sodass die Disziplinen ihr Fachverstindnis
tibersetzen miissen, um gemeinsame Losungen fiir diese Fragestellun-
gen zu finden. Das Urheberrecht ist zentral bspw. fiir Bilder- und
Textkorpora, weniger hingegen fiir Labordaten der Chemie. Infrastruk-
turen und Datenmittler, wie es Datenrdume sind, benétigen daher
zuverldssige Strukturen und Governance'.

Forschungsdaten und Auswertungssoftware sind Ergebnisse der
Forschungsarbeit (bspw. zu Castell et al. 2024), jedoch nicht gleicher-
maflen prestigetrichtig wie Publikationen in Fachzeitschriften. Es
bedarf eines Kulturwandels in der Wissenschaft, um auch die Verof-
fentlichung von Forschungsdatensitzen als wichtigen Beitrag fiir die
Wissenschaft anzuerkennen. Auflerdem bendtigt es die Entwicklung
einer guten Fehlerkultur, denn Forschende schrecken vor der Verdf-
fentlichung ihrer Forschungsdatensitze aus Furcht zuriick, dass Un-
stimmigkeiten in den Daten und Analysen festgestellt werden konnten.
Dabei konnte ein Lernen am eigenen Datensatz durch nachnutzende
Forschende ermdglicht werden, wodurch Open Science stirker gelebt
wiirde (Herres-Pawlis et al. 2022, S. 2).

Sichere und effiziente Dateninfrastrukturen sind letztlich das Funda-
ment fiir einen gesicherten Datenaustausch; nur mit dem langfristigen
Ausbau, der Koordination der Infrastruktur-Akteure und einer verldss-
lichen Finanzierung kann Vertrauen in den Datenaustausch auch fiir
andere Datenakteure wie Wirtschaftsunternehmen geschaffen werden
(Stiwe 2023, dhnlich Riphan 2023). SchliefSlich sind Services in der
Datensicherheit oder Authentifizierungsstruktur stetig weiter zu entwi-
ckeln und zu pflegen. Bereits die EU-Expertengruppe zu Data Sharing
kritisierte, dass fehlendes Vertrauen der Datenakteure aufgrund von
Intransparenz, mangelnder Datenkompetenz und der Abwesenheit
ethischer Ansdtze das grofite Hindernis im Datenaustausch seien (EU-
Kommission 2020, S. 8, 491t.).

Ziel ist es, Forschende zu befdhigen, Daten gemaf8 der FAIR-Prinzipien zu
erheben und zu speichern, sodass auch andere auf ihre Forschungsdaten

14 Siehe hierzu auch der Beitrag von Reiberg, Niebel und Schmitz in diesem Band.
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ohne zeitaufwendige Datenaufbereitung zuriickgreifen kdnnen. So kénnen
aus diesen bestehenden Forschungsdatensitzen neue verkniipfte, aufberei-
tete Datensdtze entstehen, die wiederum weiterverwendet werden konnen.
Um die bestmdgliche Losung fiir die Datensitze zu finden, miissen ausrei-
chend Unterstiitzungsangebote wie Helpdesks der NFDI-Konsortien oder
entsprechende Workshops' bereitgestellt werden.

3. Zweiter Wunsch: Innovationschancen fiir alle durch gerechten
Datenaustausch

Daten aus den verschiedenen Wissenschaftsdisziplinen und Wirtschaftssek-
toren sind unterschiedlich in ihren Charakteristika und Interpretations-
vorgehensweisen und liegen oftmals als dezentrale, unstrukturierte Daten-
sitze ab, sodass sie nur mit unverhaltnismafligem Aufwand nachnutzbar
sind. Dabei teilen die verschiedenen Datenakteure dhnliche Sorgen beim
Datenaustausch: Der Verlust vor der Datenkontrolle, Haftungsrisiken,
Reputationsverluste, Rechtsverstéfle im Bereich des Datenschutzes, des
Vertragsrechts (sieche Non-Disclosure Agreements) oder dem Recht auf
geistiges Eigentum. Die hohen administrativen Aufwinde fiir die Rechte-
kldrung eines Datenzugangs belasten insbesondere kleinere und mittelstan-
dische Unternehmen sowie kleinere Forschungseinrichtungen. Die Rechts-
unsicherheiten sind unterschiedlicher Natur, von oftmals heterogenen oder
fehlenden Zugangsregeln, bis hin zu einer Vielzahl an bereichsspezifischen
Regelungen wie im Sozial-, Archiv- und Urheberrecht (NFDI-Sektion EL-
SA 2023, S.12, RatSWD 2023). Diese Verstindigungshiirde wird durch
unterschiedliche foderale Handhabungen und Zusammenarbeit, z. B. im
Registerrecht und Datenschutz, verstirkt (Sachverstdndigenrat 2023, S.12;
zu Registerdaten: RatSWD 2023). Im Jahresgutachten 2023 kritisieren die
Wirtschaftsweisen, dass belastbare Aussagen zu relevanten Themen auf-
grund einer fehlenden Dateninfrastruktur scheitern (Sachverstandigenrat
2023, S. 389ft.).

Standardisierte Prozesse, gerade in der Datenbereitstellung, mindern
die Risiken fiir die verschiedenen Beteiligten durch klare rechtliche Rah-
menbedingungen, z. B. hinsichtlich des Datenzugangs, der Datensicherheit
und -weitergabe (NFDI 2022). Aufgrund standardisierter Datenformate

15 wie bspw. der Workshop von Text+: ,Wohin damit? Storing and reusing my language
data’; siehe Bericht: https://textplus.hypotheses.org/6074.
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und Authentifizierungssysteme kénnen Daten, Analyseverfahren und ent-
sprechende Software ausgetauscht und ggf. verkniipft werden. Dabei gilt
es, die Schutzgehalte von Daten wie Geheimnisschutz zu beachten und
sensible personenbezogene Daten wie politische Einstellungen oder sexu-
elle Orientierung zu schiitzen, indem spezielle Zugangsmdoglichkeiten ge-
nutzt werden. Das Five-Safes-Modell'¢ zeigt zum Beispiel anhand von fiinf
Risikodimensionen die empfohlene Art des Datenzugangs auf. So verwen-
den auch die Forschungsdatenzentren bereits — je nach Datensensibilitat
- verschiedene Zugriffsmoglichkeiten auf Daten. Auf der anderen Seite
miissen die Pflichten wie die Verantwortung der Datensicherheit, -schutz,
Anonymisierung oder auch Ausschluss von kommerzieller Nutzung gere-
gelt sein. An dieser Stelle spielen bei sensiblen Daten die verschiedenen
Datentreuhand-Modelle sowie Datenrdume zunehmend eine grofiere Rol-
le?. Fiir gemeinwohlorientierte Forschung sollte der Datenzugang nur ,,in
gut begriindeten Ausnahmefillen” verwehrt werden (Stiwe 2023); denn die
Erkenntnisse kommen allen zu Gute (NFDI-Sektion ELSA 2023a, S. 2).

3.1 Herausforderungen fiir die Datennutzung aus dem Blick des
Datenschutzes

Im Bereich der Forschung mit personenbezogenen Daten gibt es durchaus
bereits Privilegien fiir die Forschung in verschiedenen Rechtsbereichen
(Hilgendorf 2023, Podszun 2023, Specht-Riemenschneider 2021), wenn-
gleich die Suche nach der korrekten gesetzlichen Grundlage fiir Forschen-
de enorme Unsicherheiten birgt; nicht zuletzt aufgrund der mdglichen
Sanktionen (Boehm & Hallinan 2023, S. 36). Datenschutzrechtliche Einwil-
ligungen sind ein Instrument, mit dem betroffene Personen iiber ihr Recht
auf Selbstbestimmung informiert werden. Im Forschungsumgang mit per-
sonenbezogenen Daten sind Einwilligungen ein Instrument, um Personen
Gber die Verwendung der Daten und ihre Rechte wie Widerruf zu infor-
mieren. Forschende, die mit personenbezogenen Daten in Forschungspro-
jekten arbeiten, werden bei der Erstellung solcher Einwilligungen fiir die

16 Siehe: https://ukdataservice.ac.uk/help/secure-lab/what-is-the-five-safes-framework/

17 Siehe auch der Beitrag von Piischel & Lassak (2023) auf der Jahreskonferenz der
Plattform Privatheit. https://plattform-privatheit.de/p-prv-wAssets/Assets/Jahreskonf
erenz2023/Praesentation/Pueschel_Zukunftsmodell-Datentreuhaender.pdf

128

- am 18.01.2028, 08:53:1; Ops


https://ukdataservice.ac.uk/help/secure-lab/what-is-the-five-safes-framework
https://plattform-privatheit.de/p-prv-wAssets/Assets/Jahreskonferenz2023/Praesentation/Pueschel_Zukunftsmodell-Datentreuhaender.pdf
https://plattform-privatheit.de/p-prv-wAssets/Assets/Jahreskonferenz2023/Praesentation/Pueschel_Zukunftsmodell-Datentreuhaender.pdf
https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://ukdataservice.ac.uk/help/secure-lab/what-is-the-five-safes-framework
https://plattform-privatheit.de/p-prv-wAssets/Assets/Jahreskonferenz2023/Praesentation/Pueschel_Zukunftsmodell-Datentreuhaender.pdf
https://plattform-privatheit.de/p-prv-wAssets/Assets/Jahreskonferenz2023/Praesentation/Pueschel_Zukunftsmodell-Datentreuhaender.pdf

Drei Wiinsche an die Datenpolitik

jeweiligen Forschungsteilnehmenden tlw. durch virtuelle Assistenten wie
das Tool IVA2!8 des Konsortiums BERD@NFDI unterstiitzt.

Die Datenbereitstellung fiir die Sekundérnutzung ist dabei besonders
komplex aufgrund nationaler Unterschiede. Es bleibt zu klaren, inwiefern
es einer neuen Rechtsgrundlage bedarf, wenn die weitere Verarbeitung
nicht mehr mit dem priméren Zweck als vereinbar angesehen wird (Boehm
& Hallinan 2023, S.39f,, Specht-Riemenschneider 2021, S.28ff.). Nach der
Datenschutzgrundverordnung (DSGVO)® ist es zwar moglich, im Rahmen
des offentlichen Interesses eine Anderung des Verwendungszweckes fiir
Archivzwecke, Forschungszwecke oder statistische Zwecke vorzunehmen,
dieser muss aber mit dem urspriinglichen Zweck der Daten vereinbar
sein (Specht-Riemenschneider 2021, S. 31). Problematisch ist auch die Ver-
kniipfung verschiedener Datensatze, weil die gesetzlichen Erlaubnisgrund-
lagen in den jeweils relevanten Gesetzen fehlen (Sachverstindigenrat 2023,
S.393ff.; RatSWD 2023, S. 2ft.).

So sind die Uberschneidungen von der DSGVO mit dem Bundesdaten-
schutzgesetz (BDSG) sowie mit zahlreichen Landesgesetzen ,selbst fiir
Experten nicht immer [in einer] durchsichtigen Weise“ (Hilgendorf 2023,
S.59), weswegen der scheidende Bundesdatenschutzbeauftragte Kelber??
fir die Sekundédrnutzung eine ,landeriibergreifende, einheitliche Regelung®
empfiehlt, da Forschung dem Gemeinwohl dient und somit im 6ffentlichen
Interesse ist (Kelber, 2023, S.19). Nichtsdestotrotz miissen die Rechte von
Forschungsteilnehmenden, deren personenbezogene Daten verwendet wer-
den, mit den Privilegien fiir die Forschung in Einklang gebracht werden,
denn auch hier gibt es Pflichten wie die Datenminimierung oder frithzeiti-
ge Pseudonymisierung, bzw. besser eine Anonymisierung durch unabhén-
gige Stellen (Kelber 2023, S.19). Ziel sollte es stets sein, die Forschungsteil-
nehmenden, deren personenbezogene Daten genutzt werden, als Betroffene
miteinzubeziehen, denn je héher die Gefahr der Re-Identifizierung, des-
to hoher die Transparenzverpflichtungen. Das bedeutet, dass Forschende
technische und organisatorische Sicherheitsmafinahmen umsetzen sollten,
die iiberpriifbar sein miissen - ergo miissen Mindeststandards festgelegt
sein. Fiir die Sekundirnutzung konnten auch Datenzugangsanspriiche fiir
die Forschung mafigeblich durch Forschungsklauseln erleichtert werden
(Specht-Riemenschneider 2021, S. 271t.).

18 Siehe: https://www.berd-nfdi.de/iva2/
19 Datenschutzgrundverordnung: EU/2016/679. O] L 119, 4.5.2016, p. 1-88.
20 Amitszeit 7. Januar 2019 bis voraussichtlich 6. Juli 2024
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Ziel des Forschungsdatengesetzes sollte es daher sein, Forschung und
Datenschutz auszubalancieren und bestehende Defizite beim Datenzugang
und der -verkniipfung zu beheben. Die Herausforderung des Datenschut-
zes ist zwar nur auf personenbezogene Daten bezogen, dennoch veran-
schaulicht sie gut, welchen weiteren Herausforderungen Forschende auch
in anderen Bereichen wie dem Urheberrecht begegnen: Auch wenn For-
schungsprojekte verstdrkt grenziiberschreitend und interdisziplindr durch-
gefithrt werden, sind die Regelungen oftmals stark foderal geprigt. Mit
zunehmenden Vernetzungen wie bspw. durch den European Health Data
Space?,, ist es daher wichtig Datenschutz von Anfang an mit zu bertick-
sichtigen, um nicht anschliefSend in kostenintensiven Korrekturen diesen
nachzubessern. Der Schutz der Privatsphédre sollte dem Fortschritt und
Forschung nicht untergeordnet sein, noch diesen entgegenstehen, sondern
sollten diese als gleichwertig angesehen und von Anfang an bedacht und
umgesetzt werden (Kelber 2023, S. 22f.).

3.2 Potenzial ungenutzt, Anreize benétigt, Standards essentiell

Es gilt, Partnerschaften und Kooperationen durch Datenzugénge gemaf3
der FAIR Prinzipien zu férdern und damit gleiche Wettbewerbsbedingun-
gen fiir Unternehmen, Forschung und Zivilgesellschaft auszugestalten. In
Deutschland werden etwa 80 Prozent der industriell erzeugten Daten
nicht weiterverwendet, oft aufgrund mangelnden Wissens (Bundesregie-
rung 2023). In diesem Zusammenhang beteiligt sich NFDI an FAIR Data
Spaces?, wodurch ein offenes Okosystem zwischen Wirtschaft und Wissen-
schaft zur Nutzung von Daten ohne Kontrollverlust geschaffen werden
soll. Unternehmen profitieren bei einer solchen Zusammenarbeit nicht nur
von den Datensitzen der Forschung, sondern auch von anderen Aspekten
der akademischen Einrichtungen, bspw. die Verwendung von hoch ent-
wickelten Messgeriten; dies erspart Investitionen in diesem Bereich (Stahl
et al. 2024, S. 2).

Gemeinsame Datenstandards fithren zu strukturierten, qualitatsgesicher-
ten Datensétzen, die iiber Metadaten und Ontologien auffindbar und tiber
geeignete Schnittstellen nutzbar und verkniipfbar sind. Die Forderungen
nach einem Datenzugangsrecht fiir die Forschung sind dabei nicht neu,

21 Siehe: https://european-health-data-space.com/
22 Siehe: https://www.nfdi.de/fair-data-spaces/?lang=en
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schliellich bieten ,mehrdimensionale Datenverwendung“ sowohl Chan-
cen fiir die unternehmerische Wertschopfung als auch fiir die Forschung
iiber Sektorengrenzen hinweg (Stifterverband 2024). An dieser Stelle kénn-
te das Forschungsdatengesetz bestehende Kooperationsmodelle sichern,
z. B. zwischen Forschungseinrichtungen, Rechenzentren und Geddchtnis-
einrichtungen (NFDI-Sektion ELSA 2023a, S.15).

4. Dritter Wunsch: Gemeinsame Werte auch in der Datenpolitik schiitzen

Die Datenpolitik steht vor der groflen Aufgabe, eine bestindige Datende-
mokratie in Zeiten des digitalen Wandels zu schaffen, denn dieser Wandel
er6ffnet nicht nur viele Chancen, sondern birgt auch Risiken wie Daten-
missbrauch. Solche Gefahren fiir Menschen und Demokratie miissen in
Betracht gezogen werden, wenngleich das oberste Ziel stets das Wohl
und die Wiirde des Menschen ist (Art.1 der EU-Grundrechte-Charta?3);
dieser Fokus auf die Individuen dndert sich auch nicht in den digitalen
Rechten und Grundsatzen, denn Menschen sollten stets die freie Wahl in
der Service- und Algorithmennutzung innehaben (EU-Kommission 2022,
S.4). Die EU ldutete mit der Datenschutzgrundverordnung, dem Digital
Services Act (DSA), dem Data Governance Act (DGA)?* sowie dem Data
Act eine neue Ara der Datenregulierung ein. Da globale Unternehmen ihre
Geschiftsmodelle auch auflerhalb der EU entsprechend den Regulierungen
anpassen, die sie befolgen miissen, um auf dem européischen Binnenmarkt
aktiv zu sein (,Brussels Effect®), werden die europdischen Datengesetze
auch tiber der EU hinaus ihre Wirkung entfalten (Bradford 2019). Dieser
Effekt ist aber eher auf wirtschaftliches Kalkiil zuriickzufithren als auf
eine iiberlegene EU-Gesetzgebung (Hilgendorf 2023, S. 47). Um die Daten-
akteure des Gemeinwohls — Wissenschaft, NGOs und Medien - in einem
FAIRen Datendkosystem fiir ihre Aufgaben der Wissensgenerierung und
-vermittlung zu befdhigen, bendtigt es daher weiterfithrende gesetzliche
Regelungen.

23 Siehe: O] C 326, 26.10.2012, p- 391-407.
24 Data Governance Act: Verordnung EU/2022/868. O] L 152, 3.6.2022, p. 1-44.
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4.1 FAIRe Datendemokratien

In einem FAIRen Datendkosystem (mit Datenzugingen gemiafl der FAIR-
Prinzipien) bedarf es der Aufgabenvielfalt verschiedener Datenakteure, um
Datenmonopole zu verhindern und um eine allgemeine Zuginglichkeit
zu gewihrleisten. Daher sollten Daten so offen und transparent wie mog-
lich ausgetauscht werden. Offentliche Forschungseinrichtungen sind dem
Ziel des gesellschaftlichen Erkenntnisgewinn verpflichtet und somit als re-
levante Datenakteure bei Dateninfrastrukturen insbesondere in Bereichen
der Daseinsvorsorge wie Agrarwirtschaft, Energie, Umwelt, Gesundheit
oder Mobilitdt zu etablieren (NFDI-Sektion ELSA 2023a, S. 3; Hilgendorf
2023, S.55). Um den Datenzugang fiir die Forschung auszugestalten, beng-
tigt es weiterfiihrende Rechte wie das Forschungsgeheimnis, um sensible
Forschungsdaten besonders zu schiitzen (RatSWD 2022, S.5), ggf. auch
vor behordlichem Zugriff. Das Bundesverfassungsgericht (BVerfG) betonte
zum Beispiel in einem Fall?>, bei dem Strafrechtsbeh6rden aufgrund eines
Tatverdachts Zugriff auf Forschungsdaten verlangten, dass die Forschungs-
freiheit nicht angemessen beriicksichtigt wurde. Die Forschungsfreiheit
umfasst ,auch die Erhebung und Vertraulichkeit von Daten im Rahmen
wissenschaftlicher Forschungsprojekte als Bestandteil®, weil die sensible
Datenerhebung von Betroffenen ,,nur unter der Bedingung von Vertraulich-
keit erhoben werden® konnen (Bundesverfassungsgericht 2023, Rn. 2a). Um
Forschende daher vor unerlaubtem Zugriff auf Daten zu schiitzen, emp-
fiehlt Koethke (2023) ein Beschlagnahmeverbot; dhnliche Vorschlage fiir
eine Verschwiegenheitspflicht folgten von NFDI und RatSWD (NFDI-Sek-
tion ELSA 2023a, S.3; RatSWD 2022). In einer FAIRen Datendemokratie
ist es daher wichtig, Akteure des Gemeinwohls mit Rechten und Pflichten
auszustatten, sodass sie ihre Aufgaben des wissenschaftlichen Erkenntnisge-
winns oder der Wissensvermittlung, erfiillen konnen. Gleichzeitig miissen
kollidierende Rechte stets genau betrachtet werden?®, um nicht eines der
Rechte zu beeintréachtigen.

25 Die Verfassungsbeschwerde wurde wegen Fristverletzung fiir unzulassig erklart; den-
noch bewertete das BVerfG den Sachverhalt.

26 Kelber (2023, S.14) verweist auf den vom Bundesverfassungsgericht entwickelten
Grundsatz der ,Praktischen Konkordanz“ fiir die Kollision der Forschungsfreiheit
mit dem Recht auf Selbstbestimmung, um mdéglichst einen praktikablen Kompromiss
der Rechte zu erzielen.
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4.2 Der ausgestaltete Datenzugang in der Datenpolitik

Daten werden als ,,das neue Ol bezeichnet, doch Daten sind keine stati-
sche Ressource, die in ihren Verarbeitungsprozess aufgebraucht werden
(Seitz-Moskaliuk 2022). Damit sollte so vielen wie mdglich Zugang auf
diese Quelle gewidhrt werden, was aber leider nicht immer gegeben ist.
Einerseits generieren Menschen stetig neue Daten (z. B. im Smart Home),
welche bislang nur den Herstellern bzw. Plattformbetreibern zur Verfiigung
stehen, nicht aber denjenigen, die diese Daten durch ihre Nutzung erzeu-
gen. Andererseits sind die Daten des Individuums oft erst in der Verkniip-
fung mit anderen Daten niitzlich, z. B. beim Microtargeting.

Der Ruf der Wissenschaft und Zivilgesellschaft nach Datenzugang zu
grofien Plattformen war bereits zunehmend lauter geworden, weshalb die
EU mit dem Art.40 des DSA reagierte, der einen Datenzugang fiir For-
schende bei grofien Plattformen schafft. Dabei werden die genaueren Ver-
fahren noch auf nationaler Ebene ausgehandelt. Die Regelung gewdhrleistet
den Forschenden einen gleichberechtigten Zugang zu qualitativ hochwer-
tigeren Daten, um gesellschaftlich relevante Aspekte (z. B. Desinformatio-
nen) zu untersuchen; dafiir benétigen Forschende gesicherte (Server-)In-
frastrukturen, um diese Datenressourcen der Plattformen auf systemische
Risiken hin zu analysieren (Klinger & Ohme 2023, S.6). Der kiirzlich
in Kraft getretenen Data Act zielt auf einen innovativen Datenmarkt ab,
indem darin die Weitergabe von Daten des Internet of Things (IoT) aus
Industrie und Privathaushalten bestimmt wird. Zentral sind dabei die Da-
tenzugangs- und Entscheidungsrechte (z. B. zur Datenspende) der Endnut-
zer:innen, die so zu ,,Schiedsrichter” werden (Podzun 2023, S. 23).

Auf den deutschen Vorschlag, auch der Forschung ein direktes Daten-
zugangsrecht im Data Act einzurdumen, einigten sich die Mitgliedstaaten
jedoch nicht, sodass Forschungseinrichtungen in Form der Datenspende
durch Nutzende (Art.5 Data Act), oder als offentliche Stellen bei ,aufSer-
gewohnlicher Notwendigkeit, z. B. Naturkatastrophen, Zuginge erhalten
(Art.14 Data Act). Damit werden die Prozesse, die es bendtigt, um Daten
zu erhalten, zu bereinigen und zu analysieren, nicht ausreichend betrachtet,
denn hierfiir benétigt es Know-how, Hardware und Methoden, die nicht
erst im Notstand geschaffen werden kénnen (NFDI-Sektion ELSA 2022,
S.3f.). Daher will der DGA den Datenaustausch zwischen Privatpersonen,
Unternehmen und der 6ffentlichen Hand erleichtern, indem neue Akteure
wie Datentreuhdnder und Datenmittler etabliert werden, an welche Nut-
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zer:innen ihre Daten zur Gemeinwohlférderung spenden kénnen?. So
sollen datenaltruistische Organisationen entstehen, die den freien Daten-
fluss fordern und von einer Stelle - in Deutschland durch die Bundesnetz-
agentur — registriert werden; erste Pline zur gemeinsamen Koordination
verhandeln sechs Behérden?® im Digitalen Cluster Bonn (BSI 2024).

Die neueste europaische Errungenschaft ist der Artificial Intelligence Act
(AIA), welcher weltweit eine der ersten Regulierungsmafinahmen fiir die
Technologie der Kiinstlichen Intelligenz (KI) darstellt (BM] 2024). Anhand
eines risikobasierten Ansatzes werden die Pflichten strenger, je hoher das
Risiko fiir Menschen wird. Der AIA enthilt kein Recht auf Datenzugang fiir
Forschende, jedoch sind fiir KIs neben Rechenleistung auch die Trainings-
datensitze entscheidende Komponenten. KIs werden erfolgversprechender,
wenn sie auf guten Trainingsdatensétze aufbauen; solche Datensitze gibt es
auch in der Forschung. Der AIA als letzter und die DSGVO als eine der
ersteren Datenpolitik-Rechtsakte kommen hier wieder zusammen: Werden
personenbezogene Daten verarbeitet, haben die Betroffenen - auch in einer
teilautomatisierten Verarbeitung, welche im Verlauf von KI-Anwendungen
und selbstlernenden KIs denkbar ist - das Recht auf Widerruf oder Lo-
schung, sodass eine praktische Umsetzung neue Fragen aufwirft (Boehm &
Hallinan 2023, S.35). Dabei ist das Zusammenspiel der neuen Rechtsakte
aufgrund des schnellen Regulierungstempos nicht in Ginze geklart, sodass
Hilgendorf diese anhand der klassischen Regeln fiir Normenkollisionen
(Vorrang des hoheren, neueren, spezielleren Gesetzes) untersucht und zu
keinem ,befriedigenden Ergebnis“ kommt (Hilgendorf 2023, S. 65).

5. Fazit

Ziel der deutschen Digitalpolitik ist es, vertrauenswiirdige Datenfliisse
und nachhaltige, globale digitale Infrastrukturen mit offenen Schnittstellen
zu starken (Bunderegierung 2023b). Zentral sind dafiir Dateninfrastruk-
tur-Betreiber und Vertrauensstellen hinsichtlich sensibler Daten, wie Da-
tentreuhand-Modelle oder Datenrdume. NFDI ist eine Informationsinfra-
struktur und legitimiert als Stimme der deutschen Wissenschaftslandschaft

27 Siehe der Beitrag von Johannes u. Nebel in diesem Band.

28 Bundesanstalt fiir Finanzdienstleistungsaufsicht (BaFin), Bundesamt fiir Justiz (BfJ),
Bundesamt fiir Sicherheit in der Informationstechnik (BSI), der Bundesbeauftrag-
te fiir den Datenschutz und die Informationsfreiheit (BfDI), Bundeskartellamt
(BKartA), Bundesnetzagentur (BNetzA).
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fir das Thema Forschungsdaten. So kann NFDI durch personelles Know-
how, Tools und Services mafigeblich zum Aktionsplan Forschungsdaten
beitragen. Dafiir bendtigt es Rechtssicherheit beim Datenaustausch und
der Sekundédrnutzung von Daten. Hier sind sowohl die europdischen und
nationalen Gesetzgeber aufgefordert, fiir Forschende erfiillbare Rahmen-
bedingungen durch datenpolitische Rechtsakte zu schaffen (Forschungs-
Klauseln, diskriminierungsfreie Datenzugidnge, Schutz der Forschungsda-
ten). Fiir einen vertrauensvollen Austausch von Daten bendtigen Daten-
infrastrukturen eine verldssliche langfristige Finanzierung, um Datensicher-
heit, -souverdnitit und Unterstiitzungsangebote (wie Helpdesks etc.) leisten
zu konnen. Nur so gelingt die Vernetzung mit den weiteren Datenakteuren
und eine nachhaltige Infrastruktur sowohl auf organisatorischer, techni-
scher und rechtlicher Ebene kann entstehen.
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Europaische KI-Regulierung: Auf der Suche nach verbindlichen
Ansitzen fiir Nachhaltigkeit und Inklusion

Marco Wedel, Antonios Hazim und Alexandra Wudel

Zusammenfassung

Die europdischen Institutionen haben einen regulatorischen Rahmen zur
Verwirklichung eines Okosystems fiir vertrauenswiirdige und exzellente
Kiinstliche Intelligenz (KI) in der Européischen Union verhandelt, den
Artificial Intelligence Act (EU Al-Act). Der Gesetzgebungsprozess zur Er-
arbeitung dieser Verordnung war flankiert von politischen Dokumenten,
denen beste Absichten in Bezug auf nachhaltige und inklusive Ansitze
zur Etablierung vertrauenswiirdiger KI zu entnehmen sind. Zu fragen
bleibt, ob sich diese Absichten auch in den konkreten Anforderungen des
entsprechend verbindlichen Rechtsaktes widerspiegeln. Zusammenfassend
entsteht der Eindruck, dass die Gesetzgebenden in Bezug auf nachhaltige
und inklusive Ansdtze fiir gemeinsame KI-Systeme verbindliche Regelun-
gen vermeiden.!

1. Einleitung

Am 08. Dezember 2023 konnten Entscheidungstrager:innen der EU-Insti-
tutionen im sog. Trilogverfahren? nach einem 36-stiindigen Verhandlungs-
marathon eine politische Einigung zum weltweit ersten Regulierungsansatz
fur Kunstliche Intelligenz (KI) erzielen, dem sog. EU Al-Act (Euractiv
2023). Was als eine Initiativstellungnahme zu KI des Européischen Wirt-
schafts- und Sozialausschuss im Jahr 2016 begann (EWSA 2016) und sich
im Rahmen eines ordentlichen Gesetzgebungsverfahrens aktuell in der

1 Diese Arbeit entstand im Rahmen des vom Bundesministerium fiir Arbeit und Soziales
geforderten Projekts KIDD. Mehr Informationen zum Projekt: kidd-prozess.de (letzter
Aufruf 04.06.2024).

2 In Zusammenhang mit dem ordentlichen Gesetzgebungsverfahren der Europdischen
Union ist ein Trilog eine informelle interinstitutionelle Verhandlung, an der Vertreter
des Europdischen Parlaments, des Rates der Europdischen Union und der Europi-
ischen Kommission teilnehmen (EUR-Lex 2024).
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finalen Umsetzungsphase befindet (Legislative Observatory 2024), wird
nach Veréffentlichung im Amtsblatt und zwei Jahre nach Inkrafttreten -
voraussichtlich also im Jahre 2026 - verpflichtend anzuwenden sein. Durch
die Wahl einer Verordnung als Rechtsinstrument hat der EU AI-Act dann
allgemeine Geltung, ist in allen Teilen verbindlich und gilt unmittelbar in
jedem Mitgliedstaat (Art. 288 Abs.2 AEUV).

Der Gesetzgebungsprozess zur Erarbeitung dieser Verordnung war flan-
kiert von politischen Erkldrungen, denen beste Absichten in Bezug auf
nachhaltige und inklusive Ansitze zur Etablierung von vertrauenswiirdiger
KI zu entnehmen sind. Bereits in der benannten Initiativstellungnahme
des EWSA ist davon die Rede, dass im Umgang mit KI gesellschaftliche
Einbindung, Vertrauen und ein Konsens iiber die nachhaltige Weiterent-
wicklung von KI gewidhrleistet werden missen (EWSA 2016: S.3). Fir
die Hochrangige Expertengruppe fir Kinstliche Intelligenz (HEG-KI)
sind ,Vielfalt, Nichtdiskriminierung und Fairness“ sowie ,Gesellschaftliches
Wohlergehen“ Kernforderungen fiir eine vertrauenswiirdige KI (Hochran-
gige Expertengruppe 2019a: S. 10).

Die Europaische Kommission kommt in diesem Zusammenhang zu dem
Schluss, dass es hierfiir ein ,Okosystem der Exzellenz* und ein ,Okosystem
des Vertrauens® bedarf, mit einer Governance-Struktur, die grofitmdégliche
Beteiligung aller Interessentrdger:innen gewiéhrleistet (Kommission 2020:
S.29). Das Europdische Parlament kann sich in seinen Stellungsnahmen
den Positionen im Wesentlichen anschliefSen und ist der Auffassung, dass
alle neuen Regulierungsrahmen fiir KI die Menschenwiirde, die Autonomie
und die Selbstbestimmung des Einzelnen achten, Schaden abwenden und
Fairness, Inklusion und Transparenz férdern miissen. KI-Systeme sollten
von Regierungen und Unternehmen zum Wohle der Menschen und des
Planeten eingesetzt werden und zur Erreichung der Ziele nachhaltige Ent-
wicklung, Umweltschutz, Klimaneutralitit und Kreislaufwirtschaft beitra-
gen (European Parliament 2020: Punkt 3. u. 51).

Zusammenfassend lasst sich hier ein inter-institutioneller Konsens der
EU-Institutionen dokumentieren, der u. a. nachhaltige und inklusive Ansit-
ze samt inklusiver Gestaltungsprozesse fiir KI-Welten in den Fokus riickt.
Die Etablierung und Verortung entsprechender Prozesse als immanenter
Bestandteil verbindlicher Rechtsakte wéren nun folgerichtig in den Ent-
wurfstexten eines zukiinftigen EU AI-Acts zu vermuten und sollten sich in
den konkreten Anforderungen des dann verbindlichen Rechtsaktes wider-
spiegeln.
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Seit der politischen Einigung vom 08. Dezember 2023 liegt ein Textent-
wurf des zukiinftigen EU Al-Acts als ,provisional agreement resulting from
interinstitutional negotiations” (European Parliament 2024a) vor, der eine
erste und vergleichende Analyse in Bezug auf die Integration der zuvor be-
schriebenen Ansitze ermoglicht. Dieser nimmt den finalen Gesetzestext im
Idealfall vor seiner tatsichlichen Veréffentlichung vorweg. Im Februar 2024
steht der Gesetzgebungsprozess kurz vor dem Abschluss. Die Ausschiisse
fiir biirgerliche Freiheiten, Justiz und Inneres (LIBE) und fiir Binnenmarkt
und Verbraucherschutz (IMCO) des Europdischen Parlaments haben den
endgiiltigen Text in einer gemeinsamen Abstimmung am 13. Februar 2024
mit einer iberwiltigenden Mehrheit (71 Ja-Stimmen, 8 Nein-Stimmen
und 7 Enthaltungen) bereits angenommen. Die Verhandlungsfiihrer des
Rates billigten den Text ebenfalls im Februar 2024. Der AI-Act wurde auf
der Plenartagung des Parlaments am 13.03.2024 verabschiedet, die endgiilti-
ge Billigung durch den Rat erfolgte am 21.05.2024 (European Parliament
2024, Council of the European Union 2024a).

Das Ziel des Beitrages ist es, den europidischen Gesetzgebungsprozess zu
KI am Beispiel des EU AI-Acts in Bezug auf das Versprechen einer nachhal-
tigen und inklusiven Gestaltung von KI-Systemen kritisch zu analysieren.
Die Leitfrage lautet: (Wo) Gibt es verbindliche Anforderungen zur nach-
haltigen und inklusiven Gestaltung von KI-Systemen in der europdischen
Regulierung?

Hierzu werden im Sinne einer vergleichenden Policy-Analyse anhand
des Policy-Cycles die im Gesetzgebungsverfahren durch die Institutionen
zum Ausdruck gebrachten Positionen in der Phase des ,Agenda-Settings®
und in der Phase der ,Policy-Formulation® untersucht (Sabatier 2007). Im
Fokus stehen hierbei die Positionen zu Nachhaltigkeit, Inklusion und die
im Gesetzgebungsverfahren herausgearbeitete Notwendigkeit zur AI Litera-
cy. Analysiert werden die Positionen der Européischen Kommission (2021),
des Rates der EU (2022) und des Européischen Parlaments (2023). Referenz
sind die von HEG-KI konsolidierten Prinzipien und Kernforderungen, die
in ihrer Essenz den durch die Institutionen wahrend des ,,Agenda-Settings*
formulierten Anspruch an eine KI-Regulierung zusammenfassen (Wedel
2023). Nach einer Darstellung jener Prinzipien und Kernforderungen wird
vergleichend untersucht, wo, in welcher Form und Ausfiihrlichkeit bzw. wie
verbindlich sich entsprechende Anforderung zu Nachhaltigkeit, Inklusion
und Al Literacy in den Verordnungsentwiirfen wiederfinden. Weiterhin
wird analysiert, welche Positionen sich in den Verhandlungen durchsetzen
konnten.
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2. Ethische Prinzipien und Kernforderungen

Im Zuge der institutionellen Problemwahrnehmung und Agenda-Setzung
zum europdischen Policy-Prozess rund um den AlI-Act, berief die Kommis-
sion im Jahr 2018 die zuvor bereits erwdhnte HEG-KI ein und beauftrag-
te sie, einen Entwurf fiir KI-Ethik-Leitlinien auszuarbeiten (Europiische
Kommission 2018: S. 9).

Die HEG-KI, mit 51 Expert:innen und Vertreter:innen aus Wirtschaft,
Wissenschaft und weiteren Interessengruppen besetzt, erarbeitete neben
Ethik-Leitlinien (Hochrangige Expertengruppe 2019a) auch eine Definition
von KI (Hochrangige Expertengruppe 2019b) und eine , Assessment List
for Trustworthy Artificial Intelligence (ALTAI)“ (Hochrangige Experten-
gruppe 2020).

Die wichtigsten Aspekte der Ethik-Leitlinien sollen nachfolgend auf Ba-
sis der benannten Primarquellen zusammengefasst werden. Hierzu wird
aus einer Textstelle, die als wissenschaftliche Analyse des Mit-Autors Wedel
(2023: S. 70 ff.) bereits vorliegt, zitiert:

»Eine vertrauenswiirdige KI zeichnet sich durch drei Komponenten aus,
die wihrend des gesamten Lebenszyklus des Systems erfiillt sein sollten:
a) Sie sollte rechtméflig sein und somit alle anwendbaren Gesetze und Be-
stimmungen einhalten, b) sie sollte ethisch sein und somit die Einhaltung
ethischer Grundsitze und Werte garantieren und c) sie sollte robust sein,
und zwar sowohl in technischer als auch sozialer Hinsicht, da KI-Systeme
selbst bei guten Absichten unbeabsichtigten Schaden anrichten kénnen'
(Hochrangige Expertengruppe 2019a: S. 2).

In diesem Zusammenhang werden vier ethische Grundsitze und damit
verbundene Werte herausgearbeitet, die einen auf Grundrechten beruhen-
den Ansatz verfolgen und bei der Entwicklung, Einfiihrung und Verwen-
dung von KI-Systemen eingehalten werden miissen (vgl. Hochrangige
Expertengruppe 2019a, S.2): die ,Achtung der menschlichen Autonomie,
Schadensverhiitung, Fairness und Erklarbarkeit.

Aus diesen vier Grundsitzen leitet die HEG-KI sieben Kernforderungen
ab, die es durch technische und nicht-technische Methoden umzusetzen
gilt:

Es muss gewidhrleistet sein, dass die Entwicklung, Einfiihrung und
Nutzung von KI-Systemen die Anforderungen an vertrauenswiirdige KI
erfiillen: 1) Vorrang menschlichen Handelns und menschliche Aufsicht, 2)
technische Robustheit und Sicherheit, 3) Schutz der Privatsphire und Da-
tenqualitdtsmanagement, 4) Transparenz, 5) Vielfalt, Nichtdiskriminierung
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und Fairness, 6) gesellschaftliches und 6kologisches Wohlergehen sowie 7)
Rechenschaftspflicht” (vgl. Hochrangige Expertengruppe 2019a: S. 3).

Alle Anforderungen sind in Bezug auf jhre Bedeutung gleichranging
und enthalten systemische, individuelle und gesellschaftliche Aspekte (vgl.
Hochrangige Expertengruppe 2019a: S.17f.). In Bezug auf die Forderungen
eines Vorrangs menschlichen Handelns und menschliche Aufsicht wird auf
Grundrechte verwiesen, wie sie etwa in der EU-Grundrechtscharta nieder-
geschrieben sind: Wiirde des Menschen, Freiheiten, Gleichheit, Solidaritét,
Biirgerrechte, Justizielle Rechte (vgl. Europdische Union 2010). Mit techni-
scher Robustheit und Sicherheit werden Aspekte wie Widerstandsfahigkeit
gegen Angriffe und allgemeine Sicherheit, Zuverldssigkeit und Reprodu-
zierbarkeit adressiert. Der Schutz der Privatsphiare und Datenqualitdtsma-
nagement meint ,Achtung der Privatsphire, Qualitit und Integritit der
Daten sowie Datenzugriff. Transparenz umfasst die ,Nachverfolgbarkeit,
Erklarbarkeit und Kommunikation, Unter der Uberschrift Vielfalt, Nicht-
diskriminierung und Fairness’ wird die Vermeidung unfairer Verzerrungen,
die Zuginglichkeit und ein universeller, d. h. barrierefreies Design von KI-
Systemen, sowie die Beteiligung der Interessentriger zusammengefasst. Der
Aspekt des gesellschaftlichen und 6kologischen Wohlergehens wird durch
die Schlagworte ,Nachhaltigkeit und Umweltschutz, soziale Auswirkungen,
Gesellschaft und Demokratie’ prazisiert. Die Rechenschaftspflicht verweist
auf Aspekte externer Uberpriifbarkeit und Meldepflichten zur Vermeidung
negativer Auswirkungen mit entsprechenden Rechtsmitteln (vgl. Hochran-
gige Expertengruppe 2019a: S.17f.)

Die HEG-KI greift die Forderungen des EWSA (2016), des Europdischen
Parlaments (2017) und des Europiischen Rates (2017) nach einem men-
schenkontrollierten KI-Ansatz auf und erkldrt dariiber hinaus, dass alle KI-
Systeme - also auch nicht Mensch-Maschine-Systeme - auf den Menschen
ausgerichtet sein miissen (vgl. Hochrangige Expertengruppe 2019a: S. 5).

Wir sind der Ansicht, dass es im Kontext des schnellen technologischen
Wandels unabdingbar ist, dass Vertrauen auch in Zukunft das Element
bleibt, das Gesellschaften, Gemeinschaften, Wirtschaftsraume und nach-
haltige Entwicklung zusammenhilt. Deshalb bestimmen wir vertrauens-
wiirdige KI als unsere grundlegende Ambition, denn Menschen und Ge-
meinschaften konnen der Entwicklung und Anwendung von Technologien
nur dann vertrauen, wenn ein klarer und umfassender Rahmen existiert,
der Vertrauenswiirdigkeit gewahrleistet (vgl. Hochrangige Expertengruppe
2019a: S.5f)*
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Natiirlich kann und soll die HEG-KI nicht den demokratischen Wil-
lensbildungsprozess ersetzen und gewiinschte Ergebnisse qua Expert:in-
nenmeinung postulieren. Spannend ist also die Frage, ob und wie diese
ethischen Prinzipien und Kernforderungen von den die Gesellschaft repra-
sentierenden Akteur:innen aufgenommen und ggf. im Gesetzestext beriick-
sichtigt werden. Schaut man sich die Verordnungsentwiirfe der Europa-
ischen Kommission (2021), des Rates der EU (2022) und des Europaischen
Parlaments (2023) vor diesem Hintergrund an, findet sich der beschriebene
Anspruch grundsitzlich in allen Gesetzesentwiirfen der Institutionen wie-
der. Die Bedeutung und Wirkméchtigkeit, die den benannten Aspekten zu-
gestanden wird, unterscheidet sich in den Zugingen der drei Institutionen
allerdings erheblich. Explizit Bezug genommen auf die Kernforderungen
der HEG-KI wird nur im Textentwurf des Europdischen Parlaments (2023:
1271.). Dies, nachdem in einer ,Opinion of the Committee on Legal Affairs
(...) on the proposal® der Verweis auf die Vorarbeit der HEG-KI mit dem
Anderungsvorschlag der Integration eines Artikels zum Thema ,General
principles applicable to all Al systems“ eingebracht wurde:

»Amendment 42: Proposal for a regulation Article 4 a (new)

Article 4 a — General principles applicable to all AI systems

1. All AT operators shall respect the following general principles that
establish a high-level framework that promotes a coherent human-cen-
tric European approach to ethical and trustworthy Artificial Intelligence,
which is fully in line with the Charter as well as the values on which the
Union is founded:

+ ‘human agency and oversight’ means that AI systems shall be de-
veloped and used as a tool that serves people, respects human dignity
and personal autonomy, and that is functioning in a way that can be
appropriately controlled and overseen by humans.

« ‘technical robustness and safety’ means that Al systems shall be de-
veloped and used in a way to minimize unintended and unexpected
harm as well as being robust in case of unintended problems and being
resilient against attempts to alter the use or performance of the AI system
so as to allow unlawful use by malicious third parties.

« ‘privacy and data governance’ means that Al systems shall be developed
and used in compliance with existing privacy and data protection rules,
while processing data that meets high standards in terms of quality and
integrity.
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« ‘transparency’ means that Al systems shall be developed and used in a
way that allows appropriate traceability and explainability, while making
humans aware that they communicate or interact with an AI system as
well as duly informing users of the capabilities and limitations of that AI
system and affected persons about their rights.

« ‘diversity, non-discrimination and fairness’ means that AI systems shall
be developed and used in a way that includes diverse actors and pro-
motes equal access, gender equality and cultural diversity, while avoiding
discriminatory impacts and unfair biases that are prohibited by Union or
national law.

« ‘social and environmental well-being’ means that Al systems shall be
developed and used in a sustainable and environmentally friendly man-
ner as well as in a way to benefit all human beings, while monitoring and
assessing the longterm impacts on the individual, society and democra-
cy” (Committee on Legal Affairs 2022: S. 23 £.).

Im abschlieSenden Entwurf des Parlaments findet sich der Anderungsvor-
schlag des Rechtsausschusses weitestgehend unverandert wieder. In Ergan-
zung wird dariiber hinaus ein Verweis auf ,foundational models“ eingear-
beitet, da in der Zwischenzeit (hier die Jahre 2022 und 2023) die 6ffentliche
Debatte rund um das Auftreten von ChatGPT und anderen Generativen
KI-Systemen auch Einzug in den Policy-Diskurs des AI-Acts gefunden hat.
Weiterhin wurde ein Verweis erganzt, wonach die Prinzipien nicht nur zu
respektieren, sondern von den Marktteilnehmer:innen auch aktiv umzuset-
zen seien, um KI im Einklang mit diesen Grundsitzen zu entwickeln und
einzusetzen:

“Amendment 213: Proposal for a regulation - Article 4 a (new)

Article 4 a - General principles applicable to all A systems

All operators falling under this Regulation shall make their best efforts
to develop and use Al systems or foundation models in accordance
with the following general principles establishing a high-level framework
that promotes a coherent human-centric European approach to ethical
and trustworthy Artificial Intelligence, which is fully in line with the
Charter as well as the values on which the Union is founded” (European
Parliament 2023: S. 127 f.).

Im Ergebnis des Trilogs findet sich ein expliziter Verweis auf die ethi-
schen Prinzipien und Kernforderungen des HEG-KI (Hochrangige Exper-
tengruppe 2019a) im AI-Act schlussendlich nicht (!) wieder. Der entspre-
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chende Artikel 4 a wurde aus dem ,,Provisional agreement resulting from
interinstitutional negotiations” (European Parliament 2024b) gestrichen.
Der Rechtsausschuss und das Parlament konnten sich nicht durchsetzen.
Dem Leak zum ,AlIAct_four-column document® des Journalisten Luca
Bertuzzi folgend, den dieser im Rahmen der Trilog-Verhandlungen auf
LinkedIn verdffentlicht hat, ist zusitzlich zu entnehmen, dass weder im
Ursprungsentwurf der Kommission noch im Entwurf des Rates ein solcher
Verweis angedacht wurde (Bertuzzi 2023).

Tatsachlich rithmt sich die Ratsprésidentschaft in einem zusammen-
fassenden Bericht an die stindigen Repridsentanten der Mitgliedstaaten,
dass ,to ensure a high level of protection of health, safety and fundamental
rights enshrined in the Charter, which includes democracy, rule of law and
environmental protection” zwar als Teil des Anwendungsbereichs in Artikel
1 der zukiinftigen Verordnung aufgenommen wird, aber ,all subsequent ref-
erences in the text to the risks addressed by the Regulation only include risks
to health, safety and fundamental rights, in line with the Council’s mandate”
(Council of the European Union 2024b: S.2). Es entsteht der Eindruck,
dass ein expliziter Verweis auf die ethischen Prinzipien, hier insbesondere
als Verweis auf die Kernforderung einer 6kologischen Nachhaltigkeit, aus-
driicklich nicht erwiinscht ist. Deutlich wird dies auch in Artikel 40 (1c),
wo der Vorschlag des Parlaments (hier Amendement 440), auch die am
Normungsprozess beteiligten Akteure mogen sich spéter an den Prinzipien
fiir eine vertrauenswiirdige KI orientieren (European Parliament 2023:
S.218), dahingehend korrigiert wurde, dass ,actors involved in the standar-
disation process shall seek to promote investment and innovation in Al inclu-
ding through increasing legal certainty, as well as competitiveness and growth
of the Union market“ (Council of the European Union 2024b: S.154). Hier
wird also die ,Vertrauenswiirdigkeit® zugunsten der ,Exzellenz® im Text
ersetzt und damit de facto hintangestellt.

3. Al Literacy als Voraussetzung fiir nachhaltige und inklusive
Gestaltungsansdtze

Eine vertrauenswiirdige KI, so das HEG-KI (Hochrangige Expertengruppe
2019a: S.281.), beruht auf einer sachkundigen Beteiligung der Intressentra-
ger:innen. Hierbei spielen die Aus- und Weiterbildung, so die HEG-KI
weiter, eine wichtige Rolle. Es gilt, individuelle Kompetenzen aufzubauen
und die ,Verbreitung der Kenntnisse iiber die potenziellen Auswirkungen
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von KI-Systemen unter der Bevolkerung sicherzustellen®. Dies auch, um die
Menschen zu befdhigen, an der Gestaltung von gesellschaftlichen Entwick-
lungen teilzuhaben (Hochrangige Expertengruppe 2019a: S.29). In diesem
Sinne sollten ,,(g)rundlegende KI-Kompetenzen [...] in der gesamten Ge-
sellschaft gefordert werden (Hochrangige Expertengruppe 2019a, S. 29).

Es ist erneut der Rechtsausschuss des Parlaments, der diesen Gedanken
durch eine Erginzung in den Gesetzestext zu integrieren sucht. Hierbei
werden u. a. der Verweis auf die Notwendigkeit von AI Literacy als Grund-
lage fiir demokratische Kontrolle und die Verantwortung aller Akteur:in-
nen, die Entwicklung eines ausreichenden Niveaus an KI-Kenntnissen zu
fordern, als Grundsétze herausgearbeitet:

»~Amendment 6 und 7: Proposal for a regulation Recital 14 a (new) and 14
b (new)

(14a) For this Regulation to be effective, it is essential to address the issue
of the digital divide and, therefore, it should be accompanied by a policy
of education, training and awareness as regards these technologies that
ensures a sufficient level of Al literacy.

(14b) ‘Al literacy’ refers to skills, knowledge and understanding that
allows providers, users and affected persons, taking into account their re-
spective rights and obligations in the context of this Regulation, to make
an informed deployment of Al systems, as well as to gain awareness
about the opportunities and risks of Al and possible harm it can cause
and thereby promote its democratic control. Al literacy should not be
limited to learning about tools and technologies, but should also aim
to equip providers and users with the notions and skills required to en-
sure compliance with and enforcement of this Regulation. It is therefore
necessary that the Commission, the Member States as well as providers
and users of Al systems, in cooperation with all relevant stakeholders,
promote the development of a sufficient level of Al literacy, in all sectors
of society, for citizens of all ages, including women and girls, and that
progress in that regard is closely followed” (Committee on Legal Affairs
2022: S.51).

Das Parlament schliefit sich den Einlassungen des Rechtsausschusses an,
tbernimmt diese weitestgehend (hier als 9b), hilt es aber nicht fiir not-
wendig herauszustellen, dass hierfiir eine besondere bildungspolitische An-
strengung notwendig sei. Der als 14a formulierte Anspruch wird entspre-
chend nicht ibernommen:
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Amendment 28: Proposal for a regulation Recital 9 b (new)

(9b) ‘Al literacy’ refers to skills, knowledge and understanding that al-
lows providers, users and affected persons, taking into account their re-
spective rights and obligations in the context of this Regulation, to make
an informed deployment of Al systems, as well as to gain awareness
about the opportunities and risks of Al and possible harm it can cause
and thereby promote its democratic control. Al literacy should not be
limited to learning about tools and technologies, but should also aim
to equip providers and users with the notions and skills required to en-
sure compliance with and enforcement of this Regulation. It is therefore
necessary that the Commission, the Member States as well as providers
and users of Al systems, in cooperation with all relevant stakeholders,
promote the development of a sufficient level of Al literacy, in all sectors
of society, for people of all ages, including women and girls, and that
progress in that regard is closely followed” (European Parliament 2023:
S.19).

Im Provisional Agreement finden sich die Grundsitze wie nachstehend
aufgefiihrt neu zusammengestellt. Auffallig ist, dass AI Literacy hier kur-
zerhand zum handelnden Subjekt gemacht wird, welches Individuen be-
fahigt, entsprechende Kompetenzen aufzubauen (AI Literacy should...).
Verantwortliche Akteur:innen sind damit nicht benannt bzw. zukiinftig
zu schaffende Institutionen (Artificial Intelligence Board) und ganz allge-
mein Stakeholder, die in Zusammenarbeit mit der Kommission und den
Mitgliedstaaten freiwillige Verhaltenskodizes erarbeiten sollen, werden un-
verbindlich benannt:

»(9b) In order to obtain the greatest benefits from Al systems while pro-
tecting fundamental rights, health and safety and to enable democratic
control, Al literacy should equip providers, deployers and affected per-
sons with the necessary notions to make informed decisions regarding
Al systems. These notions may vary with regard to the relevant context
and can include understanding the correct application of technical ele-
ments during the AI system’s development phase, the measures to be
applied during its use, the suitable ways in which to interpret the Al
system’s output, and, in the case of affected persons, the knowledge
necessary to understand how decisions taken with the assistance of Al
will impact them. In the context of the application this Regulation, Al
literacy should provide all relevant actors in the AI value chain with
the insights required to ensure the appropriate compliance and its cor-
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rect enforcement. Furthermore, the wide implementation of Al literacy
measures and the introduction of appropriate follow-up actions could
contribute to improving working conditions and ultimately sustain the
consolidation, and innovation path of trustworthy AI in the Union. The
European Artificial Intelligence Board should support the Commission,
to promote Al literacy tools, public awareness and understanding of
the benefits, risks, safeguards, rights and obligations in relation to the
use of Al systems. In cooperation with the relevant stakeholders, the
Commission and the Member States should facilitate the drawing up of
voluntary codes of conduct to advance Al literacy among persons dealing
with the development, operation and use of AI” (European Parliament
2024b: S.11).

Was folgt nun aus den allgemeinen Grundsitzen? Fiir den Rechtsausschuss
sollten sich diese in einem eigens hierzu erarbeiteten Artikel 4 b widerspie-
geln. Demnach ist es die Aufgabe der EU und ihrer Mitgliedstaaten, Al
Literacy zu fordern, um eine demokratische Kontrolle von KI-Systemen zu
ermoglichen. Auch Anbieter:innen und Nutzer:innen stehen hier in der
Verantwortung, Grundbegriffe und Kenntnisse tiber KI-Systeme zu vermit-
teln und zu lernen. Nicht zuletzt ist dies auch eine Voraussetzung, um die
Einhaltung und Durchsetzung der Verordnung selbst zu gewahrleisten.

»~Amendment 43: Proposal for a regulation - Article 4 b (new)

Article 4 b - Al Literacy

When implementing this Regulation, the Union and the Member States
shall promote measures and tools for the development of a sufficient
level of AT literacy, across sectors and taking into account the different
needs of groups of providers, users and affected persons concerned,
including through education and training, skilling and reskilling pro-
grammes and while ensuring proper gender and age balance, in view of
allowing a democratic control of AI systems.

Providers and user of Al systems shall promote tools and take measures
to ensure a sufficient level of AT literacy of their staft and other persons
dealing with the operation and use of Al systems on their behalf, tak-
ing into account their technical knowledge, experience, education and
training and the environment the AI systems are to be used in, and
considering the persons or groups of persons on which the Al systems
are to be used.

Such literacy tools and measures shall consist, in particular, of the teach-
ing and learning of basic notions and skills about AI systems and their
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functioning, including the different types of products and uses, their
risks and benefits and the severity of the possible harm they can cause
and its probability of occurrence.

A sufficient level of Al literacy is one that contributes, as necessary, to the
ability of providers and users to ensure compliance and enforcement of
this Regulation” (Committee on Legal Affairs 2022: S.25f.).

Das Parlament schliefSt sich den Einlassungen des Rechtsausschusses an
und bernimmt diese weitestgehend, ersetzt unter Ziffer 2 allerdings user
durch deployer.

“Amendment 214: Proposal for a regulation - Article 4 b (new)

Article 4 b - AI Literacy

When implementing this Regulation, the Union and the Member States
shall promote measures for the development of a sufficient level of Al
literacy, across sectors and taking into account the different needs of
groups of providers, deployers and affected persons concerned, including
through education and training, skilling and reskilling programmes and
while ensuring proper gender and age balance, in view of allowing a
democratic control of Al systems.

Providers and deployers of AI systems shall take measures to ensure a
sufficient level of Al literacy of their staff and other persons dealing with
the operation and use of Al systems on their behalf, taking into account
their technical knowledge, experience, education and training and the
context the Al systems are to be used in, and considering the persons or
groups of persons on which the AI systems are to be used.

Such literacy measures shall consist, in particular, of the teaching of basic
notions and skills about AI systems and their functioning, including the
different types of products and uses, their risks and benefits.

A sufficient level of Al literacy is one that contributes, as necessary, to the
ability of providers and deployers to ensure compliance and enforcement
of this Regulation” (European Parliament 2023: S.130f.).

Aus dem Provisional Agreement wird ersichtlich, dass sich das Parlament
(und der Rechtsauschuss) in weiten Teilen auch hier nicht durchsetzen
konnten. Dass die EU und ihre Mitgliedstaaten einen Beitrag zur AI Litera-
cy leisten sollen, ist demnach nicht mehr vorgesehen. Nur providers and de-
ployers stehen zukiinftig in der Verantwortung, Grundlagenwissen fiir den
Betrieb und die Nutzung von KI-Systemen innerhalb der eigenen Beleg-
schaft zu fordern. Voraussetzungen fiir die Ausiibung der demokratischen
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Kontrolle und fiir die Einhaltung sowie Durchsetzung der Verordnung
miissen im Sinne des Artikels 4 b und im Ergebnis der EU Al-Acts damit
zukiinftig nicht geschaffen werden:

»Article 4 b - Al Literacy

Providers and deployers of Al systems shall take measures to ensure, to
their best extent, a sufficient level of Al literacy of their staff and other
persons dealing with the operation and use of Al systems on their behalf,
taking into account their technical knowledge, experience, education and
training and the context the Al systems are to be used in, and considering
the persons or groups of persons on which the AI systems are to be
used” (European Parliament 2024b: S. 93) .

Ein Blick in das ,,AIAct_four-column document” des Journalisten Luca
Bertuzzi verrdt auch hier, dass weder im Ursprungsentwurf der Kommissi-
on noch im Entwurf des Rates die Idee der Forderung von AI Literacy fiir
eine Befdhigung der europdischen Bevolkerung eine Rolle gespielt haben
(Bertuzzi 2023).

4. Verhaltenskodizes fiir nachhaltige und inklusive Gestaltungsansdtze

Wie in der Einleitung bereits erwidhnt, ist gesellschaftliches und 6kologi-
sches Wohlergehen eine Kernforderung der HEG-KI (Hochrangige Exper-
tengruppe 2019a: S.29f). Fiir die Expert:innen bedeutet dies, dass nicht
nur die Daten so inklusiv wie mdglich sein miissen, sondern die Beriick-
sichtigung und Einbindung aller betroffenen Interessentrager:innen wah-
rend des gesamten KI-Lebenszyklus und die Sicherstellung eines gleichbe-
rechtigten Zugangs durch inklusive Gestaltungsprozesse zu erfolgen hat
(Hochrangige Expertengruppe 2019a: S.13 u. 22). Es ist wichtig, so die
Expert:innen weiter, dass die Teams, die nunmehr immer autonomere KI-
Systeme entwerfen, entwickeln, erproben, warten, bereitstellen und/oder
beschaffen, die Vielfalt der Nutzer:innen und die Gesellschaft im Allgemei-
nen widerspiegeln (Hochrangige Expertengruppe 2019a: S. 29). ,Dazu zéhlt
auch die Beriicksichtigung der natiirlichen Umwelt und anderer Lebewe-
sen, die Teil des menschlichen Okosystems sind, sowie ein nachhaltiger
Ansatz, der das Gedeihen zukiinftiger Generationen ermdglicht® (Hoch-
rangige Expertengruppe 2019a: S. 48).

Ein Verweis auf diese Grundsitze findet sich bereits in der ersten Ent-
wurfsfassung der Kommission wieder. Allerdings soll es sich hier nicht um
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verpflichtende Mindestmafinahmen handeln - wie etwa die Transparenz-
pflichten fiir gewisse KI-Systeme nach Artikel 52 (European Commission
2021: S. 76) oder die verpflichtenden Anforderungen an Hochrisiko-KI-Sys-
teme entsprechend Kapitel 2 (European Commission 2021: S. 52 ff.) - son-
dern um freiwillige Verhaltenskodizes. Demnach wire es wiinschenswert,
weitere Anforderungen zu erfiillen, die sich beispielsweise auf die 6kolo-
gische Nachhaltigkeit, die barrierefreie Zugénglichkeit fiir Menschen mit
Behinderungen, die Beteiligung von Interessentrager:innen an der Konzep-
tion und Entwicklung von KI-Systemen oder die Vielfalt der Entwicklungs-
teams beziehen (European Commission 2021: S. 79). Diese freiwilligen Ver-
haltenskodizes kénnen dann von den KI-System-Anbietenden oder deren
Interessenvertretungen selbst aufgestellt werden (ebd.):

»Article 69 — Codes of Conduct

L...

2. The Commission and the Board shall encourage and facilitate the
drawing up of codes of conduct intended to foster the voluntary applica-
tion to Al systems of requirements related for example to environmental
sustainability, accessibility for persons with a disability, stakeholders par-
ticipation in the design and development of the Al systems and diversity
of development teams on the basis of clear objectives and key perfor-
mance indicators to measure the achievement of those objectives.

3. Codes of conduct may be drawn up by individual providers of Al
systems or by organisations representing them or by both, including
with the involvement of users and any interested stakeholders and their
representative organisations. Codes of conduct may cover one or more
Al systems taking into account the similarity of the intended purpose of
the relevant systems" (European Commission 2021: S. 80).

Der Rat iibernimmt im Wesentlichen den Vorschlag der Kommission
und ergdnzt im Sinne einer wirtschaftsinnovativen Exzellenz, dass jene
freiwilligen Verhaltenskodizes die spezifischen Interessen und Bediirfnisse
von KMUs und Start-Ups beriicksichtigen sollten und auch die Pflichten
der Nutzer:innen im Zusammenhang mit KI-Systemen in den Blick zu
nehmen seien. Verbraucher:innenschutz wird hier also zu einer Verbrau-
cher:innenpflicht. Im Sinne einer souverdnen Handlungskompetenz fiir
nachhaltige Entwicklung ist dies ein zwar berechtigtes Anliegen, wirkt
im beschriebenen Kontext aber fast ein bisschen zynisch. So sollen also
jene Nutzer:innen, deren Perspektiven aufgrund von Barrieren und nicht-
inklusiven, nicht-nachhaltigen Strukturen ungehort bleiben, entsprechend
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starker verpflichtet werden, sich einzubringen. Als lige das Problem einer
mangelnden Beteiligung ursichlich an einem fehlenden Engagement oder
Beteiligungswillen eben jener Personengruppe. Das ist ein bemerkenswert-
er Ansatz:

“Article 69 - Codes of conduct for voluntary application of specific
requirements

L...

2. The Commission and the Member States shall facilitate the drawing up
of codes of conduct intended to encourage the voluntary application to
all AT systems of specific requirements related, for example, to environ-
mental sustainability, including as regards energy-efficient programming,
accessibility for persons with a disability, stakeholders participation in
the design and development of the AI systems and diversity of develop-
ment teams on the basis of clear objectives and key performance indica-
tors to measure the achievement of those objectives. The Commission
and the Member States shall also facilitate, where appropriate, the draw-
ing of codes of conduct applicable on a voluntary basis with regard to
users' obligations in relation to Al systems.

3. Codes of conduct applicable on a voluntary basis may be drawn up by
individual providers of Al systems or by organisations representing them
or by both, including with the involvement of users and any interested
stakeholders and their representative organisations, or, where appropri-
ate, by users with regard to their obligations. Codes of conduct may cover
one or more Al systems taking into account the similarity of the intended
purpose of the relevant systems.

4. The Commission and the Member States shall take into account the
specific interests and needs of SME providers, including start-ups, when
encouraging and facilitating the drawing up of codes of conduct referred
to in this Article “(Council of the European Union 2022: S.175).

Im Entwurf des Parlaments spiegelt sich ein deutlicher Neuformulierungs-
ansatz wider, der erneut die ethischen Prinzipien der HEG-KI stirker
und expliziter aufnimmt. Auch der Ansatz zur Forderung einer allgemei-
nen Al Literacy wird hier wieder aufgenommen, die Anforderungen an
gesellschaftliches und okologisches Wohlergehen stirker betont. An der
Freiwilligkeit dieser Verhaltenskodizes will auch das Parlament nichts 4n-
dern. Gleichwohl sollen an der Erarbeitung der Verhaltenskodizes nun
auch Wissenschaftler:innen, Gewerkschafter:innen und Verbraucher:in-
nenschiitzer:innen beteiligt werden.
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“Amendments 634, 635, 636: Proposal for a regulation — Article 69 -
paragraph 2-4

2. Codes of conduct intended to foster the voluntary compliance with the
principles underpinning trustworthy Al systems, shall, in particular:

(a) aim for a sufficient level of Al literacy among their staff and other
persons dealing with the operation and use of AI systems in order to
observe such principles;

(b) assess to what extent their AI systems may affect vulnerable persons
or groups of persons, including children, the elderly, migrants and per-
sons with disabilities or whether measures could be put in place in order
to increase accessibility, or otherwise support such persons or groups of
persons;

(c) consider the way in which the use of their AI systems may have an
impact or can increase diversity, gender balance and equality;

(d) have regard to whether their Al systems can be used in a way that,
directly or indirectly, may residually or significantly reinforce existing
biases or inequalities;

(e) reflect on the need and relevance of having in place diverse develop-
ment teams in view of securing an inclusive design of their systems;

(f) give careful consideration to whether their systems can have a nega-
tive societal impact, notably concerning political institutions and demo-
cratic processes;

(g) evaluate how Al systems can contribute to environmental sustainabil-
ity and in particular to the Union’s commitments under the European
Green Deal and the European Declaration on Digital Rights and Princi-
ples.

3. Codes of conduct may be drawn up by individual providers of Al
systems or by organisations representing them or by both, including
with the involvement of users and any interested stakeholders, including
scientific researchers, and their representative organisations, in particu-
lar trade unions, and consumer organisations. Codes of conduct may
cover one or more Al systems taking into account the similarity of the
intended purpose of the relevant systems. Providers adopting codes of
conduct will designate at least one natural person responsible for internal
monitoring.

4. The Commission and the AI Office shall take into account the specific
interests and needs of SMEs and start-ups when encouraging and facili-
tating the drawing up of codes of conduct “ (European Parliament 2023:
S.300.1t.).
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Im Provisional Agreement wird deutlich, dass sich an dieser Stelle das Par-
lament starker durchsetzen konnte. Der Verweis auf ethische Grundsitze
und Kernforderungen in Anlehnung an das HEG-KI findet sich im finalen
Gesetzentwurf damit als freiwillige Auflage zukiinftig zu erarbeitender Ver-
haltenskodizes wieder. Diese Erarbeitung soll dann auch unter Beteiligung
zivilgesellschaftlicher Organisationen erfolgen:

“Article 69 - Codes of conduct for voluntary application of specific
requirements

L...

2. The AI Office and the Member States shall facilitate the drawing up
of codes of conduct concerning the voluntary application, including by
deployers, of specific requirements to all Al systems, on the basis of clear
objectives and key performance indicators to measure the achievement of
those objectives, including elements such as, but not limited to:

(a) applicable elements foreseen in European ethic guidelines for trust-
worthy Al

(b) assessing and minimizing the impact of Al systems on environmental
sustainability, including as regards energy-efficient programming and
techniques for efficient design training and use of Al;

(c) promoting Al literacy, in particular of persons dealing with the devel-
opment, operation and use of Al;

(d) facilitating an inclusive and diverse design of Al systems, including
through the establishment of inclusive and diverse development teams
and the promotion of stakeholders’ participation in that process;

(e) assessing and preventing the negative impact of Al systems on vulner-
able persons or groups of persons, including as regards accessibility for
persons with a disability, as well as on gender equality.

3. Codes of conduct may be drawn up by individual providers or deploy-
ers of Al systems or by organisations representing them or by both,
including with the involvement of deployers and any interested stake-
holders and their representative organisations, including civil society
organisations and academia. Codes of conduct may cover one or more Al
systems taking into account the similarity of the intended purpose of the
relevant systems.

4. The AI Office, and the Member States shall take into account the
specific interests and needs of SMEs, including start-ups, when encour-
aging and facilitating the drawing up of codes of conduct “ (European
Parliament 2024b: S.199).
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Im Vergleich der Positionen aller beteiligten Institutionen wird deutlich,
dass zwar alle Akteur:innen die Idee von nachhaltigen und inklusiven
Ansidtzen benennen und aufgreifen, sich verpflichtende Ansétze fiir KI-Sys-
teme aber aus keinem der hierfiir eingebrachten Entwiirfe ableiten lassen.
Im Ergebnis bleibt dariiber hinaus fiir alle vorgestellten Entwiirfe einiger-
maflen unklar, wer die freiwilligen Verhaltenskodizes am Ende umsetzen
soll. Es werden lediglich unterschiedliche Akteurskonstellationen benannt,
die bei der Erarbeitung der Kodizes beteiligt werden sollten. Im Provision-
al agreement heiflt es dann lediglich ,voluntary application, including by
deployers” (European Parliament 2024b: S.11). Welche weiteren Akteurs-
konstellationen sich dariiber hinaus sinnvollerweise angesprochen fiihlen
konnten, bleibt also weitestgehend unklar.

5. Analyse und Fazit

Das Ziel des Beitrages ist es, den europdischen Gesetzgebungsprozess zu
KI am Beispiel des EU AI-Acts in Bezug auf das Versprechen einer nachhal-
tigen und inklusiven Gestaltung von KI-Systemen kritisch zu analysieren.
Die Leitfrage lautet: (Wo) Gibt es verbindliche Anforderungen zur nach-
haltigen und inklusiven Gestaltung von KI-Systemen in der europdischen
Regulierung?

Hierfiir wurden die Verordnungsentwiirfe der EU-Kommission (2021),
des Rates der EU (2022), des EU-Parlaments (2023) und des Trilogs -
hier als Provisional agreement resulting from interinstitutional negotiations
(European Parliament 2024b) - gegeniibergestellt.

Als Referenz fiir nachhaltige und inklusive Ansdtze wurden die Ethik-
Leitlinien fiir eine vertrauenswiirdige KI der im Zuge des Policy-Prozesses
eingesetzten HEG-KI (Hochrangige Expertengruppe 2019a) herangezogen.
Dass sich im Zuge der Agenda-Setzung ein inter-institutioneller, hier zu-
néchst politischer, Konsens der EU-Institutionen dokumentieren ldsst, der
u. a. nachhaltige und inklusive Ansétze samt inklusiver Gestaltungsprozesse
fiir KI-Welten vorsieht, wurde als Teil der Einleitung herausgearbeitet.
Zu Fragen bleibt, ob sich diese Absichten auch in den konkreten Anforde-
rungen eines entsprechend verbindlichen Rechtsaktes widerspiegeln. Im
Ergebnis der Analyse lautet die Antwort auf diese Frage: Eher nicht, d. h.
konkrete, also verbindliche Anforderungen in Bezug auf nachhaltige und
inklusive Gestaltungsansitze von KI-Systemen lassen sich iiber die vorge-
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sehene Moglichkeit der Erarbeitung von freiwilligen Verhaltenskodizes hi-
naus im wahrscheinlich abschlieflenden Gesetzestext nicht identifizieren.

Mit Art. 69 der Verordnung gibt es zwar grundsitzlich einen Ansatz,
dieser ist indes freiwillig. Ob und inwiefern von dieser Moglichkeit zukiinf-
tig tiberhaupt Gebrauch gemacht wird, bleibt abzuwarten. Es entsteht der
Eindruck, dass es sich bei diesem Artikel um ein klassisches Feigenblatt
handelt. Im schlechtesten Fall wiirde dies in der Praxis dazu fiihren, dass
inklusive und nachhaltige Gestaltungsansitze eben nicht umgesetzt wer-
den.

Auch der aus bildungswissenschaftlicher Sicht nachvollziehbare und ge-
botene Ansatz der HEG-KI, dass ,,(g)rundlegende KI-Kompetenzen [...] in
der gesamten Gesellschaft gefordert werden’, wird im AI-Act nicht veran-
kert (vgl. Hochrangige Expertengruppe 2019a: S.29). Die vom Parlament
zundchst {ibernommene und eingebrachte Vorstellung, wonach es die Auf-
gabe der EU und ihrer Mitgliedstaaten sei, AI Literacy zu fordern, findet
sich im Gesetzestext nicht wieder. Nur providers and deployers stehen zu-
kiinftig in der Verantwortung, Grundlagenwissen fiir den Betrieb und die
Nutzung von KI-Systemen innerhalb der eigenen Belegschaft zu fordern
(European Parliament 2023: S.167.f.). Die Forderung von Al Literacy wird
hier also im Wesentlichen und zweckgebunden an die Wirtschaft tibertra-
gen.

Zusammenfassend entsteht der Eindruck, dass der Gesetzgeber in Be-
zug auf nachhaltige und inklusive Ansitze fiir gemeinsame KI-Systeme ver-
bindliche Regelungen vermeidet und ein supranationales bzw. nationales
Bekenntnis zur staatlichen Forderung von KI-Kompetenzen in der Bevol-
kerung als Anspruch aus der in Rede stehenden Verordnung unterldsst.
Zwar erlaubt die hier vorliegende Analyse kein grundsatzliches Urteil {iber
den EU AlI-Act, der als weltweit erster Regulierungsansatz fiir KI - so die
Meinung der Autor:innen - durchaus zu beeindrucken vermag, in Bezug
auf nachhaltige und inklusive Ansitze fiir gemeinsame IT-Welten ist die
hier vorliegende Analyse dennoch erniichternd.
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Offentliche Verwaltung als Katalysator fiir selbstbestimmtes
Datenteilen: Digitale Nachweise auf Basis von Registerdaten

Gunnar Hempel, Michael Kubach

Zusammenfassung

In einer Kooperation der beiden Schaufensterprojekte ID-Ideal und ONCE
wird im Rahmen des Forderprogramms ,Sichere Digitale Identititen® des
Bundesministeriums fiir Wirtschaft und Klimaschutz mit der ,kommuna-
len Datenkarte® eine digitale Identititslosung pilotiert und evaluiert, die
Biirgern ein Werkzeug an die Hand gibt, digitale Nachweise zu generieren
und die Weitergabe von Daten und Nachweisen selbst zu bestimmen. Die
Losung basiert auf einem Self-Sovereign Identity (SSI) Ansatz und einer
Identity Wallet Applikation, die auf allen Android und Apple Smartpho-
nes mit aktuellen Betriebssystemversionen lauffahig ist. Ziel ist es, ein
ausreichend hohes Sicherheits- und Datenschutzniveau mit einer niedrigen
Schwelle fiir die Nutzerinnen und Nutzer zu kombinieren.

In beiden Schaufensterprojekten spielt die Vernetzung kommunaler
Dienstleistungen eine wichtige Rolle. Dazu gehoren neben Verwaltungs-
dienstleistungen im engeren Sinne auch Angebote wie der offentliche Per-
sonennahverkehr, Stadtbibliotheken, Museen und Sporteinrichtungen. Die
Digitalisierung dieser Dienstleistungen ist eine zentrale Aufgabe. Die Be-
reitstellung und Verwaltung gepriifter Nachweise mit moglichst geringem
Zeit- und Arbeitsaufwand fiir alle Akteure ist in diesem Okosystem von
entscheidender Bedeutung. Mit der kommunalen Datenkarte kann der
Biirger diese Nachweise nun selbst kontrollieren und fiir die Inanspruch-
nahme kommunaler Dienstleistungen nutzen. Die so erhaltenen Daten
genieflen ein hohes Maf3 an Vertrauen und Glaubwiirdigkeit, da sie aus
kommunal gefithrten Registern stammen.

1. Einleitung

Die Digitalisierung von Verwaltungsprozessen ist ein elementares Ziel, um
offentliche Dienstleistungen effizienter, zuganglicher und benutzerfreund-
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licher zu gestalten. Dies gilt insbesondere auch fiir die kommunale Da-
seinsvorsorge. Im Rahmen der kommunalen Daseinsvorsorge stellen Ge-
meinden wirtschaftliche, soziale und kulturelle Dienstleistungen fiir ihre
Biirger, z. B. durch o6ffentliche Einrichtungen oder Infrastruktur im &ffentli-
chen Interesse, bereit. Fiir zahlreiche Anwendungsfélle werden Sondernut-
zungsmoglichkeiten und Tarifmodelle angeboten, die sich an Nutzereigen-
schaften orientieren. Bestimmte Personengruppen erhalten beispielsweise
Ermifligungen oder haben gesonderten Zugang. Um diese Leistungen in
Anspruch zu nehmen, sind in der Regel Nachweise zu erbringen, beispiels-
weise durch einen Sozialpass, einen Schiilerausweis oder auch durch den
Nachweis, in einer Gemeinde gemeldet zu sein. Hierfiir ist die Verarbeitung
von personenbezogenen Daten der Biirger erforderlich. Die Erbringung
der Nachweise erfolgt heute noch iiberwiegend auf analogem Wege, durch
personliche Vorlage bzw. Abholung entsprechender Dokumente, seltener
auf dem Postweg. Dies belastet Verwaltungen angesichts einer angespann-
ten Personaldecke und stellt eine Hiirde fiir Biirger dar, ihnen zustehende
Leistungen in Anspruch nehmen zu kénnen. Auch der weitere Kontext
der (stockenden) Digitalisierung der Verwaltung ist hier zu betrachten.
Das Onlinezugangsgesetz (OZG) sollte eigentlich die Verfiigbarkeit von
digitalen Verwaltungsleistungen verbessern. In der Umsetzung konnte es
jedoch trotz ,Booster” die gesteckten Ziele nicht erreichen (Rohl 2023), so
dass ein OZG 2.0 erarbeitet wurde.!

Eine zentrale Herausforderung bei der Digitalisierung von Verwaltungs-
dienstleistungen ist die Verfiigbarkeit geeigneter digitaler Nachweise fiir
die Biirger. Die Online-Ausweisfunktion des Personalausweises (eID), die
als universelles und sicheres Identifizierungsmittel fiir verschiedene On-
line-Dienste fungieren konnte, findet bisher nur geringe Nutzung unter
den Biirgern (und ist auch fiir viele Diensteanbieter aufwéndig einzubin-
den). Obwohl technisch jeder Personalausweis dazu fahig ist (Stand Ju-
ni 2023 waren rund 62 Millionen giiltige Personalausweise im Umlauf,
rund 88 % mit aktivierter Online-Ausweisfunktion - ca. 55 Millionen)
(Krempl 2023), haben laut eGovernment Monitor nur 14 % der in 2023
befragten Biirger die Funktion jemals genutzt. Dies liegt unter anderem
an der mangelnden Bekanntheit seiner Funktionen, geringer Unterstiitzung
durch Diensteanbieter, eines nicht wahrgenommenen Nutzens sowie einer

1 Dieses scheiterte jedoch im Mérz 2024 im Bundesrat und bei Verfassung dieses Beitra-
ges war die weitere Entwicklung unklar.
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oft als umstdndlich wahrgenommenen Handhabung - auch wenn diese
in der letzten Zeit immer weiter vereinfacht wurde. Mangelndes Vertrau-
en spielt nur eine untergeordnete Rolle (D21/TU Miinchen 2023). Das
Vorhaben der Entwicklung einer etwas Nutzerfreundlicheren Smart-eID,
welche die Ubertragung der Online-Ausweisfunktion auf das Smartphone
in ein zertifiziertes sicheres Hardwareelement (ausschliellich fiir die On-
line-Nutzung) ermdglichen hétte sollen, wurde Ende 2023 gestoppt (Steiner
2023). Derzeit lduft die Entwicklung einer European Digital Identity Wallet
(EUDI Wallet), die auch der deutsche Staat seinen Biirgern anbieten und
in seine Verwaltungsleistungen einbinden soll. Diese Entwicklung wird
jedoch nach aktuellem Zeitplan frithestens 2026/2027 abgeschlossen sein
(European Commission 2024). Die Folge ist, dass vielen Biirgern derzeit
faktisch die Grundlage fehlt, um von digitalen Verwaltungsdienstleistungen
vollumfénglich profitieren zu kénnen.? Um diese Hiirde zu tiberwinden,
bedarf es einer gezielten Strategie: Einerseits muss die Benutzerfreundlich-
keit des digitalen Personalausweises verbessert werden, um die Akzeptanz
und Nutzungsbereitschaft zu erhéhen. Andererseits konnen jedoch auch
alternative digitale Identitdtsnachweise, wie die im Folgenden beschriebe-
ne ,kommunale Datenkarte®, geférdert und ihre Anwendung vereinfacht
werden, um eine breitere Basis fiir digitalen Zugang zu Dienstleistungen
zu schaffen, die nicht unbedingt das hohe Vertrauensniveau des Personal-
ausweises mit Online-Ausweisfunktion bendtigen. Eine Kombination aus
technischer Optimierung und der Schaffung von diversen, benutzerorien-
tierten Identifikationsmdoglichkeiten konnte die Teilhabe aller Biirger an
der digitalen Verwaltung verbessern.?

Vor diesem Hintergrund gewinnt auflerdem die Wahrung des Daten-
schutzes eine zusdtzliche Dimension. Personenbezogene Daten, deren Ver-
arbeitung fiir den Erhalt kommunaler Leistungen oftmals erforderlich sind,
miissen geschiitzt werden, um das Vertrauen der Biirger in digitale Verwal-
tungsprozesse zu starken. Im Sinne des Grundrechts auf informationelle
Selbstbestimmung soll es jeder betroffenen Person moglich sein, grundsitz-
lich selbst iiber die Verarbeitung ihrer personenbezogenen Daten zu be-
stimmen. Die Europaische Datenschutz-Grundverordnung (DSGVO), das
Bundesdatenschutzgesetz (BDSG) und die fiir die Verwaltung der Lander

2 Diese steht aber auch einer mangelhaften verwaltungsinternen Digitalisierung gegen-
iber - letztlich handelt es sich um ein Art Henne-Ei-Problem.

3 Andere europdische Linder, etwa die Nachbarn Osterreich und Dinemark, sind hier
bedeutend weiter.
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geltenden jeweiligen Datenschutzgesetze geben diesbeziiglich zahlreiche
Vorgaben fiir die Verarbeitung personenbezogener Daten vor. Dies betriftt
insbesondere die Rechtsgrundlagen fiir die Verarbeitungen, Vorgaben fiir
Informationsvermittlung und Auskunftserteilung zu den Verarbeitungen
sowie Vorgaben zu technischen und organisatorischen Mafinahmen zum
Schutz der personenbezogenen Daten.

Das in diesem Beitrag vorgestellte Konzept einer ,kommunalen Daten-
karte“ als digitales Aquivalent zu herkémmlichen Nachweisen verfolgt da-
her zwei wesentliche Ziele: die Vereinfachung des Zugangs zu kommuna-
len Leistungen und die strikte Einhaltung des Datenschutzes. Durch die
Verwendung von Self-sovereign Identity Technologie konnen Biirger ihre
Daten sicher in einer digitalen Wallet auf ihrem Smartphone verwalten und
bei Bedarf vorlegen, ohne mehr Daten als notwendig preiszugeben.* Dies
stellt einen wichtigen Schritt in Richtung einer modernen, serviceorientier-
ten und datenschutzkonformen Verwaltung dar.

Das Ziel des Beitrags ist es, das Konzept der kommunalen Datenkarte
zur Diskussion zu stellen. Zunéchst erfolgt eine eingehendere Darstellung
der Motivation fiir das gewahlte Konzept angesichts vorhandener Alterna-
tiven sowie eine Skizzierung der technischen Realisierung. Anschliefiend
wird auf die Pilotierung im Rahmen der Schaufensterprojekte ,Sichere
Digitale Identititen” (SDI-Schaufenster) des Bundesministeriums fiir Wirt-
schaft und Klimaschutz (Bundesministerium fiir Wirtschaft und Klima-
schutz 2024) eingegangen. Hiervon abgeleitet werden schlussendlich The-
sen, die Potenziale und Herausforderungen der kommunalen Datenkarte
zusammenfassen.

4 Als Folge des Digital Markets Acts der EU (DMA 2022) lassen sich Applikationen
auf Smartphones auch ohne Nutzung eines App-Stores der Smartphone-(Betriebssys-
tem-)Herstellern installieren. Die ID-Daten der Nutzenden werden beim Self-Sover-
eign Identity Ansatz (siche Abschnitt 2.2) auf dem Smartphone verwaltet und nicht
zu den Smartphone-(Betriebssystem-)Herstellern iibertragen. Es existieren Android
Smartphones, welche sich vollstindig ohne Google Account nutzen lassen. Insofern
besteht bei der ohnehin optionalen Nutzung digitaler Wallets auf aktuellen Smartpho-
nes weder ein Zwang zur Nutzung von App-Stores, noch ein Zwang zu Konten bei
Apple und Google.
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2. Die Kommunale Datenkarte: Konzept, Umsetzung und Pilotierung

In einer Kooperation der beiden Schaufensterprojekte ID-Ideal®> und ON-
CE® wird im Rahmen des Forderprogramms ,Sichere Digitale Identitaten®
des Bundesministeriums fiir Wirtschaft und Klimaschutz mit dem Konzept
der ,kommunalen Datenkarte seit 2021 eine digitale Identitétslosung ent-
wickelt und evaluiert, die Biirgern ein Werkzeug an die Hand gibt, digitale
Nachweise auf Basis kommunaler Registerdaten (z. B. aus dem Melderegis-
ter fir Daten und dem Passregister fir Lichtbild) zu erzeugen und die
Weitergabe von Daten und Nachweisen selbst zu bestimmen. In beiden
Schaufensterprojekten spielt die Erleichterung der digitalen Bereitstellung
kommunaler Dienstleistungen eine grofie Rolle. Dazu gehdéren neben Ver-
waltungsleistungen im engeren Sinne auch Angebote wie 6ffentlicher Nah-
verkehr, stidtische Bibliotheken, Museen und sportliche Einrichtungen.
Die Nutzung dieser Dienstleistung ist in der Regel an den Nachweis be-
stimmter Merkmale gebunden. Dieser wird klassisch durch Vorlage und
Sichtpriifung von Dokumenten, wie einer Meldebescheinigung, eines Bi-
bliotheksausweises etc. erbracht. Die Digitalisierung der Dienstleistungen
erfordert die Ubertragung dieses Vorganges in digitale Prozesse, um keinen
Medienbruch zu erzeugen und diese Leistungen werden teilweise online,
aber auch vor Ort erbracht. Ein digitaler Nachweis auf dem Smartphone
sollte sich also online, aber auch vor Ort nutzen lassen (Beispiel: Ausleihe
eines digitalen Buches von Zuhause, aber auch Ausleihe eines physischen
Buches in der Bibliothek). Die digitale Bereitstellung und Verwaltung ge-
priifter Nachweise mit moglichst geringem Zeit- und Arbeitsaufwand fiir
alle Akteure ist damit in diesem Okosystem von entscheidender Bedeutung.
Das folgende Kapitel diskutiert zunachst knapp, ob fiir die Digitalisierung
der deutschen Verwaltung tatsdchlich noch eine weitere digitale Identitits-
16sung notwendig ist und stellt dann das Konzept der kommunalen Daten-
karte vor.

2.1 Noch eine weitere Identitdtslosung?

Sinn und Zweck der kommunalen Datenkarte ist es, mit der Losung
einen in mehrfacher Hinsicht niederschwelligen digitalen Nachweis zu ent-

5 https://id-ideal.de
6 https://once-identity.org
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wickeln. Niederschwellig, um Hiirden der Digitalisierung fiir den Nutzer
(aber auch hinsichtlich der Einbindung in die Prozesse der Diensteanbieter,
siehe unten) abzubauen. Hier kann die Verwendung einer Smartphone-App
(kommunale Datenkarte) mit einer angebundenen Wallet einen nutzer-
freundlichen Einstieg schaffen, der aus der Verwendung von existierenden
Smartphone Wallets beispielsweise fiir Kino- und Flugtickets bekannt ist.
Die Nutzung der Corona-Warn-App mit Impfnachweis wéhrend der Co-
vid-19 Lockdowns hat die Biirger zudem an den Umgang mit Nachweisen
auf dem Smartphone und die Interaktion mit QR-Codes gewohnt, so dass
es sich hier fiir sie um ein vertrautes Interaktionsparadigma handelt. Smart-
phone Wallets nach dem Self-Sovereign-Identity Prinzip stellen zudem
die Kontrolle des Nutzers iiber seine Daten und deren Verwendung ins
Zentrum. Der Nutzer sieht und bestimmt, welche Daten er fiir welche
Dienstleistung er an welche Organisation freigibt und erhilt eine Histo-
rie seiner Nutzungen. Der Wallet-Ansatz kann potenziell fiir ein breites
bzw. wachsendes Spektrum von Dienstleistungen eingesetzt werden. Die
Bedienungsoberfliche einer Wallet kann fortlaufend an die Bediirfnisse von
Nutzern und mégliche Erweiterungen des Funktionsumfangs angepasst
werden, ohne dass sich der Nutzer grundlegend umgewéhnen muss. Die
in der Wallet gespeicherten Nachweise kénnen ohne den Umgang mit
einer Smartcard und NFC-Schnittstelle genutzt werden, was in der Praxis
der Nutzung des Personalausweises mit Online-Ausweisunktion derzeit zu
bedeutenden Abbruchraten fiihrt.

An dieser Stelle ist gleichfalls die Frage zu stellen, inwieweit die eID,
welche beispielsweise iiber den Personalausweis eingesetzt werden kann,
diese Funktionen nicht bereits erfiillt. Die Einbindung der eID in die hier
diskutierten Anwendungen ist fiir viele Diensteanbieter aufgrund der ho-
hen technischen Anforderungen und Kosten der eID-Nutzung derzeit nicht
sinnvoll darstellbar. Insofern sind auch die Schwellen zum Einsatz bzw.
zur Prozessintegration auf dieser Seite zu senken. Auch die weniger auf-
wendige Integration von Benutzerkonten (z. B. BundID) ist dennoch mit
signifikanten Hiirden verbunden. In diesem Fall wird dann auch wieder
der Nutzer mit mindestens drei Technologien (Fachverfahren, Nutzerkonto
und AusweisApp bzw. zukiinftig vermutlich EUDI Wallet) und unterschied-
lichen User Interfaces konfrontiert. Einfache, medienbruchfreie, schnelle
und integrative Prozesse, insbesondere auch vor Ort, sind so nicht ohne
weiteres umsetzbar. BundID und die (zwischenzeitlich eingestellte) Smart-
eID (welche die Nutzung der Online-Ausweisfunktion ohne das Halten des
Personalausweises an das Smartphone fiir die Nutzung der NFC-Schnitt-
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stelle ermdglichen sollte) sind nur fiir die Nutzung von Onlinediensten
ausgelegt. Sie liefern auch kein verifiziertes Lichtbild des Biirgers mit sich,
welches eine einfach Sichtpriifung erméoglicht. Auch wenn ein Biirger also
meint, seine sichere digitale Identitit auf dem Smartphone dabei zu haben,
so kann er sie doch nicht fiir ,vor Ort“-Anwendungen nutzen. Hierzu
miisste er wieder auf den physischen Personalausweis zuriickgreifen. Dies
ist den Biirgern sicherlich kaum zu vermitteln. Bislang schwer absehbar ist,
inwieweit die EUDI Wallet iiber den digitalen Fithrerschein (mDL - mobile
Drivers® License) hinaus solche vor Ort Anwendungen unterstiitzen wird.
Weiter ist auch der Umfang der Attribute mafigebend dafiir, welche kom-
munalen Anwendungen mit einer digitalen Identitdt unterstiitzt werden.
Der Datensatz aus dem Melderegister kann umfangreicher sein als der
eID-Datensatz. Er kann beispielsweise Informationen zum Zuzugsdatum
oder zur Adresse des Nebenwohnsitzes aus einem kommunalen Meldere-
gister enthalten, die fiir bestimmte kommunale Szenarien bendtigt werden.
Auflerdem ldsst sich eben ein verifiziertes Lichtbild aus dem Passregis-
ter mit ableiten. Den konkreten Attributumfang bestimmt schliefilich die
Kommune nach den Erfordernissen der in ihrem Hoheitsbereich zu unter-
stiitzenden Anwendungsprozesse. Eine Interoperabilitdt der kommunalen
Datenkarte zwischen Kommunen erfordert aber sicherlich die Definition
eines Sets an Basisattributen sowie eines standardisierten Regelwerks. Dies
ist erst mittelfristig erreichbar — kurzfristig liegt der Fokus darum auf der
lokalen Anwendung. Die konkrete Umsetzung sowie technische Basis der
kommunalen Datenkarte wird im folgenden Abschnitt dargestellt.

2.2 Praktische Realisierung

Die technische Grundlage der kommunalen Datenkarte basiert auf der
Self-Sovereign Identity (SSI)-Technologie. SSI reprisentiert ein Paradigma,
das jedem Individuum ermdglicht, Besitz und Kontrolle iiber seine digitale
Identitdt und die damit verbundenen Daten auszuiiben, ohne auf Interme-
didre oder zentrale Autorititen angewiesen zu sein (Allen 2016). Diese
Autonomie in der digitalen Identititsverwaltung wurzelt in der Idee, dass
ebenso wie in der realen Welt jedes Individuum selbstverantwortlich fiir
seine Identitdtsnachweise ist. Die konzeptionelle Herkunft der SSI kann
auf die Fortschritte in verteilten Register-Technologien (DLT - Distributed
Ledger Technology), insbesondere der Blockchain, zuriickgefiihrt werden,
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welche Mechanismen fiir dezentrales Vertrauen und Sicherheit ohne eine
zentrale Uberwachungsinstanz bietet.

Fiir SSI-Ansitze spielen Verifiable Credentials (VCs) eine entscheiden-
de Rolle. VCs sind digitale Zertifikate, die von einer vertrauenswiirdigen
Entitdt ausgestellt werden und bestimmte Anspriiche iiber eine Person
oder Entitdt bestdtigen. Diese Zertifikate sind so gestaltet, dass sie von
Dritten privatspharenfreundlich verifiziert werden konnen, ohne dass die
urspriinglich herausgebende Entitat kontaktiert werden muss (W3C 2022).
Grundsatzlich sind auch sogenannte Zero Knowledge Proofs realisierbar,
welche beispielsweise einen Volljahrigkeitsnachweis ohne Offenlegung des
zugrunde liegenden Geburtsdatums ermdglichen. VCs beruhen also auf
kryptographischen Methoden, die es ermdglichen, die Echtheit, Integritat
und Nichtabstreitbarkeit der Credentials zu gewéhrleisten. Somit bilden sie
die Grundlage fiir eine vertrauensvolle und gleichzeitig datenschutzfreund-
liche digitale Interaktion.

Die kommunale Datenkarte nutzt eine Identity Wallet Applikation, wel-
che als eine sichere Speicher- und Prasentationsumgebung fiir VCs auf
Smartphones mit gingigen Betriebssystemen wie Android und iOS dient.
Es wird sichergestellt, dass Nutzende ohne die Notwendigkeit spezieller
Hardware (wie high-end Smartphones mit zertifizierten Hardwaresicher-
heitselementen wie bei der Smart-eID) oder aufwendiger Prozesse, wie
etwa dem fehleranfalligen Auslesen von NFC-Chips (wie bei der Online-
Ausweisfunktion des Personalausweises), Zugang zu ihren digitalen Identi-
tatsnachweisen erhalten.

Grundsitzlich ist auch eine Interoperabilitidt der SSI-basierten kommu-
nalen Datenkarte mit europdischen Initiativen angestrebt. Die Vorgaben
und Standards, die durch die eIDAS-Verordnung (eIDAS 2.0) und das
Architecture Reference Framework (ARF) (eIDAS Expert Group 2024) fur
die EU Digital Identity Wallet (EUDI Wallet) definieren und derzeit in
den EU Large Scale Pilot Projekten (LSP) (EU Commission 2024) erprobt
werden, dienen als Leitlinien. Da die Arbeiten an der Architektur und
der EUDI Wallet derzeit jedoch noch nicht abgeschlossen sind, muss sich
zeigen, inwieweit eine Interoperabilitit mdoglich ist oder die kommunale
Datenkarte vielmehr eine Ergdnzung oder Briickentechnologie bis zur Ver-
fugbarkeit der EUDI Wallet darstellt.

Die kommunale Datenkarte dient somit als ein verifizierbarer digitaler
Nachweis (Verifiable Credential), der durch die Nutzung von SSI-kompati-
blen Systemen innerhalb der kommunalen IT-Infrastruktur (kommunalen
IT-Fachverfahren) generiert und verwaltet werden kann. Der Ausstellungs-
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prozess dieses Nachweises bedient sich vertrauenswiirdiger Datenquellen
der offentlichen Verwaltung, wie beispielsweise Melderegister (Register auf
Landes- oder kommunaler Ebene), um die Authentizitdt und Zuverlassig-
keit der digitalen Identitat des Biirgers zu gewdhrleisten. Vom Biirger wird
er Uiber die App und die Wallet auf handelsiiblichen Smartphones verwaltet
und mittels dieser fiir den Zugang zu Anwendungen online und vor Ort
genutzt.

Personenbezogene Daten werden gemif3 den rechtlichen Rahmenbedin-
gungen durch kommunale Behorden im Zuge administrativer Verfahren
erfasst — beispielsweise bei der An- und Ummeldung des Wohnsitzes oder
der Beantragung von Ausweisdokumenten — und von den jeweiligen kom-
munalen Einrichtungen verwaltet sowie aktualisiert. So werden sie im Mel-
deregister gespeichert und gepflegt.

Der Nutzer der App, in der Rolle der betroffenen Person, kann nach
Art.15 Abs.1 S.1 DSGVO gegeniiber der registerfithrenden Behorde (Ver-
antwortlicher) generell Auskunft dariiber verlangen, ob personenbezogene
Daten verarbeitet werden und - sofern eine solche Verarbeitung vorliegt -
auch tiber diese Daten selbst Auskunft zu erhalten. Wird das Auskunftsersu-
chen elektronisch eingereicht, so ist der Verantwortliche nach Mafigabe des
Art. 15 Abs. 3 S.1und 3 DSGVO und unter Beriicksichtigung des § 10 BMG
angehalten, eine Kopie der verarbeiteten personenbezogenen Daten im Sin-
ne einer elektronischen Bereitstellung in gingigem Format zu iibermitteln.
Der Auskunftsanspruch kann praktisch vom Nutzer direkt aus der App
elektronisch eingereicht, die Kopie der verarbeiteten personenbezogenen
Daten in einem elektronischen Format empfangen werden.

Die Daten aus dieser Auskunftserteilung (z. B. XML, PDF) werden hier-
aufhin aus der Datei entnommen und als das Verifiable Credentials der
kommunalen Datenkarte in die Wallet iibertragen. Im Rahmen der Pro-
jekte ID-Ideal und ONCE wurde dies technisch bereits prototypisch reali-
siert. Hierzu kooperierten Anbieter kommunaler Fachverfahren, offentliche
IT-Dienstleister, Entwickler von SSI-Backend und Wallet-Lésungen und
Kommunen fiir den Zugang zu den Registern und kommunale Angebote.

Fir die kommunale Datenkarte ist ein Basisdatenset von Angaben wie
Name, Geburtsdatum, Wohnadresse, Familienstatus sowie Daten beziig-
lich der Anmeldung oder des Zuzugs in die betreffende Kommune ange-
dacht, das im Zuge der Pilotierung noch weiter zu spezifizieren ist. Die
kommunale Verwaltung bestitigt durch ein qualifiziertes digitales Siegel
ausschliefSlich, dass die Daten zum Zeitpunkt der Ausgabe im Melderegister
so vorhanden waren. Die rechtliche Zuléssigkeit einer Ergdnzung um das
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digitale Lichtbild aus dem Pass- oder Personalausweisregister ist derzeit
Gegenstand juristischer Abklarungen. Dem Biirger ist es nun mdglich, die
erhaltenen Nachweise eigenstdndig zu verwalten und fiir die Nutzung kom-
munaler (oder dariiber hinaus gehender) Angebote heranzuziehen. Die An-
nahme ist, dass die aus den kommunalen Registern bezogenen Daten von
den Akzeptanzstellen, zu denen ja insbesondere Angebote der jeweiligen
Kommune zghlen, als vertrauenswiirdig erachtet werden.

2.3 Pilotierung der kommunalen Datenkarte im Rahmen der
Forschungsprojekte

Das Konzept der kommunalen Datenkarte wird im Rahmen der SDI-
Schaufenster ONCE und ID-Ideal in mehrere Stufen praktisch getestet.
Es wurden etwa User Interface Mockups sowie Test Credentials fiir die
kommunale Datenkarte in der Wallet erstellt und die Usability mit Biirgern
erprobt. Eine kommunale Pilotimplementierung erfolgt schliefSlich in Zu-
sammenarbeit mit der Landeshauptstadt Dresden.

In einem ersten Schritt werden verifizierbare Daten zu einer Person aus
dem kommunalen Melderegister in ein Basis-Credential iiberfiihrt, welches
in einer Wallet gespeichert werden kann. Es kann fortan als Nachweis im
kommunalen Umfeld fiir die Inanspruchnahme ausgewahlter kommunaler
Dienstleistungen verwendet werden. Das Credential ermdglicht es prinzipi-
ell, einzelne Attribute des Datensatzes zu einer Person aus der Wallet he-
raus automatisiert in ausgewahlten Anwendungsszenarien fiir kommunale
Dienstleistungen zu présentieren, auszulesen oder in Formulare einzufii-
gen.

In einem zweiten Schritt ist die Infrastruktur der Verwaltung anzupassen.
Ziel ist es, die Fachabteilungen, welche Verifiable Credentials ausstellen,
priffen und akzeptieren miissen, mit Softwarekomponenten zur Realisie-
rung der gesamten Prozesskette auszustatten.

Diese Aufgaben obliegen prinzipiell der Kommune, was zumindest da-
hingehend sinnvoll ist, dass sie bedarfsgerecht und entsprechend der je-
weils vorhandenen kommunalen IT-Landschaft gelost werden miissen.
Idealerweise erfolgt die Bereitstellung der technischen Komponenten zu-
kiinftig auch in Form von Software Development Kits (SDK) zur Integra-
tion in kommunale Anwendungen und kommunale Hintergrundsysteme
(ID-Ideal/ONCE 2023).
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Fiir die Anwendung der kommunalen Datenkarte in kommunalen Test-
Szenarien werden gegenwirtig zwei Ansétze verfolgt:

a) Beantragung eines kommunalen Berechtigungsnachweises - Dresden-
Pass

Der Dresden-Pass berechtigt zum kostengiinstigeren Besuch kultureller
Einrichtungen der Landeshauptstadt Dresden und des Freistaates Sachsen
in der Stadt Dresden, zur kostenlosen Mietrechtsberatung sowie zur Inan-
spruchnahme von Ermifligungen bei der Dresdner Verkehrsbetriebe AG
(DVB AG). Anspruch auf den Dresden Pass haben Einwohner mit Haupt-
wohnsitz in Dresden, die ausgewahlte Sozialleistungen beziehen (Landes-
hauptstadt Dresden 2022). Ausstellende Behorde des Dresden Passes ist das
Sozialamt der Landeshauptstadt.

Fiir die Beantragung verifiziert sich der Antragsteller mit seinem Basis-
Credential aus seiner Wallet gegeniiber der ausstellenden Behorde und
erhalt von dieser den Dresden Pass als Verifiable Credential (Dresden Pass
Credential) in seine Wallet iibertragen. Das Dresden Pass Credential ist ab
diesem Zeitpunkt giiltig bis zum Widerruf (in der Regel 1 Jahr, angelehnt
an die Dauer des Bezugs der Sozialleistungen) und berechtigt den Inhaber
dazu, Vergiinstigungen in den zahlreichen Einrichtungen der Stadt zu bean-
spruchen.

Der Inhaber muss fiir die Erméfiigungen lediglich, vor Ort (z. B. via
QR-Scan) oder online seine Wallet mit dem Serviceanbieter verbinden und
das Dresden Pass Credential prasentieren.

b) Nachweis der Berechtigung zur Teilnahme an einem Biirgerbegehren

Ein Biirgerbegehren nach § 25 Abs. 1 SichsGemO eréffnet Biirgern in Sach-
sen die Moglichkeit zur politischen Mitbestimmung. Das Biirgerbegehren
ist als ein Antrag der Biirger einer Gemeinde auf einen Biirgerentscheid
zu verstehen, bei dem die Biirgerschaft (anstelle des Stadtrates) direkt {iber
Angelegenheiten der Gemeinde entscheiden kann. Die Themen und Inhalte
fiir einen Biirgerentscheid sind kommunalpolitische Sachfragen, fiir die der
Stadtrat zusténdig ist (Stadt Leipzig 2024).

Antragsberechtigter Biirger ist nach §15 Abs.1i. V. m. §16 Abs.1 S.2
SachsGemO, wer am Tag der Unterzeichnung des Biirgerbegehrens Deut-
scher im Sinne von Artikel 116 Abs.1 GG ist oder die Staatsangehorigkeit
eines Mitgliedstaates der Européischen Union besitzt, das 18. Lebensjahr
vollendet hat und seit mindestens drei Monaten in der Gemeinde wohnt.
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Die Besonderheit dieses Szenarios liegt darin, dass die Berechtigung zur
Teilnahme davon abhidngt, wie lange die Person bereits in der Gemeinde
wohnt. Dieser Nachweis kann nicht anhand eines Passes oder Personalaus-
weises gefiihrt werden, da diese Information nicht aus dem Dokument bzw.
dem zugehorigen Datensatz aus der eID ersichtlich sind. Fiir die Nachweis-
fithrung sind vielmehr Informationen aus dem kommunalen Melderegister
(Einwohnermeldeamt) erforderlich.

Mit der kommunalen Datenkarte wére der Nachweis generell méglich.
Jedoch kommt im Fall des Biirgerbegehrens noch eine weitere Besonderheit
hinzu. Die Beantragung hat nach § 25 Abs.1 S.1 SdchsGemO schriftlich zu
erfolgen, die elektronische Form ist explizit ausgeschlossen.

Der Ausschluss der elektronischen Form fuhrt dazu, dass Mitarbeiter
der Stadt Dresden die Giiltigkeit der Unterschriften zum Biirgerbegehren,
immerhin mind. 5% der Wahlberechtigten Dresdener’, handisch priifen
miissen, was in der jlingeren Vergangenheit personelle Aufwendungen von
bis zu 6 Vollzeitdquivalenten {iber mehrere Wochen hinweg verursacht hat.
Fir die Testung des Szenarios wird deshalb eine Ausnahmeregelung im
Rahmen einer Experimentierklausel nach § 20 Sachsisches E-Government-
Gesetz fiir eine Reallabor sondiert, um die Auswirkungen und Potentiale
der elektronischen Form in diesem Szenario zu untersuchen.

3. Zwischenfazit aus der Entwicklung und Pilotierung

Die Realisierung des SSI-Ansatzes erfordert eine gewisse Transformation
herkdmmlicher Prozessabldufe und Strukturen. In technischer Hinsicht
miissen Prozesse re-moduliert, Systeme angepasst oder neu errichtet wer-
den. Das Personal muss entsprechend qualifiziert und es miissen notwenige
Kompetenzen aufgebaut werden, um die Serviceangebote zu bewirtschaften
und auch dem Nutzer die Anwendung zu erkliren und bei Bedarf zu
unterstitzen.

In organisatorischer Hinsicht sind auf kommunaler Ebene die notwe-
nigen Strukturen und Verantwortlichkeiten (Governancestrukturen) zu
schaffen. Konkret ist hierfiir ein giiltiger Rechtsrahmen zu schaffen, feder-
fithrende und beteiligte Stellen zu legitimieren und entsprechende perso-
nelle und finanzielle Mittel bereitzustellen.

7 Ab ca. 20.000 Unterschriften.

174

- am 18.01.2028, 08:53:1; Ops


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Offentliche Verwaltung als Katalysator fiir selbstbestimmtes Datenteilen

3.1 Rechtlich-organisatorische Einordnung der Akteure, Rollen und
Prozessablaufe

Fiir den Einsatz der kommunalen Datenkarte in der Praxis, sind die recht-
lichen Voraussetzungen zu schaffen. Die rechtlich zustindige Stelle, die
als Kontrollorgan (und juristische Person) die hierfiir geltenden Regeln
formuliert, fir verbindlich erklart und auch ihre Einhaltung tiberwacht,
muss nach den geltenden deutschen Staatsstrukturprinzipien nach Art. 20
Abs.1 GG als ein rechtssetzendes staatliches Organ demokratisch legiti-
miert sein. Auf kommunaler Ebene ist die Gemeinde, bzw. der Stadt-
oder Gemeinderat als Hauptorgan der Gemeinde, erméchtigt, fiir ihren
Wirkungsbereich Rechtsvorschriften zu schaffen. Sachliche und raumliche
Grenzen sind hierbei zu beachten, ein hinreichender Bezug zum eigenen
Gebiet, entweder weil ein Vorgang dort stattfindet oder eine Leistung dort
angeboten und erbracht wird oder weil die zugehorigen Einwohner allein
oder hauptsichlich dort betroffen oder begiinstigt sind. Eine Begiinstigung
und Erstreckung der Nutzungsbedingungen im Hinblick auf offentliche
Einrichtungen der Gemeinde (§ 10 Abs. 2, 5 SichsGemO) kommt generell
auch im Hinblick auf Gaste oder Nicht-Gemeindeansdssige in Betracht.
Dies gilt gleichfalls fiir rechtlich selbststindige Anstalten wie Verbande
und privatrechtsformige kommunale Unternehmen, die auch gebietsfrem-
den Kunden frei zugingliche Leistungen anbieten und die die Reichwei-
te Threr Titigkeiten nicht auf das Gebiet der Kern-Gemeinde begrenzen
(z. B. Personenbeforderung, Sparkassen, etc.). Die Gemeinde (Stadt- oder
Gemeinderat sowie bei entsprechender Zustidndigkeit Biirgermeister und
Oberbiirgermeister) ist damit befugt, Regeln in rechtsverbindlicher Form
als Satzung oder innerhalb der Gemeindeverwaltung (z. B. Sozialamt)
durch ,Richtlinien” aufzustellen und zu andern. Die konkret zustindige
Stelle ergibt sich aus dem Organisationsplan beziehungsweise aus der erlas-
senen Hauptsatzung der Gemeinde (§ 4 Abs. 2 SichsGemO), im Hinblick
auf den Einsatz von finanziellen und personellen Ressourcen arbeiteten
eine federfithrende Stelle und andere Stellen zusammen.

Der Herausgeber (herausgebende Stelle) der kommunalen Datenkarte
wird diesen Bestimmungen unterstellt. Er verantwortet die Prozessschritte
zur Integration der Daten in das Basis-Credential und dessen Ablage in der
Wallet, und damit sowohl den Vorgang der Ubernahme der Daten aus der
elektronisch bereitgestellten Auskunft (z. B. PDF) in die Wallet, der Uber-
mittlung oder zur Verfiigung Stellung von Daten innerhalb des kommunale
Datenkarte-Okosystems als auch die mafigebliche Steuerung und Kontrolle
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der vorausliegenden Vorgénge. Hier ist auch an die Schaffung und/oder
Bereitstellung der Wallet oder deren Vergabe an Dritte und dabei auch die
Weitergabe der erforderlichen Informationen an die fiir den Herausgeber
tatig werdenden (juristischen) Personen (Dritte) zu denken. Die herausge-
bende Stelle ist dann, neben der erstmaligen Ausgabe der kommunalen
Datenkarte auch fiir das Uberwachen der Regeln des Umlaufs, auch fiir das
Aus-dem-Verkehr-ziehen bei Wegfall der Giiltigkeit zustdndig.

Inhaber kann allgemein jede zu identifizierende Person sein, die im
Fall der kommunalen Datenkarte zu einer fiir bestimmte Funktionen oder
Mafinahmen berechtigten Personengruppe (hier natiirliche Personen) ge-
hort (z. B. Berechtigte fiir Sozialleistungen). Abhdngig vom Berechtigungs-
zweck kann dabei z. B. das Alter ein wesentliches Differenzierungsmerk-
mal sein (generell Geschaftsfahigkeit nach §104 BGB, Vergiinstigungen
fur Minderjahrige oder Senioren). Im Fall der Nationalitdt als Differen-
zierungsmerkmal ist der allgemeine Gleichheitssatz (Art.3 Abs.1 GG) zu
beachten. Sofern der Inhaber den Nachweis aufgrund der Zugehorigkeit
zu einer Organisation (juristischen Person) erhalt, ist die Organisationszu-
gehorigkeit die differenzierende Eigenschaft (z. B. Mitgliedsausweis).

Die Rolle als Inhaber setzt voraus, dass die jeweilige Person unmittelba-
rer Besitzer (i.Sv. § 854 BGB) der einzusetzenden Hardware (als Speicher
der elektronischen Informationen) fiir die kommunale Datenkarte ist. Bei
Software oder elektronischen Informationen fiir Nachweise, ist ein ,Besitz*
nur an dem physischen Trigermedium moglich, da Software insoweit kei-
ne Sach-Qualitit zukommt. Entsprechend ergeben sich statt Besitz- oder
Eigentumsrechten vielmehr Verfiigungsrechte aus den Vorschriften des Im-
materialgiiterrechtes.

Die kommunale Datenkarte wird zum Nachweis der Identitdt und/oder
einer Berechtigung gegeniiber Akzeptanzstellen (Verifier) eingesetzt. Je
nach rechtlichem Rahmen erfolgt hier neben der Identifizierung des In-
habers auch eine Verifizierung der Akzeptanzstelle als des ,richtigen®
Vertragspartners. Nur dann, wenn die betreffende Stelle im Rahmen der
gesetzlich oder vertraglich gestalteten Kommunikation auch berechtigt ist,
die Echtheit und Richtigkeit der Daten des Inhabers zu priifen, handelt
diese Stelle als Verifier. Soweit der Verifier eine andere offentliche Stelle
des herausgebenden Trégers ist, aber auch bei (,eigenen®) offentlichen
Unternehmen, kann sich die Pflicht zur Anerkennung der mit der kommu-
nalen Datenkarte nachgewiesenen Eigenschaften direkt auf verbindliche
Regelungen der Gemeinde stiitzen. Im Fall von privaten Unternehmen
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als Akzeptanzstelle muss eine Anerkennungspflicht vertraglich begriindet
werden. Im Hinblick auf den Inhaber liegt hier ein Vertrag zugunsten
Dritter vor. Bei der Ausgestaltung und beim Abschluss dieser vertraglichen
Vereinbarungen ist die kommunale Seite an die haushaltsrechtlichen und
kommunalwirtschaftlichen Grundsatze gebunden.?

Im Sinne der verfassungsrechtlich garantierten kommunalen Selbstver-
waltung obliegt es hier dem Aufgabenbereich der Gemeinde, den Service
fir die kommunale Datenkarte zu errichten und zu betreiben. Hierfiir
kann sie sich eigener hinreichend kontrollierter 6ffentlicher Unternehmen
in offentlicher oder privater Rechtsform bedienen. Da Gemeinden generell
kostendeckend arbeiten miissen, konnen kommunale Dienstleistungen (bei
entsprechender Satzung) auch gegen Entgelt (Gebiihr oder privatrechtli-
cher Preis) angeboten werden.

Im Rahmen der Servicebereitstellung sind natiirlich die technischen,
organisatorischen und tatsdchlichen Anforderungen an Hard- und Software
sowie Schnittstellen zu beachten, welche gesetzlich reguliert sind. So ist
an eine entsprechende Offline-Nutzbarkeit und Barrierefreiheit zu denken,
sowie gleichermafien auch an (technische) Anforderungen (Smartphone)
an den Nutzer und dessen Fahigkeiten. Die Verantwortlichkeit des Heraus-
gebers bzw. Betreibers unterschiedet sich im Hinblick auf Datenschutz, Da-
tensicherheit und Datensicherung nicht grundsatzlich von herkémmlichen
Anforderungen an Betreiber ,herkdmmlicher® Identifizierungs- und Au-
thentifizierungsbetreiber (physische Karten). Die Akzeptanz der Nachweise
in dem kommunalen Datenkarten-Okosystem sollte von der Gemeinde in
ein Regelwerk iiberfiihrt werden.

3.2 (Europa-) rechtliche Entwicklungen

Mit der Verordnung 910/2014 der EU iiber Electronic Identification, Au-
thentication and Trust Services (eIDAS 2014) wurde 2014 ein Rahmen
geschaffen, um die gegenseitige Anerkennung der verwendeten Identifizie-
rungsmittel und Vertrauensdienste sowie deren Interoperabilitit zu fordern.
Die Verordnung dient der Stirkung des Vertrauens in elektronische Trans-
aktionen im Binnenmarkt, indem eine gemeinsame Grundlage fiir eine
sichere elektronische Interaktion zwischen Biirgern, Unternehmen und

8 Dies geht aus einer fiir das Projekt ID-Ideal erstellten Stellungnahme aus 2024 hervor.
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offentlichen Verwaltungen geschaffen wird, wodurch die Effektivitat 6ffent-
licher und privater Online-Dienstleistungen, des elektronischen Geschifts-
verkehrs und des elektronischen Handels in der Union erhéht wird.”

Mit der der Novellierung vom 11. April 2024 (EU Parliament 2024) wer-
den mit Artikel 6a digitale Brieftaschen/Wallets als zentrales Element und
weitgehend einheitliches Mittel zur Identifizierung in der EU eingefiihrt.
Jeder Mitgliedstaat ist nach Artikel 6a Abs.2 verpflichtet, eine notifizierte
European Digital Identity Wallet (EUDI Wallet) herauszugeben. Jede na-
tiirliche und juristische Person muss einen nahtlosen Zugang bekommen
(Artikel 6a Abs.1). Die EUDI Wallet muss sowohl gesetzliche Daten zur
Identifizierung einer Person enthalten und auch elektronische Attribute on-
line und offline managen konnen (Artikel 6a Abs. 3 lit. a). Sie muss Schnitt-
stellen fiir Vertrauensdiensteanbieter bieten, welche Attributsbescheinigun-
gen herausgeben konnen. Vorgesehen ist, dass die EUDI Wallet neben
(direkten) hoheitlichen Attributen (High Level of Assurance, Type 1, com-
munication protocol: OpenID4VC (OpenlD for verifiable credentials)) wie
solche aus dem Personalausweis auch solche Nachweise unterstiitzen soll,
die nicht dem High Level of Assurance und/oder dem OpenID4VC Proto-
koll entsprechen (Type 2). Mit der vorgesehenen Konfiguration wird das
Imitieren und Verwalten von Diensten wie der kommunalen Datenkarte
iiber die EUDI Wallet generell moglich.

4. Potenziale und Herausforderungen der kommunalen Datenkarte fiir
selbstbestimmtes Datenteilen

Die Erfahrungen aus der Pilotierung der kommunalen Datenkarte sowie
die Betrachtung der Entwicklungen im Umfeld der Schaufensterprojekte
ermoglicht die Formulierung einer Reihe von Thesen, die im Folgenden
erldutert werden. Sie leiten die weiteren Forschungs- und Entwicklungsar-
beiten rund um das Konzept und werden hiermit zur breiteren Diskussion
gestellt.

Die Implementierung der kommunalen Datenkarte, die auf der Tech-
nologie der Self-Sovereign Identity (SSI) fufdt, bietet neue Perspektiven
im Umgang mit personenbezogenen Daten und weist das Potenzial auf,
die Datenhoheit der Biirger signifikant zu stiarken. SSI ermdglicht es Nut-
zern, ihre Identititsdaten eigenstdndig zu verwalten und zu kontrollieren,

9 Erwigungsgrund 2 der eIDAS-VO.
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was eine wesentliche Abkehr von zentralisierten Identitdtsmanagementsys-
temen darstellt. Dies trdgt zu einem verbesserten Datenschutz bei, da die
Datenverarbeitung und -speicherung dezentralisiert wird und Biirger ge-
nau bestimmen konnen, welche Daten sie fiir welche Zwecke freigeben.
Indem die kommunale Datenkarte verifizierbare digitale Nachweise, die
aus zuverldssigen Quellen wie dem Melderegister der 6ffentlichen Verwal-
tung stammen, in einer mobilen Wallet zugénglich macht, werden nicht
nur Verwaltungsprozesse effizienter gestaltet, sondern es wird auch die
Selbstbestimmung des Einzelnen iiber seine personlichen Daten gefordert.
Faktisch werden zahlreiche digitale Verwaltungsprozesse so erst moglich.

Die Verfiigbarkeit von Werkzeugen, wie der kommunalen Datenkarte,
die selektive Datenbereitstellung ermoéglichen, konnte das Verhalten der
Biirger im Umgang mit ihren personenbezogenen Daten entscheidend
verandern. Die Hypothese, dass Biirger solche Spielrdume aktiv nutzen
werden, fufft auf dem zunehmenden Bewusstsein fiir Datenschutz und
dem Wunsch nach mehr Kontrolle iiber die eigenen Daten. Mit einer SSI-
basierten Losung haben sie die bedienungsfreundliche Moglichkeit, selbst
zu entscheiden, welche Informationen sie fiir welche Dienste freigeben,
und kénnen diese Datenfreigabe jederzeit widerrufen. Dies starkt nicht nur
das Vertrauen in digitale Dienstleistungen, sondern erhoht auch die Bereit-
schaft, digitale Verwaltungsdienste in Anspruch zu nehmen. Voraussetzung
hierfiir ist jedoch, dass die Biirger sowohl iiber das nétige Wissen verfiigen,
um die Technologien adédquat zu nutzen, als auch dass die Dienste selbst
benutzerfreundlich und leicht zugénglich gestaltet sind. Damit diese Poten-
ziale voll ausgeschopft werden konnen, miissen die ffentlichen Verwaltun-
gen und Dienstleister sicherstellen, dass die Schnittstellen und Prozesse fiir
die Datenbereitstellung an die Bediirfnisse der Biirger angepasst sind und
eine ausreichende Aufkldrung tiber die Funktionsweise und Vorteile der
selektiven Datenbereitstellung erfolgt.

Die Annahme, dass sowohl private als auch 6ffentliche Anbieter digita-
ler Dienstleistungen Konzepte zur Datenminimierung und zur Datenspar-
samkeit aufgreifen, solange dies ihre Wertschopfung und Kostenstruktur
unberiihrt lasst, spiegelt eine pragmatische Herangehensweise an das Da-
tenschutzprinzip der Datenminimierung wider. Unter der Voraussetzung,
dass durch die Beschrankung auf das Notwendigste keine finanziellen Ein-
buflen oder Einbuflen in der Servicequalitit entstehen, kdnnten Anbieter
geneigt sein, weniger Daten zu sammeln und zu verarbeiten. Dieses Vorge-
hen wire nicht nur konform mit datenschutzrechtlichen Anforderungen,
wie sie etwa die DSGVO vorschreibt, sondern konnte auch das Vertrauen
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der Nutzer stirken und somit langfristig zur Kundenbindung beitragen.
Dariiber hinaus senkt es das Risiko aus potenziellen Datenabfliissen. Um
dieses Potenzial zu realisieren, ist es jedoch erforderlich, dass die Anbieter
den Mehrwert der Datenminimierung erkennen und ihnen der Umstieg auf
diese so leicht wie moglich gemacht wird.

Es wurden jedoch auch noch einige Herausforderungen deutlich. Mit
der kommunalen Datenkarte, wie generell mit SSI Credentials, erhalten
Biirger die Moglichkeit, signierte Nachweise aus vertrauenswiirdigen Quel-
len einfach weiterzugeben. Diese Nachweise konnten auch fiir potenzielle
Angreifer duflerst wertvoll sein und es sind Situationen denkbar, in denen
von einem selbstbestimmten Datenteilen nicht mehr die Rede sein kann.
Mlustriert werden kann dies mit dem Bild des 800-Pfund Gorillas: ,,"What
do you give an 800-pound gorilla?’, answer: "Anything that it asks for"
Examples of such 800-pound gorillas are some big-tech websites, immigra-
tion offices and uniformed individuals alleging to represent law-enforcement.
Also, the typical client-server nature of web transactions reinforces this power
imbalance, where the human party behind its client agent feels coerced into
surrendering personal data as otherwise they are denied access to a product,
service or location.” (van Deventer 2020). Die Daten der kommunale Daten-
karte miissen entsprechend gegen solche 800-Pfund Gorillas abgesichert
werden. Hierzu konnen etwa MafSnahmen getroffen werden, die lediglich
zertifizierten Stellen erlauben, auf diese Daten zuzugreifen — wie es im Falle
des Berechtigungszertifikates des Personalausweises bereits praktiziert wird
und wofiir bereits verschiedene technische Ansitze fiir Wallets existieren.
Diese zusitzliche Governance-Anforderung ist jedoch nicht ohne wesentli-
che Nachteile, erschwert sie doch wiederum die Adoption der Technologie
durch Serviceanbieter.

Die fortlaufende Dynamik regulatorischer Entwicklungen sowie der
technologischen Basis stellt dariiber hinaus eine wesentliche Herausforde-
rung fiir Projekte wie die Implementierung der kommunalen Datenkarte
dar. Sowohl auf deutscher (Onlinezugangsgesetz, gestoppte Einfithrung der
Smart-eID, etc.) wie auf européischer Ebene mit eIDAS 2.0 und der EUDI
Wallet ist der Wandel die einzige Konstante. Dies fiihrt jedoch dazu, dass
es aus Sicht vieler Beteiligter noch keinen Sinn ergibt, sich bereits jetzt
auf eine bestimmte Losung festzulegen. Beispielsweise wird dann argumen-
tiert, dass die europdische Losung in mehr oder weniger naher Zukunft
ohnehin bald alle anderen Losungen ersetzen wird. Entsprechend mache
die Integration einer Losung derzeit wenig Sinn. Gleichzeitig entwickeln
sich auch Standards und Protokolle der SSI-Technologie kontinuierlich
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weiter, Inkompatibilititen bestehen und teilweise ist der technologische
Reifegrad noch nicht begrenzt. Auch dies verstirkt die nachvollziehbare
Tendenz zahlreicher Entscheider, erst einmal abzuwarten, bis sich eine
stabile technische Basis herausgebildet hat. SchliefSlich will man nicht aufs
falsche Pferd setzen und in einer technologischen Sackgasse enden. Das
Resultat dieser Entscheidungen ist dann jedoch ein faktischer Stillstand.

5. Fazit

Self-Sovereign Identity und Wallets sind Werkzeuge, um digitale Identitat
von Personen und Organisationen zu verwalten, Identitits- und Berechti-
gungsnachweise zu erbringen und zu kontrollieren, aber auch um Daten
auszutauschen und die Verarbeitung zu legitimieren. Fiir die Nutzer dieser
Werkzeuge bieten sie neue Moglichkeiten im Hinblick auf Selbstbestimmt-
heit und Transparenz. Im Hinblick auf die Digitalisierungsbestrebungen er-
6ffnen sich neue Gestaltungsraume, um die Aufwénde fiir die Datenhaltung
zu minimieren, die Qualitat von Daten zu verbessern und Daten interessen-
gerechter verarbeiten zu kénnen. Es ist erkennbar, dass SSI und Wallets,
durch neuartige Mechanismen fiir Identitits- und Berechtigungsnachweise
sowie flir Datenbereitstellungen, einen Paradigmenwechsel herbeifithren
konnen, hin zu einer verbesserten Selbstbestimmtheit und zu interessenge-
rechterer Data Governance. Positive Nutzererlebnisse und Akzeptanz sind
neben den technischen Weiterentwicklungen, der Schliissel zu diesen Ver-
besserungen. Diese Potentiale zu heben, ist deshalb Gegenstand weiterer
interdisziplinarer Forschung.
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Die neue Ara des Datenhandels: Daten als Wahrung und
Gegenleistung

Dagmar Gesmann-Nuissl und Stefanie Meyer

Zusammenfassung

Mit der Umsetzung der Digitale Inhalte-Richtlinie und der Warenkaufricht-
linie in das deutsche BGB (§§ 327 ff. BGB) ist eine bereits seit laingerem aus-
gelibte Praxis gesetzlich prazisiert worden: Das Bezahlen mit Daten. Das
neu geschaffene Datenschuldrecht bewegt sich auf der Schnittstelle zwi-
schen Vertragsrecht und Datenschutzrecht. Dabei entsteht ein Spannungs-
verhiltnis zwischen der Etablierung einer erfolgreichen Datenwirtschaft
auf Basis privatautonomer vertragsrechtlicher Beziehungen einerseits und
der Sicherstellung der digitalen Datensouverdnitit der Verbraucher ande-
rerseits. Bezogen auf Vertrédge iiber digitale Produkte stellen sich vor allem
vertragsrechtliche Fragen, etwa zum Zustandekommen und der Ausgestal-
tung der Vertragsverhiltnisse. Dem gegeniiber stehen datenschutzrechtliche
Fragestellungen, die von den schuldrechtlichen Voraussetzungen unberiihrt
bleiben (§ 327q BGB). Dort stehen die Informiertheit und die Freiwilligkeit
der Einwilligung in die Datenverarbeitung sowie die Wahrung datenschutz-
rechtlicher Grundsitze, wie das Kopplungsverbot, im Vordergrund (Art.7
DSGVO). Eine erfolgreiche Datenékonomie muss dieses Spannungsver-
héltnis auflgsen, wobei die subjektive (souverine) Willensbildung der Ver-
braucher, die sowohl im Rechtsbindungswillen als auch in der wirksamen
datenschutzrechtlichen Einwilligung zum Ausdruck kommt, oberste Priori-
tat geniefst. Um beides gleichermaflen zu sichern, wird ein tibersichtliches
und leicht zugédngliches Portal zum Schutz der Datensouverdnitdt in der
Datenwirtschaft vorgeschlagen. Es zeigt dem Verbraucher auf einen Blick
den Wert seiner Daten in Bezahlvorgingen, was seine Willensbildung
unterstiitzt sowie seiner Entscheidungsfreiheit dient und zugleich seine
Datensouverénitit wahrt. Dieser Beitrag befasst sich mit den rechtlichen
Grundlagen, die bei der Entwicklung eines solchen Portals zu beriicksichti-
gen sind.
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Dagmar Gesmann-Nuissl und Stefanie Meyer

»Not everything that can be counted counts and
not everything that counts can be counted.”

1. Einleitung

Im Jahre 2011 wurde ein bemerkenswerter Eintrag in das Guinness-Buch
der Rekorde vorgenommen: Das US-amerikanische Unternehmen See Vir-
tual Worlds hat den virtuellen Planeten ,Calypso® fiir einen Preis von 6
Millionen US-Dollar gekauft.2 Aber auch spezifische Items in ausgewéhlten
Computerspielen erzielen — gemessen an der Virtualitat der Produkte -
hohe Preise: Zuletzt wurde z. B. das Schwert ,Schallende Wut“ innerhalb
des Computerspieles Diablo 3 fiir 40 Milliarden ,,Gold* verkauft, was einem
Wert von 14.000 US-Dollar entspricht.?

Rechtsgeschifte mit virtuellen Gegenstinden sind nicht neu. Wurden
sie bislang dem Rechtskauf (§ 453 BGB) oder atypischen Vertrigen (§§ 311,
241 1f. BGB) zugeordnet, sind durch die Digitale Inhalte-Richtlinie (DIRL -
Richtlinie (EU) 2019/770), die Warenkaufrichtlinie (WKRL - Richtlinie
(EU) 2019/771) und deren Umsetzung in das nationale Recht in den
§§ 327 ff. BGB spezielle Regelungen hinzugetreten, die bestimmte Aspekte
zu digitalen Produkten verbraucherschiitzend ,vor die Klammer ziehen®
Bezogen auf sog. digitale Inhalte bestimmt der Wortlaut des § 327 Abs. 1,
Abs. 3 BGB nun ausdriicklich, dass solche virtuellen Gegenstinde wahlwei-
se gegen Entgelt, gegen Bezahlung von Wertedarstellungen (wie das ,Gold*
in Diablo 3) oder aber gegen das Bereitstellen von Daten erworben werden
kénnen. Letzteres wirft Fragen auf, namentlich, wie genau aufkommende
Konflikte zwischen dem Privat- und Datenschutzrecht behandelt werden
miissen, damit schuld- und datenschutzrechtliche Rechte und Pflichten in
gleichem Maf3e beachtet und in Einklang gebracht werden konnen.

Der folgende Beitrag nimmt sich dieser Problematik an. Dabei werden
zunichst die rechtlichen Grundlagen betrachtet, die bei der Entwicklung

1 Cameron, Informal Sociology, a Casual Introduction to Sociological Thinking, 1963:
Random House; zuweilen wird dieses Zitat aber auch Albert Einstein (1955), Hilliard
Jason, Stephen Ross, Lord Platt oder George Pickering zugerechnet.

2 https://www.guinnessworldrecords.com/world-records/92207-most-valuable-virtual
-object (abgerufen am 18.04.2024), wobei in der dortigen Beschreibung als Kéufer das
Tochterunternehmen von See Virtual Worlds (See Digital Studios) genannt wird; der
Rekord als solches wird dem Mutterkonzern zugschrieben.

3 https://www.esports.com/de/items-waffen-und-skins-5-spiele-mit-extrem-teuren-inhal
ten-215415 (abgerufen am 30.01.2024).
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eines nutzerorientierten Werkzeugs beriicksichtigt werden miissen, das der
informierten Gkonomischen Nutzung personenbezogener Daten bei der
Bereitstellung digitaler Produkte dient. Ferner wird eine erste, initiale Idee
zur praktischen Losung vorgestellt.

2. Okonomische Relevanz von Daten und deren rechtliche Grundlagen

Das wohl renommierteste Beispiel der Okonomisierung von personenbezo-
genen Daten ist das Setzen sog. Cookie-Banner. Durch den Einsatz von
Cookies auf Webseiten und der damit einhergehenden Verarbeitung perso-
nenbezogener Daten wird es dem Anbieter moglich, das Nutzerverhalten
zu ermitteln und Werbung sowie zukiinftige Angebote gezielter zu platzie-
ren. Mit anderen Worten wird mit Cookies Geld verdient, da sich so die
gewonnenen Nutzerdaten monetarisieren lassen. Letzteres geht allerdings
nicht grenzenlos, sondern erfordert (sofern die Cookies nicht zwingend
erforderlich sind, vgl. § 25 Abs.2 Nr.2 TTDSG) zumindest eine wirksame
und informierte Einwilligung in die Datenverarbeitung seitens des Nutzers
bzw. ein berechtigtes Interesse an der Weiterverarbeitung, die iiber ein vor-
eingestelltes Ankreuzkastchen auf der Webseite des Anbieters hinausreichen
muss.*

Personenbezogene Daten konnen allerdings noch in anderer Hinsicht
Bestandteil von Leistungen oder Leistungsversprechen sein. Gerade im
Umfeld digitaler Angebote werden viele Inhalte als ,kostenlos“ beworben,
was aber lediglich bedeutet, dass fiir die Inhalte kein Entgelt zu entrichten
ist, aber dennoch personenbezogene Daten - etwa in einem Registrierungs-
prozess oder wihrend des sich daran anschliefenden Nutzerverhaltens
(z. B. Haufigkeit von Einkéufen, Art und Weise derselben) - erhoben wer-
den.®

Die Wertschopfung auf der Basis der erlangten Daten ist demnach viel-
taltig. Sie reicht von der Wertschépfung durch das Kalibrieren bestimm-
ter Vorhersagemodelle, {iber die Wertschopfung durch Vorhersagen selbst,
bis hin zu datenfinanzierten Geschaftsmodellen bzw. monetdren Grundmo-
dellen, die um eine Datenflusskomponente erganzt werden.® Dabei sind

4 EuGH, Urt. v. 01.10.2019, Az. C-673/17, NJW 2019, 3433; vgl. Besprechung u.a. von
Gesmann-Nuissl, InTeR 2019, 190 (190 ft.).

5 Schmidt-Kessel/Grimm, ZfPW 2017, 84 (84).

6 Hacker, ZfPW 2019, 148 (153-157).
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die Verwertungsmethoden recht unterschiedlich. Zum Teil werden die
erhobenen Daten weiterverkauft. Zunehmend interessanter gestaltet sich
fiir die Verwerter allerdings die gezielte Ansprache von Nutzern in der
personalisierten Werbung oder das Generieren eines Nutzerprofils.” Selbst
eine Datenerhebung zu Marktforschungszwecken kann einen geldwerten
Vorteil bringen, da sich selbst aus einem depersonalisierten Datensatz noch
Gewinne erzielen lassen.?

In der Vergangenheit zeigte sich, dass trotz der bekannten Monetarisie-
rungsmoglichkeit von Daten viele Nutzer dann doch recht freiziigig bei
der Herausgabe ihrer personenbezogenen Daten sind und damit prinzipiell
eine ,kostenfreie Leistung® erbringen. Gleichzeitig steigt ihr Wunsch nach
dem umfassenden Schutz ihrer Personlichkeitsrechte. Dieser Widerspruch
zwischen der Freigiebigkeit des Einzelnen in Bezug auf seine personenbe-
zogene Daten und dem Bediirfnis nach hinreichendem Grundrechtsschutz
wird als Privacy Paradox bezeichnet.?

Der Schutzbediirftigkeit der Verbraucher nimmt sich nun die EU an,
welche die DIRL und die WKRL mit dem Ziel in Kraft setzte, das Vertrauen
der Verbraucher in Bezug auf den Erwerb digitaler Produkte und Waren
mit digitalen Elementen von europiischen Unternehmen zu stirken und
einen digitalen européischen Binnenmarkt zu fordern./® Der Unionsgesetz-
geber strebt gem. Art. 4 DIRL und Art. 4 WKRL eine Vollharmonisierung
in allen Mitgliedstaaten an, sodass die Mitgliedstaaten entsprechende Vor-
schriften einfiihren und dabei die in den Richtlinien festgelegten Mindest-
und Maximalstandards beachten miissen. Der nationale Gesetzgeber hat
in Umsetzung der Richtlinien mit den §§ 327 ff. BGB spezielle Regelungen
fiir Verbrauchervertrige geschaffen, wobei die Grundsitze zum Schutze
der Verbraucher gem. § 312 Abs.la BGB nach § 327 Abs. 3 BGB anzuwen-
den sind, wenn Verbraucher einem Unternehmer personenbezogene Daten
bereitstellen oder sich hierzu verpflichten. Zu einer solchen Transaktion
bedarf es einer informierten selbstbestimmten Entscheidung - sowohl
bezogen auf den privatautonomen Vertragsschluss, als auch hinsichtlich
der datenschutzrechtlich relevanten Herausgabe von Daten. Der Briicken-

7 Langhanke/Schmidt-Kessel, EuCML 2015, 218 (219); vgl. dazu auch Gesmann-Nuissl/
Meyer, in: International Conference on Human-Agent Interaction (HAI 23), 2023.
8 Schmidt-Kessel/Grimm, ZfPW 2017, 84 (88).
9 Norberg u.a., JCA 2007, 100 (100 ff.).
10 Blassl, WM 2023, 1907 (1908); Bittner, VuR 2022, 9 (9); Meller-Hannich, DAR 2021,
493 (494); Stierle, IPRB 2021, 66 (66); Riehm/Abold, CR 2021, 530 (530 f.).
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schlag zwischen Privatautonomie und Datenschutz (wie ihn auch Art.1
Abs. 3 DSGVO vorsieht) wurde durch die DIRL sowie die Regelungen der
§§ 327 ff. BGB geschaffen!! und zeigt sich {iberdies in § 327q BGB, wonach
die Ausiibung datenschutzrechtlicher Betroffenenrechte und die Abgabe
datenschutzrechtlicher Erklarungen des Verbrauchers nach Vertragsschluss
die Wirksamkeit des Vertrags unberiihrt lassen. Darauf wird an spiterer
Stelle noch einzugehen sein (siche Kap. 4.2).

3. Anwendungsbereich des Datenschuldrechts

Die §§ 327 ff. BGB bezichen sich auf Verbrauchervertrége iiber digitale Pro-
dukte.? Damit gelten die Regelungen nicht fiir jedwede Vertragsabschliisse
und nicht fiir alle am Rechtsverkehr Beteiligten, sondern nur fiir Vertrége,
die sich im digitalen Raum abspielen und schiitzenswerte Personengruppen
(Verbraucher) betreffen.

Fir die Definition von Verbrauchervertragen ist § 310 Abs.3 BGB maf3-
geblich — es muss sich um einen Vertrag zwischen einem Unternehmer
i. S. d. §14 BGB und einem Verbraucher i. S. d. §13 BGB handeln. Die
§§ 327 ff. BGB umfassen damit alle Verbrauchervertrige zur Bereitstellung
digitaler Produkte, insbesondere Austauschvertrige wie Kauf- oder Werk-
vertrage oder Dauerschuldverhiltnisse wie Miet-, Leasing- oder Dienstver-
trage.”® Ein spezielles ,Digitalvertragsrecht” mit einer B2C-Geltung wurde
nicht geschaffen.!

Wihrend die DIRL bereits in ihrem Titel die ,Bereitstellung digitaler In-
halte und digitaler Dienstleistungen® getrennt auffiithrt, spricht § 327 Abs. 1
BGB zusammenfassend von digitalen Produkten. Allerdings gliedert sich
auch dieser Begriff in die von der DIRL eingefiihrten Begrifflichkeiten
»digitale Inhalte” und ,digitale Dienstleistungen® auf, wie § 327 Abs.2 BGB
verdeutlicht. Es soll sichergestellt werden, dass die Definitionen technolo-
gieoffen bleiben und auch kiinftige Entwicklungen einbeziehen kénnen.®
Die Begriindung zum Gesetzesentwurf verdeutlicht, dass nicht der Inhalt

11 Schmitz/Buschuew, MMR 2022, 171 (171).

12 Fiir einen Uberblick, auch hinsichtlich der weitergehenden (Aktualisierungs-) Pflich-
ten siehe: Gesmann-Nuissl u.a., in: BSI- Tagungsband zum 18. Deutschen IT-Sicher-
heitskongress, 2022, 35 (35 ff.)

13 Riehm/Abold, CR 2021, 530 (531).; Kirchhefer-Lauber, JuS 2021, 1125 (1126 u. 1129).

14 Blassl, WM 2023, 1907 (1908).

15 BT-Drs. 19/27653, S. 38.
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maf3geblich ist, sondern ,die Art und Weise, wie die Daten reproduzierbar
beziehungsweise wiedergabefihig festgehalten werden, ndmlich in digitaler
Form“!® Digitale Inhalte sind gem. § 327 Abs.2 S.1 BGB bzw. Art.2 Nr.1
DIRL Daten, die in digitaler Form erstellt oder bereitgestellt werden. Dar-
unter fallen etwa Computerprogramme, Anwendungen, Video-, Audio- und
Musikdateien, digitale Spiele, elektronische Biicher und andere elektroni-
sche Publikationen."” Digitale Dienstleistungen nach § 327 Abs.2 S.2 BGB
bzw. Art.2 Nr.2 DIRL sind Dienstleistungen, die dem Verbraucher die
Erstellung, die Verarbeitung oder die Speicherung von Daten in digitaler
Form oder den Zugang zu solchen Daten ermoglichen (Nr.1) oder die
gemeinsame Nutzung der vom Verbraucher oder von anderen Nutzern
der entsprechenden Dienstleistung in digitaler Form hochgeladenen oder
erstellten Daten oder sonstige Interaktionen mit diesen Daten ermdglichen
(Nr. 2).8 Dies umfasst Angebote wie Software-as-a-Service, Datei-Hosting,
Cloud-Computing, gemeinsame Spiele, cloudbasierte Textverarbeitung, so-
ziale Netzwerke, Portale oder Plattformen.”” Daneben treten gem. § 327
Abs. 4 BGB digitale Produkte, die aufgrund eines Kundenwunsches speziell
angefertigt wurden, wie etwa mafigeschneiderte Software oder 3D-gedruck-
te Waren. Ebenso gilt der Grofiteil der Vorschriften der §§ 327 ff. BGB (d. h.
alle mit Ausnahme der §§327b und 327c BGB) fiir Verbrauchervertrige
tiber die Bereitstellung von korperlichen Datentragern, die ausschlieSlich
als Trager digitaler Inhalte dienen (§ 327 Abs. 5 BGB). Dies kénnen DVDs,
CDs, USB-Sticks oder Speicherkarten sein.

Zeitgleich mit der DIRL wurde die WKRL verabschiedet. Auch diese
bezieht sich ausschliefllich auf Verbrauchervertrige (Art.3 WKRL), die -
ebenso wie die DIRL - auf korperliche Gegenstinde (,Waren’, vgl. auch
Art. 3 DIRL) anzuwenden ist. Beide Richtlinien sind eng miteinander ver-
woben, dennoch muss der Anwendungsbereich im Einzelfall abgegrenzt
werden. Im Unterschied zur DIRL gilt die WKRL insbesondere nicht nur
fiir digitale Produkte. Mit der Einfithrung des § 327a BGB hat der Gesetzge-
ber versucht, die Abgrenzung der Anwendungsbereiche zu verdeutlichen,
indem er sog. ,Paketvertrdge” eingefiihrt hat. Dies sind Vertrage, die neben
der Bereitstellung digitaler Produkte die Bereitstellung anderer Sachen oder

16 BT-Drs. 19/27653, S. 38.

17 ErwGr. 19 der DIRL sowie BT-Drs. 19/27653, S. 39.

18 Zur Abgrenzung von ,digitalen Inhalten und ,digitalen Dienstleistungen® im Einzel-
nen: Riehm, RDi 2022, 209 (2011).

19 ErwGr. 19 der DIRL sowie BT-Drs. 19/27653, S. 39.
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die Bereitstellung anderer Dienstleistungen zum Gegenstand haben, § 327a
Abs.1S.1 BGB. Damit geht er iiber den Wortlaut der Richtlinie hinaus, da
nicht mehr nur ,Waren’, sondern ,Sachen® i. S. d. § 90 BGB umfasst sind.
§ 327a BGB umfasst konsequenterweise auch Verbindungen von digitalen
Produkten und unbeweglichen Sachen.?’ Ein klassisches Beispiel, fiir das
die §§ 327 ff. BGB im Rahmen eines Paketvertrages auf den Vertragsteil des
digitalen Produktes Anwendung finden, ist der Kauf eines Fernsehers mit
Streaming-Abonnement. Hingegen finden die Vorschriften der WKRL in-
folge deren nationaler Umsetzung im Sachmangel-Gewihrleistungsrecht
Anwendung, wenn die Waren, die digitale Produkte enthalten, so von den
digitalen Produkten abhéngig sind, dass die Funktion ohne sie nicht erfiillt
werden kann (z. B. das Betriebssystem eines Staubsaugerroboters). [oT-Pro-
dukte sind damit einheitlich dem Anwendungsbereich der WKRL unter-
stellt; Gewdhrleistungsanspriiche richten sich damit nach den aus §437
BGB folgenden Rechten.”!

Die Unterscheidung ist deshalb mafgeblich, da im Rahmen des An-
wendungsbereichs der §§327ff. BGB fir die vertragliche Leistung ein
»Preis* gezahlt werden muss, der in dieser Konstellation eben auch im
Bezahlen mit digitalen Wertedarstellungen (§327 Abs.1 S.2 BGB, wie
z. B. einer In-Game-Wahrung eines Computerspiels als digitales Produkt)
oder im Bereitstellen von personenbezogenen Daten liegen kann (§327
Abs. 3 BGB). Da der Konflikt zwischen datenschutzrechtlichen Schutzbe-
stimmungen und der Privatautonomie demnach nur im Anwendungsbe-
reich der DIRL und folglich der §§ 327 ff. BGB auftreten kann, werden sich
die folgenden Ausfithrungen allein auf die Auswirkungen der DIRL bezie-
hen.

4. Vertragsrechtliche Aspekte des Datenschuldrechts

Zwar ist der Anwendungsbereich der §§327ff. BGB erdfinet, sobald ein
Verbrauchervertrag iber digitale Produkte vorliegt. Allerdings finden sich
keine speziellen Regelungen iiber den Vertragsabschluss in den entspre-
chenden Paragraphen, sodass die allgemeinen Regeln der §§ 145 ff. BGB
einschligig sind.

20 BT-Drs. 19/27653, S. 46.
21 Spindler, MMR 2021, 451 (452).
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4.1 Vertragsschluss

Das Vorliegen eines Vertrages nach nationalem Recht ist Dreh- und Angel-
punkt, wie auch ErwGr. 25 der DIRL Klarstellt: ,Diese Richtlinie sollte auch
nicht in Fillen gelten, in denen der Unternehmer nur Metadaten wie Infor-
mationen zum Gerdt des Verbrauchers oder zum Browserverlauf erhebt,
es sei denn, der betreffende Sachverhalt gilt als Vertrag nach nationalem
Recht* Ein Vertrag ist ein zweiseitiges Rechtsgeschift, konkret die von
mindestens zwei Vertragspartnern erklirte Einigung iiber die Begriindung
oder Anderung eines Schuldverhiltnisses, § 311 BGB. Dies kann einseitig
verpflichtend sein (wie im Falle eines Schenkungsversprechens gem. § 518
BGB, oder einer Biirgschaft gem. § 765 BGB) oder zweiseitig verpflichtend
(synallagmatisch wie ein Kaufvertrag gem. § 433 BGB oder ein Mietvertrag
gem. § 535 BGB). Digitale Produkte und die durch diverse Technologien
erwachsenden Moglichkeiten eines digitalen Vertragsschlusses lassen die
AuBerungen der korrespondierenden Willenserklirungen und damit den
Vertragsschluss auf vielféltige Art und Weise zu. Der deutsche Gesetzgeber
scheint in Anbetracht der Gesetzesbegriindung sehr schnell bei der Annah-
me eines Vertrages im digitalen Kontext: ,Fiir die Annahme eines Vertrags-
schlusses konnte beispielsweise sprechen, dass der Unternehmer den Dienst
oder die Leistung erbringt, weil er den Verbraucher motivieren will, auf sei-
ner Seite weitere Webseitenaufrufe zu tatigen oder Dienste oder Leistungen
in Anspruch zu nehmen, weil er Einnahmen fiir auf seiner Seite dargestellte
Werbung erzielen will, deren Hohe in aller Regel von den Zugriffszahlen
abhéngt, oder weil er mit dem Einsatz von Tracking-Technologien und der
nachfolgenden Anzeige personalisierter Werbung wirtschaftliche Vorteile
anstrebt.?2 Bei Cookies oder Tracking-Tools wire dann immer schon von
einem Vertragsschluss auszugehen.?> Ob in diesem Falle aber tatsachlich
ein Rechtsbindungswille beider Parteien anzunehmen ist, scheint mehr
als fraglich.2* Einmal mehr ist es daher ratsam, den Gedanken hinter der
Rechtsprechung zur Cookie-Banner-Problematik? (Gestaltung des Einwil-
ligungsprozesses) heranzuziehen und diesen vom Datenschutz- ins Schuld-
recht zu iibertragen. Alleine aus der vorgefundenen Situation (aktiviertes

22 BT-Drs. 19/27653, S. 40.

23 Spindler, MMR 2021, 451 (453).

24 Schmitz/Buschuew, MMR 2022, 171 (174).

25 EuGH, Urt. v. 01.10.2019, Az. C-673/17, NJW 2019, 3433; vgl. Besprechung u.a. von
Gesmann-Nuissl, InTeR 2019, 190 (190 ff.).
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Hakchen bzw. Webseitenaufruf) lasst sich noch keine rechtlich bindende
Erklarung ableiten, die datenschutz- oder schuldrechtliche Folgen verursa-
chen kann. Ein Rechtsbindungswille kann doch nur dann angenommen
werden, wenn er zuvor auch gebildet wurde. Andererseits kann erst die
Annahme eines Vertragsschlusses den Verbraucher unter den Schutzschirm
der §§ 327 ff. BGB stellen, sodass schon in dessen Interesse die Hiirden
nicht allzu hoch angesetzt werden diirfen, was wohl auch die schnelle An-
nahme eines Vertrages im digitalen Kontext nach der Gesetzesbegriindung
erklart. Am Rechtsbindungswillen des Unternehmers bestehen hingegen
keine Zweifel. Gerade wenn auf Seiten des Unternehmers Daten verarbei-
tet werden, weil deren werbliche Nutzung fiir ihn Einkiinfte verspricht,
kann stets auf einen Rechtsbindungswillen des Unternehmers geschlossen
werden.?6

Die Feststellung des Rechtsbindungswillens auf Seiten des Verbrauchers
als zentrale Voraussetzung fiir einen Vertragsschluss einschliefilich der da-
tenschuldrechtlichen Folgen ist daher ein Aspekt, der einer weiteren Unter-
suchung bedarf (vgl. Kap. 6.).

4.2 Vertragliche Pflichten

Ist die Hiirde des Vertragsschlusses genommen, sind die jeweiligen Rechte
und Pflichten zu betrachten. Auf Seiten des Unternehmers steht die Pflicht,
das digitale Produkt (sprich: digitale Inhalte oder digitale Dienstleistun-
gen) bereitzustellen. Dies kann wahlweise in Form einer einmaligen Bereit-
stellung (vergleichbar eines Kaufes) oder einer dauerhaften Bereitstellung
(vergleichbar einer Miete) von digitalen Inhalten und Dienstleistungen er-
folgen.”” Bezogen auf die eingangs genannten Beispiele sind die Zugéinge zu
Servern von Computerspielen als dauerhafte Bereitstellung, das Verschaffen
eines digitalen Schwertes als einmalige Bereitstellung zu verstehen. Demge-
geniiber steht - als Gegenleistung — die Pflicht zur Zahlung eines Preises
in Form von Geld, digitaler Wertedarstellungen oder personenbezogener
Daten.

Eine Schwierigkeit bei der Annahme eines Vertragsschlusses ebenso wie
bei der Bestimmung der korrespondierenden Pflichten ist, dass damit zwar
die Hauptleistungspflichten feststehen und somit theoretisch ein zweisei-

26 Kramme, RDi 2021, 20 (22).
27 Riehm/Abold, CR 2021, 530 (531).
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tig verpflichtendes (synallagmatisches) Schuldverhiltnis vorliegen sollte.
Denn schliefilich ist die Situation des Zahlens mit Daten doch mit der
des Zahlens eines Geldbetrages im Rahmen eines klassischen Kaufvertrags
gem. § 433 BGB vergleichbar und es scheint unlogisch, die Situation des
Zahlens mittels Daten (also Daten fiir das digitale Schwert) nun anders
zu bewerten. Gleichwohl wurde eine solche synallagmatische Einordnung
durch den Gesetzgeber gerade nicht getroffen?8, weil er in der Bereitstel-
lung von Daten gerade keine ,Gegenleistung® festmachen wollte.?’ Dies
wird zum einen damit begriindet, dass der Begriff und Deutungsumfang
der ,Gegenleistung bei Daten unklar sei3® Grob umrissen kann man
den Begriff der Gegenleistung folgendermafien definieren: Ein ,transakti-
onsspezifisches, typischerweise [...] vermogensmehrendes Aquivalent zur
Leistung, welches [...] ein Austauschverhiltnis pragt und [...] nicht vom
Gegenleistungsbegriff ausgeschlossen wurde:3! Im Kontext des Bezahlens
mit personenbezogenen Daten sei — so der Europdische Datenschutzbe-
auftragte — der Begriff ,Gegenleistung® irrefithrend, da ein Verbraucher
stets wisse, dass er mit Geld bezahle — nicht aber, wenn er mit Daten
bezahle.®? Aus diesem Grund lasse sich die Parallele nur eingeschrankt
ziehen und eine synallagmatische Gegenleistung sei ausgeschlossen. Da die
Verkniipfung zur Leistung des Unternehmers aber nicht zwingend synallag-
matisch, sondern auch konditional oder kausal sein kénne33, wiirden sich
andere Moglichkeiten erdffnen. Nach Ansicht des Gesetzgebers und des
Europiischen Datenschutzbeauftragten soll es im Falle der Bereitstellung
von Daten also geniigen, dass eine schuldrechtlich kausale Verkniipfung
vorliegt — ein Synallagma ist nicht erforderlich.3*

Tatsdchlich stellt sich die Situation aber so dar, dass die reine Bereitstel-
lung (d. h. das Zurverfigungstellen) von personenbezogenen Daten fiir
die Geschiftszwecke des Unternehmers kaum ausreichend sein wird, weil
die Daten allein so nicht 6konomisch eingesetzt werden kdnnen. ,,Daten®
im Sinne des § 327 Abs. 3 BGB orientieren sich am Begriff der personenbe-

28 Schmitz/Buschuew, MMR 2022, 171 (174).

29 BT-Drs. 19/27653, S. 35; EDPS, Stellungnahme 4/2017, S. 11 ff.

30 EDPS, Stellungnahme 4/2017, S. 11£.

31 Hacker, ZEPW 2019, 148 (158 ff.); zu den Situationen des Ausschlusses vom Gegenleis-
tungsbegriff siehe ders. S.169 ff.

32 EDPS, Stellungnahme 4/2017, S. 12.

33 Hacker, ZEPW 2019, 148 (150).

34 Griineberg/Griineberg, BGB, § 312 Rn. 3b; anders Hacker, der eine konditionale Ver-
kniipfung annimmt: ZfPW 2019, 148 (196 f.).
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zogenen Daten aus Art. 4 Nr. 1 DSGVO.* In den hier angesprochenen Fall-
konstellationen (wie der Kauf eines virtuellen Items) werden dabei haupt-
sachlich Name, E-Mail-Adresse, Geburtsdatum, Standort und IP-Adressen
tibermittelt.® Allein das Zurverfiigungstellen dieser Daten kann aber nicht
ausreichend sein, um das Vertragsverhiltnis auszufiillen, da deren Verar-
beitung ohne vorherige Einwilligung unzulédssig wére. Im Mittelpunkt der
vertraglichen Pflicht steht damit einmal mehr die Einwilligung in daten-
schutzrechtlicher Hinsicht als Voraussetzung fiir das Bereitstellen der Da-
ten als solches.’” Bewertet man die dargestellte vertragliche Konstellation,
so lasst sich feststellen, dass die reine Bereitstellung der Daten eigentlich
nur nachgeordneten Charakter besitzen kann; die datenschutzrechtliche
Einwilligung ist jedenfalls wesentlicher Teil der Gegenleistung.

Weil eine datenschutzrechtliche Betrachtungsweise zu einem mit der
schuldrechtlichen Betrachtung in Konflikt stehenden Ergebnis kommt,
kommt §327q BGB zum Tragen. Danach bleibt die Moglichkeit der Aus-
tibung der Datenschutzrechte des Verbrauchers uneingeschrankt erhalten,
indem klargestellt wird, dass die Abgabe datenschutzrechtlicher Erklarun-
gen des Verbrauchers nach Vertragsschluss die Wirksambkeit des Vertrags
unberiihrt ldsst, § 327q Abs.1 BGB.3® Abs. 2 der Vorschrift bestimmt, dass
dem Unternehmer im Falle eines Widerrufes der datenschutzrechtlichen
Einwilligung des Verbrauchers (Art.7 Abs.3 DSGVO) ein auflerordentli-
ches Kiindigungsrecht bei Dauerschuldverhiltnissen zusteht. Schliefilich
bestimmt § 327q Abs.3 BGB, dass der Unternehmer aus der Geltendma-
chung der datenschutzrechtlichen Anspriiche keine vertraglichen oder
gesetzlichen Ersatzanspriiche ableiten darf3® Nur wenn der Verbraucher
keine Nachteile aus einem Widerruf erleidet, kann eine Einwilligung im
Sinne des Art.4 Nr.11, Art.7 Abs.4 DSGVO freiwillig sein (vgl. ErwGr.
42 DSGVO). In der Praxis mag § 327q BGB das Verhiltnis zwischen Daten-
schuld- und Datenschutzrecht gut kldren — gerade in Situationen, in denen
sich beide Konstellationen jedoch diffus und widersprechend gegeniiberste-
hen (vgl. Kap. 5) muss dieses Problem jedoch durch eine weniger harte
Trennung aufgelost werden (vgl. Kap. 6.).

35 BT-Drs. 19/27653, S. 40.

36 Schmidt-Kessel/Grimm, ZfPW 2017, 84 (87).

37 Schmidt-Kessel/Grimm, ZfPW 2017, 84 (90).

38 Blassl, WM 2023, 1941 (1942); Bittner, VuR 2022, 9 (12); Stierle, IPRB 2021, 66 (68).
39 Blassl, WM 2023, 1941 (1942); Bittner, VuR 2022, 9 (12).
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4.3 Gewihrleistungspflichten

Davon losgelost stehen den Verbrauchern, die einen solchen Vertrag tiber
digitale Produkte schliefSen, die in den §§ 327 ff. BGB genannten Gewahr-
leistungsrechte zu. Dabei bestehen die bekannten Rechte wie die Nacher-
fillung, Kiindigung, Minderung oder Schadensersatz - allerdings in an-
gepasster Form. Es kommt den betroffenen Verbrauchern insbesondere
eine Beweislastumkehr in § 327k BGB zugute. § 327d BGB (iV.m. §§ 327¢
bis 327g BGB) erweitert zudem den Produktmangelbegriff; das digitale
Produkt muss kumulativ den subjektiven und objektiven Anforderungen
und den Anforderungen an die Integration entsprechen, § 327d Abs.1 S.1
BGB. Schliefilich gelten gem. § 327f BGB besondere Aktualisierungspflich-
ten — ein Unterlassen stellt einen Produktmangel dar. Fiir einen detail-
lierten Uberblick iiber die einzelnen Regelungen, die im Verhiltnis von
Schuld- und Datenschutzrecht nur eine untergeordnete Rolle spielen, sei
auf die einschldgige Literatur verwiesen.*’

Im Verhéltnis von Datenschutz- und Schuldrecht wird die Regelung des
§ 3270 Abs.2 S.1 BGB zur Vertragsbeendigung bedeutsam (wobei sich die
Beendigungsgriinde als solche aus §§ 327¢, 327m und 327r BGB ergeben).
Im Fall der Vertragsbeendigung hat der Unternehmer dem Verbraucher die
Zahlungen zu erstatten, die der Verbraucher zur Erfiillung des Vertrags
geleistet hat. Dies ist eine Umsetzung der Art. 15 u. 16 DIRL. § 327p Abs. 2
BGB erginzt, dass nicht personenbezogene Daten, die der Verbraucher
bereitgestellt hat, nicht weiter genutzt werden diirfen, wenn keine Ausnah-
men aus § 327p Abs.2 S.2 Nrn. 1-4 BGB vorliegen. Fiir personenbezogene
Daten gelten die Regeln der DSGVO und die damit einhergehenden Lésch-
pflichten aus Art.17 DSGVO.# Es stellt sich die Frage, wie die Riickgewéhr-
verpflichtung aus § 3270 Abs.2 S.1 BGB hinsichtlich personenbezogener
Daten umzusetzen ist — eine Problematik, die auch der Europdische Da-
tenschutzbeauftragte erkannt hat, als er verneinte, dass Bereitstellung von
Daten und Bereitstellung eines digitalen Produktes im synallagmatischen

40 Blassl, WM 2023, 1907 (1907 ff.); Blassl, WM 2023, 1941 (1941 ft.); Bittner, VuR 2022, 9
(9 ff.); Paal/Wais, DStR 2022, 1164 (1164 f£.); Mayer/MélInitz, RDi 2021, 333 (333 ff.);
Stierle, IPRB 2021, 66 (66 ff.); Riehm/Abold, CR 2021, 530 (530ff.); Giister/Booke,
MMR 2022, 92 (921f.); Schreier/Michels, RDi 2022, 381 (381ft.); Felsch u.a., MMR
2022, 18 (18 ff.); Gesmann-Nuissl u.a., in: BSI- Tagungsband zum 18. Deutschen IT-Si-
cherheitskongress, 2022, 35 (35 ft.); Spindler, MMR 2021, 451 (451 ft.).

41 Spindler, MMR 2021, 528 (529).
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Gegenseitigkeitsverhltnis stehen diirfen.#> Wie damit allerdings auch pra-
xisgerecht verfahren werden kann, wird zu kléren sein (vgl. Kap. 6.).43

5. Datenschutzrechtliche Anforderungen des Datenschuldrechts

Mit der Klarstellung in § 327q BGB sind und bleiben die datenschutzrecht-
lichen Erklarungen moglich, wirksam und lassen den Vertragsschluss unbe-
rithrt. Datenschutz- und schuldrechtliche Rechte und Pflichten bestehen
damit nebeneinander. Das funktioniert gerduschlos jedoch nur, wenn die
beiden Rechtsgebiete nicht ineinandergreifen — was sie aber aufgrund der
auch fiir den Vertragsschluss notwendigen Einwilligung in die Datenver-
arbeitung machen. Ohne eine wirksame Einwilligung ist die geschuldete
»Bereitstellung” von Daten — wie bereits angedeutet (vgl. Kap. 4.2) weitest-
gehend nutzlos fiir den Unternehmer.

Auf den ersten Blick scheinen das BGB (bzw. die DIRL) und das Daten-
schutzrecht unterschiedliche Zielsetzungen zu haben: Das BGB ist bezogen
auf die Privatautonomie der Biirger zueinander und das Datenschutzrecht
ist auf den Personlichkeitsschutz bezogen, d. h. auf individuelle Statusbe-
ziehungen.** Dies gilt jedoch nicht absolut, da die Regelungsgehalte natur-
gemaf3 ineinandergreifen miissen. Beispielsweise wird der Einzelne in der
Ausiibung seiner Privatautonomie dergestalt eingeschrankt, als dass gewisse
Vorschriften (u.a. insbesondere auch die §§ 327 ff. BGB) zum individuellen
Schutz Grenzen setzen. Ebenso ist das Datenschutzrecht (und das damit
verbundene Recht auf informationelle Selbstbestimmung, vgl. Art.2 Abs. 1
iV.im. Art.1 Abs.1 GG bzw. Art.7 und 8 GRCh, respektive Art.1 Abs.2
DSGVO) nicht schrankenlos gewiéhrleistet. Im Rahmen der Priifung der
Verhiltnisméafligkeit muss gegen andere Grundrechte abgewogen werden,
wie beispielsweise in Art. 6 Abs. 1 UAbs. 11it.f) DSGVO.

5.1 Rechtmiflige Datenverarbeitung - insbesondere Einwilligung

Da die gesamte DSGVO Anwendung findet, ist im Grundsatz die Einwil-
ligung in die Datenverarbeitung nicht die einzige Mdglichkeit, zuldssiger-

42 EDPS, Stellungnahme 4/2017, S. 12.
43 Vgl. dazu: Metzger in: Miinchner Kommentar zum BGB, § 3270 Rn. 9.
44  Schmidt-Kessel/Grimm, ZfPW 2017, 84 (85).
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weise die Daten fiir die gewiinschten 6konomischen Zwecke zu nutzen.
Art.6 Abs.1 UAbs.1 lit.b) DSGVO stellt eine Rechtsgrundlage fiir die
Verarbeitung von Daten dar, wenn dies fiir die Erfiillung eines Vertrages
mit der betroffenen Person oder aber zur Durchfithrung vorvertraglicher
Mafinahmen erforderlich ist. Allerdings muss hierfiir ein Vertrag (vgl. Kap.
4.1) vorliegen oder eine Mafinahme fiir vorvertragliche Regelungen; insbe-
sondere muss die Verarbeitung aber dem Zweck dienen, den Vertrag zu
erfiillen. Dies ist insbesondere der Fall bei der Preisgabe der E-Mail-Adres-
se, um die digitalen Inhalte zu erhalten*> - im Falle von Computerspielen
auch durch die Verkniipfung mit den Account-Daten zur Freischaltung der
erworbenen Features. Zu einem anderen Zweck diirften die so bekannt
gewordenen Daten aber nicht verarbeitet werden. Entscheidender Punkt
im Anwendungsfall des Bezahlens mit Daten im Sinne der §§ 327 ff. BGB
ist aber, dass die Daten nicht zur Vertragserfiillung verarbeitet werden,
sondern diese im Rahmen der datenékonomischen Einsatzmoglichkeiten
zu bspw. Marketingzwecken verwendet werden. Dies ist nach allgemeiner
Meinung auch nicht durch den Rechtfertigungsgrund des Art.6 Abs.1
UAbs.1 lit. b) DSGVO gedeckt.*® Da zudem auch Art.6 Abs.1 UAbs.1
lit.f) DSGVO im Rahmen des dort vorausgesetzten ,berechtigten Interes-
ses des Verantwortlichen® bislang lediglich Betrugspravention, Direktwer-
bung sowie Mafinahmen zur Verbesserung von IT-Systemen inkludiert,*”
und damit alle dariiberhinausgehenden Aktivititen ausnimmt, bleibt die
vorherige Einwilligung im Sinne des Art. 6 Abs. 1lit. a) DSGVO die zumeist
einzige Moglichkeit, den datenschutzrechtlichen Anforderungen gerecht zu
werden.*

Eine wirksame Einwilligung bedarf einiger Voraussetzungen, vgl. Art. 6
Abs. 1 UAbs. 1 lit. a), Art. 7 und Art. 4 Nr.11 DSGVO. Die Einwilligung im
Sinne des Art.4 Nr.11 DSGVO ist freiwillig fiir den bestimmten Fall, in
informierter Weise und unmissverstandlich abzugeben; es muss eindeutig
sein, dass die betroffene Person (der Verbraucher) mit der Datenverarbei-
tung zum angegebenen Zweck einverstanden ist. Da dies der Verantwortli-
che (hier der datenverarbeitende Unternehmer) gem. Art.7 Abs.1 DSGVO

45 Schmitz/Buschuew, MMR 2022, 171 (172).

46 Simitis/Hornung/Spiecker gen. Déhmann/Schantz, Datenschutzrecht, Art. 6 Rn. 33;
Sattler, JZ 2017, 1036 (1040).

47 BeckOK DatenschutzR /Albers/ Veit, 47. Ed. 1.2.2024, DS-GVO Art. 6 Rn. 68.

48 Simitis/Hornung/Spiecker gen. Déhmann/Schantz, Datenschutzrecht, Art. 6 Rn. 33:
»Die Verarbeitung von Daten als Entgelt kann vielmehr nur auf die Einwilligung der
betroffenen Person gestiitzt werden®
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nachzuweisen hat, wird dies in der Regel auf elektronischem Wege gesche-
hen.

Informiertheit nach Art. 4 Nr. 11 DSGVO bedeutet, dass die Einwilligung
nur fiir den konkreten Fall und in Kenntnis der Sachlage abgegeben sein
darf, vgl. ErwGr. 32 S.1 DSGVO. Erforderlich ist eine Information durch
den Unternehmer vor Abgabe der Einwilligung, die andernfalls nicht infor-
miert sein kann. ErwGr. 42 S.4 DSGVO sieht vor, dass mindestens iiber
die Identitdt des Verantwortlichen und iiber die Zwecke der Verarbeitung
informiert werden soll. Das EDPB halt es, angelehnt an Art. 13 Abs. 2 lit. ¢)
DSGVO, fiir erforderlich, dass zumindest die Identitit des Verantwortli-
chen, die Verarbeitungszwecke und die Art der Daten benannt werden, ein
Hinweis auf das Widerrufsrecht und ggf. ein Hinweis auf automatisierte
Entscheidungsfindung im Sinne des Art. 22 DSGVO erfolgt und auf maogli-
che Verarbeitungsrisiken bei Drittstaatentransfers (vgl. Art. 49 Abs.1 lit. a)
DSGVO) hingewiesen wird.*” Sofern sich eine Einwilligung auf mehrere
Verarbeitende erstrecken soll — und das ist im Falle der Datenwirtschaft
ein durchaus denkbares Szenario - muss sich dies aus den Informationen
ergeben. Fraglich ist, ob die Datenverarbeitung gerechtfertigt ist, wenn zwar
eine Einwilligung in Datenfliisse zwischen verbundenen Unternehmen er-
teilt wurde, aber einzelne Konzernunternehmen erst nach der Einwilligung
hinzukommen.*® Allerdings wird es hier auf die Einwilligungserklirung
und deren Wortlaut im Einzelfall ankommen.>!

Im Falle des Bereitstellens von Daten als Preis fiir die Leistung eines
digitalen Produkts ist insbesondere auch die Mafigabe des Art.7 Abs.2
DSGVO zu beachten. Erfolgt namlich ,die Einwilligung der betroffenen
Person durch eine schriftliche Erklarung, die noch andere Sachverhalte
betrifft, so muss das Ersuchen um Einwilligung [...] so erfolgen, dass es von
den anderen Sachverhalten klar zu unterscheiden ist”. Schriftform in diesem
Zusammenhang bedeutet nicht etwa ein Schriftstiick mit entsprechender
Unterschrift wie § 126 BGB dies versteht, sondern erfasst grundsétzlich jede
eindeutige schriftliche oder elektronische Willensbekundung (vergleichbar
zu § 126b BGB).”? Im Falle der Bereitstellung von Daten erfolgt die Einwil-
ligungserklarung in die Datenverarbeitung zumeist elektronisch - und vor
allen Dingen im Zuge eines Vertragsschlusses, z. B. nach § 433 BGB. Zu be-

49 EDPB, Leitlinien 5/2020, Rn. 64.

50 Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 38.

51 Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 38.

52 Gola/Heckmann/Schulz, DS-GVO, Art.7, Rn.4l; Klement, in: Simitis/Hor-
nung/Spiecker gen. Déhmann, Datenschutzrecht, Art.. 7 Rn. 76.
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achten ist also, dass die Einwilligung zur Datenverarbeitung vom Angebot
bzw. der Annahme zum Vertragsabschluss (§§ 145 ff. BGB) klar unterschie-
den werden kann, da sie andernfalls nicht verbindlich sind (Art.7 Abs.2
S.2DSGVO).

Dreh- und Angelpunkt der Einwilligung - insbesondere im Falle des
Datenschuldrechts - ist die Freiwilligkeit der Einwilligung, vgl. Art. 4 Nr. 11,
Art 7 Abs. 4 und ErwGr. 32, 42 und 43 DSGVO. Eine Einwilligung ist nur
dann als freiwillig zu betrachten, wenn sie ohne jeden Druck oder Zwang
abgegeben werden kann.3 ErwGr. 42 fordert eine echte und freie Wahl,
sodass die betroffene Person in der Lage sein muss, die Einwilligung zu
verweigern oder zuriickzuziehen, ohne Nachteile zu erleiden. Gerade im
Rahmen des ,,Bezahlens® mit Daten werden Anreize wie die vermeintliche
Kostenfreiheit geschaffen, aber auch sonstige verhaltensokonomische Me-
thoden eingesetzt, um die Verbraucher gezielt zu steuern. Hierfiir gibt es
zuldssige Methoden>*; Grenzen bestehen jedoch da, wo Verbraucher gezielt
getauscht und manipuliert werden, wie in den Fallen der Dark Pattern.>
ErwGr. 43 DSGVO greift schliellich das Ungleichgewicht zwischen den be-
teiligten Personen auf, das bei der Beurteilung der Freiwilligkeit eine grof3e
Rolle spielt. Beispielhaft werden hier Behorden als Verantwortliche genannt
— es ist jedoch nicht ausgeschlossen, dass ein vergleichbares Ungleichge-
wicht auch anzunehmen ist, wenn es sich um das Verhéaltnis Unternehmer
und Verbraucher handelt. Eine solche Machtasymmetrie wird von einigen
Kritikern der DIRL und deren Umsetzung angenommen, weil keine andere
Moglichkeit bestehe, als die Privatheit preiszugeben.>® Dies lasst sich umso
mehr diskutieren, wenn es sich um minderjahrige oder &ltere Verbraucher
handelt (vulnerable Gruppen). Eine Besonderheit gilt fiir die Einwilligung
Minderjéhriger in Bezug auf Dienste der Informationsgesellschaft gem.
Art. 8 DSGVO.

5.2 Datenschutzrechtliche Grundsitze - insbesondere Kopplungsverbot

Ein die Freiwilligkeit der Einwilligung beeinflussender Grundsatz der
DSGVO ist das in Art.7 Abs.4 DSGVO normierte Kopplungsverbot. Es

53 Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 19.

54 Wie beispielsweise das Nudging, vgl. Kollmar/Schirmbacher, WRP 2020, 1015 (1017).
55 Martini u.a., ZfDR 2021, 47 (49 ff.); Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 19.
56 Schmitz/Buschuew, MMR 2022, 171 (173).
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handelt sich um ein allgemeines, nicht etwa um ein absolutes Kopplungs-
verbot.”” Dies wird aus der Formulierung ,in gréfitmoglichem Umfang®
deutlich.® Das Kopplungsverbot findet wohl hauptsichlich Anwendung
auf Kopplungen von Vertragsschluss und Einwilligung® — wie in den nun
durch §§327ff. BGB erlaubten Fillen des Bezahlens mit Daten. Allein
schon deswegen muss dieser bestehende Konflikt aufgelost werden (vgl.
Kap. 6.).

Von Art. 7 Abs. 4 DSGVO werden zunichst - das liegt aufgrund der Ein-
ordnung nahe - nur zuldssige Verarbeitungen umfasst.®* Es geniigt nicht,
dass nur der Verbraucher subjektiv das Gefiihl hat, dass er eine echte Wahl
hat, sondern diese Wahl muss objektiv bestimmbar sein. Insbesondere in
Konstellationen, in denen es im Einzelfall angebracht ist, fiir verschiede-
ne Verarbeitungssituationen eine gesonderte Einwilligung einzuholen, dies
aber nicht geschieht, oder in Fillen, in denen die Vertragserfiillung von der
Einwilligung abhéngig ist, diese aber objektiv nicht fiir die Erfiillung des
Vertrages erforderlich ist, ist eine objektive Wahlfreiheit ausgeschlossen und
damit eine Kopplung zu bejahen.®! Oftmals trifft aber genau dies - um die
Cookie-Problematik aufzugreifen — auf die Cookie-Banner zu. Dort werden
Nutzer haufig die Einwilligung in die Verwendung von Tracking-Cookies
abgeben, obwohl diese fiir die Erbringung der Dienstleistung (Anzeige der
Webseite) nicht nétig wiére.5?

Teilweise wird das (allgemeine) Kopplungsverbot als ein erheblicher
Eingriff in die Privatautonomie betrachtet. Insbesondere in Bezug auf das
Datenschuldrecht kommt gerade die Diskrepanz zwischen zum Privatauto-
nomie und Datenschutz zum Tragen, weswegen es essentiell ist, dass das
Kopplungsverbot eben nicht absolut, sondern nur in einem verhaltnisma-
B8ig angemessenen Umfang angewendet wird.®® UnverhaltnismafSigkeit wére
allenfalls dann zu bejahen, wenn der Unternehmer eine herausgehobene
(Monopol-)Stellung beséfle und die Verbraucher auf die Leistungen ange-

57 EDPB, Leitlinien 05/2020, Rn. 34 u. 35; a.A.: Dammann, ZD 2016, 307 (311).
58 Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 23.

59 OOGH, Urt. v. 31.8.2018, Az. 6 Ob 140/18h, BeckRS 2018, 30960 Rn. 35.

60 Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 25.

61 EDPS, Stellungnahme 4/2017, S. 21.

62 EDPS, Stellungnahme 4/2017, S. 13.

63 Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 27.
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wiesen wiren.®* Vorliegend kommt zudem die Mafigabe des ErwGr. 42
DSGVO zum Tragen, nach dem eine Person keine ,Nachteile“ erleiden
darf, wenn die Einwilligung versagt wird. Handelt es sich bei den Nachtei-
len lediglich um Preisnachldsse, soll das nicht das Kopplungsverbot zur
Anwendung bringen.®®> Auch das Ablehnen eines Vertrages kann kein Nach-
teil im Sinne des ErwGr. 42 DSGVO sein, da gerade dies Basis jedweder
privatautonomen Handlung (z.B. eines Vertrages) ist. Zudem ist bei der
Auslegung des Kopplungsverbotes in Bezug zum Datenschuldrecht die In-
tention des Richtlinien- und des Gesetzgebers zu beriicksichtigen, die die
Verkniipfung ja gerade gewollt haben.®¢ Zusitzlich greift das Argument,
dass seitens des Verbrauchers zumeist die Wahl des Preises (Entgelt, digitale
Wertedarstellungen oder personenbezogene Daten) verbleibt - allein im
Falle der alleinig méglichen Datenzahlung kommt das Argument erneut
im Zuge der Freiwilligkeit zum Tragen, muss jedoch auch hier im Kontext
der gesetzgeberisch gewollten privatautonomen Entscheidung betrachtet
werden.

Unter Kap. 5.1 wurde bereits angesprochen, dass die Daten zu keinem
anderen Zweck verwendet werden diirfen als zu dem, in den eingewilligt
wurde. Dies folgt aus Art.5 Abs.1 lit. b) DSGVO. Diese Zweckbindung
gilt vom Zeitpunkt der Erhebung bis zur Zweckerfillung an.%” Eine Zweck-
dnderung ist grundsatzlich unzuldssig. Ausnahmen hierzu finden sich in
Art. 6 Abs. 4 DSGVO; dann aber ist der Betroffene hieriiber zu informieren,
Art. 13 Abs. 3 und Art. 14 Abs. 4 DSGVO.

5.3 Widerruf der Einwilligung und Loschpflichten

Ist der Zweck erreicht, sind die personenbezogenen Daten zu léschen, vgl.
Art.17 Abs.1 lit.a) DSGVO. Das Gleiche gilt auch fiir diejenigen Fille,
in denen der Verbraucher gem. Art.7 Abs.3 DSGVO seine Einwilligung
widerruft. Dazu hat er - wortiber er entsprechend informiert werden muss
(Kap. 5.2) - das jederzeitige Recht. Dies lasst, wie § 327q BGB regelt, die
Wirksamkeit des Vertrags unberiihrt (Kap. 4.3). Damit bleibt die Datenver-

64 Gola/Heckmann/Schulz, DS-GVO, Art.7, Rn.27; unter Verweis u.a. auf: Buchner,
DuD 2016, 155 (158); Gierschmann, ZD 2016, 51 (54); a.A.: EDPB, Leitlinien 05/2020,
Rn. 38; BeckOK DatenschutzR/Stemmer, DS-GVO, Art. 7, Rn. 45.

65 EDPB, Leitlinien 05/2020, Rn. 50.

66 Gola/Heckmann/Schulz, DS-GVO, Art. 7, Rn. 30.

67 Gola/Heckmann/Pétters, DS-GVO, Art. 5, Rn. 18.
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arbeitung bis zum Ausspruch des Widerrufs wirksam, es handelt sich um
eine ex nunc-Wirkung. Allerdings hat der Unternehmer gem. § 327q Abs. 2
BGB in diesen Fillen das Recht, den Vertrag zu kiindigen.

Wird der Widerruf nach Art. 7 Abs. 3 DSGVO ordnungsgemaf3 ausgeiibt,
sind die Daten zu 16schen, wenn es an einer anderweitigen Rechtsgrundla-
ge fiir die Verarbeitung fehlt (Art.17 Abs.1 lit. b) DSGVO). Insbesondere
im Rahmen des 6konomischen Datenverkehrs, der durch das Datenschuld-
recht etabliert wird, ist die Sicherstellung der Loschung ein grofles prakti-
sches Problem.

6. Konfliktpotenziale und -l6sungen

Im Zuge der Untersuchung zu den rechtlichen Grundlagen des Daten-
schuldrechts wurden einige problematische Punkte aufgezeigt, die es in
der Praxis - insbesondere auch im Vorgrift zur Einrichtung eines Daten-
wirtschaftsportals (vgl. Kap. 6.3) — zu losen gilt; das Spektrum reicht von
rein vertragsrechtlichen (wie den Rechtsbindungswillen und das Verhaltnis
von Leistung und Gegenleistung) tiber rein datenschutzrechtliche (Infor-
miertheit und Freiwilligkeit der Einwilligung) bis hin zu verbindenden,
»datenschuld-schutzrechtlichen Fragestellungen (wie die Frage nach dem
Kopplungsverbot und der Riickabwicklung des Vertrages).

6.1 Rechtliche Konfliktlosung

Rein rechtlich sind diese Problempunkte nur durch verbraucherfreundliche
Auslegung und Anwendung der Normen zu 16sen. Es sind jedoch die Wer-
tungen, die der Gesetzgeber generell zur Anwendung bringen méchte, mit-
zudenken. Hinsichtlich der vertragsrechtlichen Problempunkte des Rechts-
bindungswillens und des Vertragsschlusses gilt Folgendes: Im Falle eines
Vertragsschlusses, bei dem ein Verbraucher aktiv die Wahl zwischen der
Bezahlung eines Preises, Bezahlung mit digitalen Wertedarstellungen oder
Bezahlung mit personenbezogenen Daten hat und sich fiir Letzteres ent-
scheidet, ist die Annahme eines Rechtsbindungswillens unproblematisch.
Fraglich ist vielmehr, ob - dhnlich wie bei der Cookie-Problematik - allein
die vorgefundene Situation fiir die Annahme eines Vertrages ausreichen
kann, da hier die Willensbildung mehr als problematisch ist. Allerdings ist

203

https://doi.org/10,5771/9783748840173 - am 18.01,2028, 08:53:17.



https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Dagmar Gesmann-Nuissl und Stefanie Meyer

die Intention des Gesetzgebers wertend heranzuziehen: Der Verbraucher
soll durch die §§ 327 ff. BGB besonders geschiitzt werden. Die weitgehende
Ablehnung eines Rechtsbindungswillens wiirde ihm diese Schutzvorschrif-
ten vorenthalten und er wire schutzloser gestellt.®® Gerade wenn der
Unternehmer ein Interesse an der 6konomischen Weiterverarbeitung der
Daten hat und eine , Leistung“ erhalt, sollte der Verbraucher nicht schutzlos
bleiben und ein Vertrag angenommen werden. Dies gilt umso mehr, als
gerade in solchen digitalen (Kauf-)Situationen vulnerable Gruppen, wie
Minderjihrige oder Altere, dazu neigen, besonders naiv zu agieren und
daher besonderen Schutz bediirfen (insbesondere auch, weil Minderjahrige
von Gesetzes wegen gesteigert geschiitzt sind).®®

Auch die Fragestellung nach dem Synallagma sollte der gesetzgeberi-
schen Intention gerecht werden. Gegenleistungen miissen nicht notwendi-
gerweise synallagmatisch verkniipft werden, sondern es ist ebenso eine
kausale oder konditionale Verkniipfung denkbar.”® Auch, wenn die Kaufsi-
tuation und die Zahlung eines Entgeltes intuitiv an ein Synallagma denken
lasst, bleibt der Verbraucher bei einer kausalen oder konditionalen Ver-
kntipfung nicht schutzlos (vgl. §§ 812 ff. BGB). Diese Problematik wurde im
Vorfeld hinreichend diskutiert und der Wortlaut des Gesetzes entsprechend
zuriickhaltend formuliert.”!

Beziiglich des datenschutzrechtlichen Grundsatzes des Kopplungsverbo-
tes aus Art.7 Abs. 4 DSGVO ist der gesetzgeberische Wille in die Beurtei-
lung einzubeziehen. Lehnt man mit der wohl herrschenden Meinung ein
absolutes Kopplungsverbot ab’?, bedeutet die Annahme eines allgemeinen
Kopplungsverbotes, dass die Méglichkeit der Verbindung von vertraglichen
Pflichten und ,geschuldeter” bzw. vielmehr kausal verkniipfter Datenbereit-
stellung moglich ist — insbesondere eben auch, weil der Gesetzgeber diese
Moglichkeit wollte. Dies wird insbesondere dann kein Problem darstellen,
wenn der Verbraucher die Wahl zwischen Entgelt, digitalen Wertedarstel-
lungen und personenbezogenen Daten hat. Es verbleibt jedoch die gleiche
Problematik wie beim Vertragsschluss — wie ist im Falle von Datenerhebun-
gen zu verfahren, die nicht wirklich nétig sind und hinsichtlich derer die
Wahlfreiheit in gewisser Hinsicht wegfillt. Dies wird aber nicht auf rein

68 Kramme, RDi 2021, 20 (22).

69 Vgl. zur Gesamtproblematik im Kontext: Gesmann-Nuissl/Meyer, Robotics 2022, 11,
125.

70 Hacker, ZEPW 2019, 148 (150).

71 EDPS, Stellungnahme 4/2017, S. 12.

72 EDPB, Leitlinien 05/2020, Rn. 34 u. 35.
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rechtlicher Ebene zu l6sen sein. Hier bedarf es eines praktischen Umset-
zungsansatzes, der die Informiertheit des Verbrauchers im Sinne des Art. 4
Nr. 11 und Art. 7 DSGVO in den Blick nimmt und iiber die Grundlagen und
Rechtsfolgen in verstandlicher Weise aufklart (vgl. Kap. 6.2). Gerade die
Informiertheit und Freiwilligkeit der Einwilligung muss sich im digitalen
Umfeld stimmig an die technische Umgebung anpassen und nachvollzieh-
bar bleiben.

In der Kombination Schuld- und Datenschutzrecht hat auch die Riickab-
wicklung des Vertrages seinen Raum. Fiir nicht personenbezogene Daten
findet § 3270 Abs. 2 S.1 BGB Anwendung - ,,Zahlungen® sind zu erstatten.
In Bezug auf personenbezogene Daten verweist Art. 16 Abs. 2 DIRL auf die
DSGVO; einen entsprechenden Hinweis gibt es im BGB nicht, ist jedoch
aufgrund der Regelung des § 327q BGB naheliegend. Die personenbezoge-
nen Daten des Verbrauchers sind damit infolge eines Widerrufs der Ein-
willigung nach Art.7 Abs.3 DSGVO gem. Art.17 Abs.1 lit. b) DSGVO zu
16schen. Darauf besteht bereits ein datenschutzrechtlicher Anspruch - ein
Argument dafiir, dass es schuldrechtlicher Loschungsanspriiche als Folge
eines Synallagmas im BGB nicht mehr bedarf. Fiir die Riickabwicklung in-
nerhalb dieses Vertragsverhaltnisses und fiir den Loschanspruch bestehen
also keine anderen Anforderungen als bei jedem anderen Widerruf der
Einwilligung.

6.2 Praktische Konfliktlosung

Die hinreichende Aufklarung hinsichtlich der Voraussetzungen und Folgen
eines Vertragsschlusses, damit (1) ein Rechtsbindungswille gebildet werden
kann und (2) die Einwilligung freiwillig und informiert erfolgen kann,
bedarf eines praktischen, verbraucherfreundlichen und verstindlichen An-
satzes. Die Reaktion auf die Cookie-Rechtsprechung des EuGHs”3 sowie auf
die Umsetzung des Art.5 Abs. 3 ePrivacyRL in § 25 TTDSGG hinsichtlich
des vorangekreuzten Zustimmungskistchens war, dass nunmehr grofie (oft-
mals rechtswidrig gestaltete) Cookie-Banner auf der Webseite erscheinen
und das Einwilligungskéstchen zentral prasentiert wird, was dazu fiihrt,
dass Verbraucher den Banner wegklicken wollen und in die Erhebung
von Tracking-Cookies einwilligen, ohne die Folgen zu reflektieren. Die-

73 EuGH, Urt. v. 01.10.2019, Az. C-673/17, NJW 2019, 3433.
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se oder vergleichbare Cookie-Banner sind im Hinblick auf § 25 TTDSG
rechtswidrig, da insoweit alternative, gleichartig prisentierte Formen der
Zustimmung bzw. Ablehnung angeboten werden miissen.” Im Hinblick
auf die Datenokonomie und dem Bezahlen mit Daten sind die Folgen
aber noch weitreichender als beim bloflen Einsatz von Tracking-Cookies,
da diese Daten, regelmaflig verbunden mit den personenbezogenen Daten
usw., verwendet werden, um umfassende Profile zu bilden und Nutzer
gezielt zu manipulieren.”> Eine mit Cookie-Bannern vergleichbare - sich
in der Praxis als nicht effektiv erweisende - Aufkldrung sollte hier nun
nicht angestrebt werden, weil dies dem Interesse des Verbraucherschutzes
zuwiderlduft. Insbesondere, wenn es um die 6konomische Verwertung und
Verarbeitung personenbezogener Daten geht, sollte auf eine konkrete und
gezielte Aufkldrung besonders Wert gelegt werden, damit die (auch wenig
reflektierenden) Verbraucher geniigend Informationen erhalten, um eine
individuelle Abwigung treffen zu kénnen.

Der praktische Ansatz sollte dabei die Idee des Bezahlens mit Daten
und die damit einhergehenden Willenserkldrungen besser aufzeigen. Die
Tatsache, dass den Daten stirker denn je ein Wert zugeschrieben wird,
muss bereits in der Information beriicksichtigt werden und eine zentrale
Rolle einnehmen.

6.3 Konkrete Ausgestaltung des Losungsansatzes

Es bedarf eines intuitiv nutzbaren Werkzeugs, welches es den Nutzern
ermoglicht, informiert und selbstbestimmt mit ihren personenbezogenen
Daten im dynamischen und virulenten Marktumfeld zu agieren. Dieses
Werkzeug bendtigt zum einen ein Datenwertmanagement als wesentlichen
Baustein. Es muss zum einen herausgefunden werden, welchen subjektiven
Wert Daten fiir den Nutzer haben (kdnnen), um zum anderen einen ob-
jektiven Wert fiir die Daten bestimmen zu konnen. In Ansehung einer
moglichst hohen Nutzerfreundlichkeit muss dieses Werkzeug in seiner
Ausgestaltung und Anwendbarkeit einfach und leicht zugénglich sein. Es
muss sichtbar werden, dass es die Interessenkonflikte von Verbrauchern
und Unternehmen aufgreift und 16st. Ziel sollte ein intuitives Portal zum
Schutz der Datensouverdnitdt in der Datenwirtschaft sein, das zu einer

74 Assion/Schneider, TTDSG, § 25 Rn. 30 f.
75 Langhanke/Schmidt-Kessel, EuCML 2015, 218 (219).
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zentrale Anlaufstelle fiir Verbraucher wie auch Unternehmen wird, um
personenbezogene Daten objektiv und fair zu bewerten bzw. bewerten zu
kénnen.

Die Einrichtung eines solchen Portals bedarf zundchst einiger Vorun-
tersuchungen. Insbesondere miissen rechtskonforme Metriken entwickelt
werden, die es ermdglichen, den Datenwert zu bestimmen. Da dieser
Datenwert je nach Blickwinkel (ob aus Unternehmer- oder Nutzersicht)
unterschiedlich ausfallen kann, ist vorab eine Untersuchung auf Basis eines
quantitativen Marktforschungsansatzes angezeigt.” Bezogen auf konkrete
Kaufentscheidungen konnte den Probanden (in der Rolle von Verbrau-
chern) hier aufgezeigt werden, ob sie den genannten Kaufpreis fiir ein
digitales Produkt zahlen wollen oder personenbezogene Daten dafiir preis-
geben wollen. Indem die Preishohe stetig angepasst wird, ldsst sich hier
die Schwelle Preis-personenbezogenes Datum bestimmen und in der Folge
ein auf den Probanden bezogener subjektiver Wert des Datums. Nachdem
den Probanden darauthin unternehmerische Verarbeitungsmoglichkeiten
aufgezeigt werden und sie tiber die Reichweite der Datenverarbeitung infor-
miert werden (und damit dem Wert aus unternehmerischer Sicht), konnte
der gleiche Test erneut stattfinden und so ein objektivierter Daten-Wert
gebildet werden. Dies gibt zur Vorbereitung der Darstellung des Werkzeugs
wertvolle Aufschliisse hinsichtlich folgender Fragen: Welche Datenfreiga-
ben sind dem Konsumenten mehr wert als andere? Gibt es unterschiedliche
Préferenzen bezogen auf die Personengruppen? Gibt es Datenfreigaben, die
nach erfolgter Aufklarung tabu sind? Daraus wiederum folgen wertvolle
Hinweise (auch aus unternehmerischer Sicht) hinsichtlich der Frage, wel-
che Wahlméglichkeiten effektiv angeboten werden konnen oder nicht.

Die konkrete Umsetzung und Sichtbarmachung des Datenwertes kann
beispielsweise in Form eines digitalen Daten-Zwillings geschehen, der auf
einen Blick zeigt, welche Daten welchen Wert haben und wie sich dieser
verandern konnte bzw. wird, wenn diese Daten in die Wirtschaft zur
6konomischen Verwertung gegeben werden. Letzteres ldsst sich ohne wei-
teres auf einem Portal realisieren, auf das Unternehmer und Verbraucher
gleichermafien zugreifen konnen. Ein solches Portal ist auch hinreichend
lebendig, so dass sich einerseits Preisschwankungen zu den Datenwerten
abbilden lassen und andererseits der Tatsache Rechnung getragen werden

76 Beschrieben u.a. bei: Johnson, R. M., & Orme, B. K. (2007). A new approach to
adaptive CBC. Sawtooth Software Inc. Sawtooth Software Research Papers Series.
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kann, dass Daten - anders als Entgelt - mehrfach als Preis eingesetzt
werden kénnen, was ebenfalls deren Wert verdndern wiirde.

Die vorgestellte Losung (das ,Datenwirtschaftsportal“) muss zwingend
als unabhingige und objektive Instanz funktionieren, wenn sie als wichtiges
Element die Aufklarung wihrend der vertragsrechtlichen Willensbildung
unterstiitzen, und zur datenschutzrechtlichen Folgeabschétzung hinsicht-
lich der Konsequenzen der Einwilligung beitragen soll. Sie muss Vertrauen
generieren. Die Dynamik, die in einer solchen Portallsung angelegt ist,
kann fortlaufend weitere Entwicklungen aufnehmen und hierdurch das
Konzept der datenschutz- und datenschuldrechtlichen Symbiose weiter
ausgestalten. Das Nutzerverhalten wird dabei fortlaufend evaluiert werden
missen, um auf Basis neuer Erkenntnisse und Entwicklungen das Portal
fortlaufend anzupassen. Ferner bleibt die Darstellung des Datenwertes hin-
reichend flexibel, der sich aufgrund der Haufigkeit des Datenbereitstellens,
der Nutzerpriferenzen und aufgrund des Einsatzgebietes beim Bezahlen
mit Daten verandern wird. Daten erhalten einen ,,Marktpreis, dhnlich wie
Aktien oder Emissionswerte. Ferner konnen neu aufkommende, digitale
Okosysteme iiber das Portal stetig beriicksichtigt und eingebunden werden.
Hinzu kommt, dass die Erfahrenheit der Nutzer im Umgang mit ihren
personenbezogenen Daten nicht nur in das Design des Portals einfliefien,
sondern durch das Nutzen des Portals wachsen wird. Selbst wenig reflektie-
rende Gruppen, wie z. B. Minderjdhrige oder dltere Nutzer konnen (und
werden) ein Gefiihl fiir den Wert ihrer personenbezogenen Daten entwi-
ckeln. Eine stetige Evaluation stellt schliefilich sicher, dass das Portal syner-
getisch mit Nutzern und Unternehmen (d. h. den Akteuren am Markt) zu-
sammenspielt. Es soll kein regulierender Markt geschaffen werden (welcher
weitere Fragen mit sich bringt), sondern es soll ausschliellich die Selbst-
bestimmung der Verbraucher gesteigert werden, sodass deren Teilhabe an
datenbasierten, digitalen Geschiftsmodellen moglich wird und sich iiber
die erlangten Erkenntnisse die Datenwirtschaft insgesamt weiter entwickeln
lasst.

7. Ergebnis
Die vorangegangene Untersuchung hat gezeigt, wie das neue Datenschuld-
recht auf Grundlage der DIRL in das deutsche Zivilrecht implementiert

wurde. Es wurde festgestellt, dass die im Vorfeld und auch nach Inkrafttre-
ten der DIRL und der §§327ff. BGB geduflerten rechtlichen Bedenken
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16sbar sind und dass ein Ausgleich von datenschuld- und datenschutzrecht-
lichen Vorgaben maglich ist. Die objektiv bestehenden Konflikte sind alle-
samt versohnbar und kénnen im Interesse des Verbraucherschutzes einer
lebensnahen Losung zugefiihrt werden.

Die noch verbleibenden Probleme zeigen sich auf subjektiver Seite, zum
einen bei der Bildung des eindeutigen vertraglichen Rechtsbindungswillens
und zum anderen bezogen auf die Informiertheit und Freiwilligkeit der
Einwilligung beziiglich der Herausgabe von Daten in datenschutzrechtli-
cher Hinsicht. Um dennoch Privatautonomie und informelle Selbstbestim-
mung zur Entfaltung zu bringen, haben wir ein ,Datenwirtschaftsportal®
vorgeschlagen, welches dazu beitragen kann, die erkannten Defizite zu
tiberwinden. Zum einen macht es den Preis fiir Daten und damit die Ge-
genleistung auch in Vertrdgen nach §§ 327 ff. BGB hinreichend transparent
und nachvollziehbar. Zum anderen verhilft es den Verbrauchern zu bewuss-
ten, informierten und freiwilligen Entscheidungen im Sinne der DSGVO.

In der neu aufkommenden Datenwirtschaft kann sich die Plattform zu
einem unverzichtbaren Werkzeug entwickeln, wenn alle Akteure im Markt,
die Verbraucher und Unternehmen, dort synergetisch zusammenwirken.
Dies wiirde zugleich die allgemeine Akzeptanz beziiglich der Datenwirt-
schaft sowohl auf Verbraucher- als auch auf Unternehmensseite beférdern.
Wenn es zudem gelingt, die Entwicklung eines solchen Portals nicht nur
anzustoflen, sondern dynamisch weiterzuentwickeln, kann dieses jedenfalls
den Zweispalt zwischen Datensouveranitat der Verbraucher und monetiren
Interessen der Datenwirtschaft auflésen und auch als Beispiel fiir weitere
Anwendungen dienen, wenn das Konstrukt des Bezahlens mit Daten nicht
nur im digitalen Umfeld etabliert wird, sondern auch nicht-digitale Pro-
dukte einen alternativen Preis bekommen.
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»Dann driick ich auf‘s Mikro, wenn's hier mal um Dinge geht...:
Kreative Privatisierung. Der Umgang mit Privatheitsanspriichen
in der Smart Speaker-Nutzung

Lukas Schmitz

Zusammenfassung

Der vorliegende Beitrag erortert den Umgang mit dem Datenkapitalismus
im hauslichen Umfeld am Beispiel der Smart Speaker-Nutzung. Menschen
nutzen Smart Speaker im Alltag aus Motiven der Erleichterung und produ-
zieren dabei Daten, die von Unternehmen angeeignet werden; dabei bleibt
zumeist unklar, wie diese Daten ausgewertet werden und welches Risiko
fir die Nutzer:innen damit verbunden ist. Mithilfe einer pragmatistischen
Theorie des Attachments wird gezeigt, dass Menschen dieses Risiko unter
Riickgriff auf Formen des Vertrauens sowie Strategien der Analogisierung
bearbeiten. Auf diese Weise wird ein tiefergehendes Verstindnis der kreati-
ven Auseinandersetzung von Nutzer:innen mit antizipierten Privatheitsbe-
drohungen erarbeitet, das ermdglicht, den je spezifischen Umgang nicht
als paradox - im Sinne eines Widerspruchs zwischen Sensibilitat in Privat-
heitsfragen und ergriffenen Mafinahmen -, sondern als erfahrungsgeleitete
Auseinandersetzung zu beschreiben.

1. Einleitung

Privatheitsfragen gehoren zu den drangendsten Herausforderungen in Zei-
ten der fortschreitenden Digitalisierung jedweder Lebensbereiche. Mit dem
steigenden Zugriff privatwirtschaftlicher Akteure auf Datensitze, die Eigen-
schaften und Verhalten von Nutzer:innen verschiedener Dienstleistungen
sammeln und prognostizieren, gewinnen diese Fragen an Brisanz. Sie ver-
langen nach einer Antwort, die den Anspriichen eines sich digitalisierenden
Gemeinwesens (in staatlicher und wirtschaftlicher Hinsicht) einerseits und
einer demokratisch integrierten und selbstbestimmten Biirger:in anderer-
seits Rechnung tréagt. Dass die Sammlung von Daten Voraussetzung von
Gesellschaft ist und eine Losung nicht darin bestehen kann, diese nicht zu
erheben, ist mittlerweile ein Gemeinplatz der Privatheitsforschung gewor-
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den. Jedoch ist insbesondere der Umgang mit der Kapitalisierung ebenjener
Daten eine besondere Herausforderung - zu unklar ist das Ausmafl der
Sammlung sowie die Art der Verwertung, zumal die Moglichkeiten der
Biirger:innen, Handlungsmacht in dieser Frage zu gewinnen, beschrinkt
sind (Lamla 2019). Seien es Unkenntnis iiber technische Mdglichkeiten
der Kontrolle der eigenen Daten, der bewusste Verzicht auf Kontrolle
zugunsten sozialer Teilhabe oder schlicht Unlust, sich mit den haufig
komplizierten Zusammenhéngen zu beschiftigen - potenzielle Gefahren
des Datenkapitalismus sind offenbar und dennoch scheint im alltdglichen
Umgang das stille Einvernehmen, Daten fiir Bequemlichkeit der Nutzung
digitaler Dienstleistungen preiszugeben, etabliert.

Die Diskussion ebendieser Fragen ist wahrenddessen in verschiedenen
Diskursen verortet, sei es in der Medienberichterstattung, der akademi-
schen Sphire, parlamentarischer Diskussion und Gesetzgebung, Verlautba-
rungen zivilgesellschaftlicher Akteure oder in den individuellen Reflexio-
nen der Staatsbiirger, in denen Auswirkungen der um sich greifenden
Datensammlung behandelt werden.

Allerdings hinkt der Diskurs dabei der Wirklichkeit hinterher. Daten
werden fortlaufend gesammelt und der Begleitdiskurs erdrtert allzu
héaufig eine Perspektive ex post — als nachtrdgliche Korrektur von
Fehlentwicklungen oder einer verspiteten Einsicht in kritische Potenziale
technischer Neuerungen. Ganz unabhéngig von bestehenden, mdglichen
und kiinftigen Regelungsverfahren, die den Einzelnen vor Ubergriffen
(gleich welcher Art: sei es in personalisierter Werbung oder im potenziellen
Angrift auf Personlichkeitsrechte) schiitzen, sehen sich Menschen
gegenwirtig der Frage ausgesetzt, wie sie dem Datenkapitalismus im Alltag
begegnen. Die Antworten dafiir konnen verschieden ausfallen: Pladieren
die einen fiir eine systemische Losung, da es schwerfillt, durchgehend
Aufmerksamkeit fiir potenziell bedrohlichen Datenfluss aufzubringen,
verorten andere die Kontrollgewalt iiber den Datenkapitalismus in einem
selbstbestimmten Akteur, der - vermeintlich gut informiert und privat-
heitssensibel - selbst alles Notige aufbringt, um seine Privatheit (worin
auch immer sie besteht) zu schiitzen.

Dieser Aufsatz erértert den Umgang von Menschen mit Fragen der Pri-
vatheit am Beispiel der Smart Speaker-Nutzung im hiuslichen Bereich:!

1 Als Smart Speaker werden hier Sprachassistenten wie Amazon Echo, Google Nest oder
Apple Home Pod verstanden, also Lautsprecher mit integrierten Mikrophonen, die
auf Sprachbefehle hin verschiedene Funktionen ausfithren konnen, so etwa Internet-
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Wie begegnen Menschen dem Umstand, dass sie in ihrem hauslichen Be-
reich potenziell Daten produzieren, die iber den Smart Speaker von einer
dritten Partei nutzbar gemacht werden kénnen? Nach welchen Kriterien
werden in der Smart Speaker-Nutzung Privatheitsanspriiche formuliert,
wo sind die Grenzen der Umsetzung dieser Privatheitsanspriiche und auf
welche Art stellen Nutzer:innen ihre personliche, gefiihlte Privatheit wieder
her? Insbesondere das Bild des selbstbestimmten, rationalen Akteurs, der
eine informierte Entscheidung iiber seine Privatheit trifft, soll dabei kritisch
hinterfragt werden. Es bestehen bereits einige Ansdtze dazu, das sogenannte
Privacy Paradox (Barnes 2006),? also die Beobachtung, dass Personen im
Gesprich ihre Privatheit als zentralen Wert adressieren, aber im konkreten
Handeln diese Sensibilitit missen lassen, zu dekonstruieren (Trepte u. a.
2020; Solove 2021; Agi/Jullien 2018). Daran ankniipfend verfolgt dieser
Aufsatz einen Ansatz, der unter Riickgriff auf eine pragmatistische Theorie-
tradition eine Perspektive erdffnet, die das Handeln von Personen nicht
als Ergebnis von objektiv gebotenen (und entsprechend subjektiv ausge-
deuteten), rationalen Kriterien behandelt, sondern als individuelle Ausein-
andersetzung und Aushandlung, die vor dem Hintergrund personlicher
Erfahrung vorgenommen wird.

Fiir die Auseinandersetzung mit diesen Fragestellungen greife ich zuriick
auf Interviewmaterial aus zehn Besuchen in Haushalten, die mit Smart
Speakern ausgestattet sind. Im Ergebnis zeigt sich, dass die Auseinander-
setzung mit Privatheitsfragen in der Smart-Speaker-Nutzung als kreative
Aushandlung begriffen werden muss, die in spezifischen, scheinbar teils wi-
derspriichlichen oder inkonsistenten, Formen der Privatisierung miindet.
Nach einer soziologischen Begriffsbestimmung der Privatheit (2.1) wird ein
Uberblick iiber den Forschungsstand zu Smart Speakern und Privatheit
bereitgestellt (2.2). Anschlieflend wird eine pragmatistische Theoriegrund-
lage erarbeitet (3) sowie das methodische Vorgehen vorgestellt (4); daraus
resultieren empirische Ergebnisse zur ,Kreativen Privatisierung® (5), die
abschlieflend in einem Fazit zusammengefasst werden (6).

recherche, Koordinierungsleistungen (Terminplanung, Steuerung von IoT-Vernetzun-
gen) oder Unterhaltungsfeatures.

2 Eine frithe Beobachtung dieses Phdnomens findet sich auch bei: Acquisti, Grossklags
(2005): Privacy and Rationality.
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2. Forschungsstand
2.1 Privatheit als soziologischer Begriff

Bevor der Umgang von Personen mit Fragen der Privatheit in Bezug auf
Smart Speaker behandelt wird, wird hier zunéchst ein soziologischer Be-
griff der Privatheit erarbeitet. Zu berticksichtigen ist, dass der Diskurs um
den Begriff der Privatheit iiberaus differenziert ist, sodass keine umfassende
Zusammenfassung der vielfaltigen Auspragungen gegeben werden kann,
die sich auch nach wissenschaftlicher Disziplin massiv unterscheiden.?
Auch die Anspriiche an einen Privatheitsbegriff differieren je nach diszipli-
nérer Verortung stark: Wahrend in der Informatik etwa der Schwerpunkt
haufig auf technischen Mdglichkeiten zu Datenkontrolle liegt, ist die Sozial-
wissenschaft eher an einer theoretischen Bestimmung und insbesondere im
Falle der Sozialphilosophie auch der normativen Dimension des Begriffs
interessiert.

Héufig beschreiben theoretische Perspektiven auf Privatheit ein spezifi-
sches Verhiltnis des Subjekts zu einer iibergeordneten Struktur, zumeist
einem bestimmten Begriff der Offentlichkeit. In klassischen soziologischen
Ansitzen steht dabei mal das Private, mal das Offentliche im Fokus, et-
wa indem das Private als Vorbereitungsraum fiir &ffentliches, politisches
Wirken und also als Grundlage fiir eine funktionierende Demokratie be-
schrieben wird (Arendt 2002) oder indem ein Idealbild von Offentlichkeit
gezeichnet wird, in dem Privatleute bar jeden Eigeninteresses einen Diskurs
um die objektiv bestmogliche Organisation des Staates fithren (Habermas
1990).

Mittlerweile besteht jedoch Konsens darin, dass Offentlichkeit und Pri-
vatheit keinen Gegensatz bilden, sondern ein komplementéres Antithesen-
paar im Wandel. Laut Armin Nassehi muss etwa die systematische Daten-
sammlung im 19. Jh., nicht allein als Ubergreifen staatlicher Gewalt auf pri-
vate Lebenswelten verstanden werden, sondern Staatlichkeit - und damit
auch eine spezifische Arena der Offentlichkeit — ldsst sich vielmehr nur auf
Grundlage systematischer Datensammlung herstellen. Die staatliche Daten-
sammlung wiederum bringt auf diese Art eine Blaupause fiir Normalitat
in der individuellen Lebensfithrung hervor. Biirgerliche Vorstellungen von
Privatheit sind entsprechend als Ergebnis von Selbsttechniken zu verstehen,

3 Fir eine ausfithrliche Darstellung des soziologischen Privatheitsdiskurses siehe: Lamla
u.a. (2022): Privatheit und Digitalitit.
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die sich als Reaktion auf duflere Erwartung und Datensammlung herausbil-
den (Nassehi 2019, S.307f.). Die vermeintlichen Gegensitze Privatheit und
Offentlichkeit bringen sich also wechselseitig hervor und sind nur in dieser
Verwobenheit zu denken.

Privatheit zeichnet sich, um diese Verwobenheit weiterhin zu unterstrei-
chen, zudem auch durch bestimmte Praktiken der Offenbarung aus - wenn
man etwa an ein geteiltes Geheimnis in einer privaten Beziehung denkt.
Anderseits funktioniert Offentlichkeit nur iiber spezifische Praktiken der
Privatisierung: Hoflichkeit als gesellschaftliche Umgangsform, und damit
in der Sphire des Offentlichen verortet, beispielsweise ist hiufig dadurch
gekennzeichnet, dass bestimmte Dinge nicht zur Sprache kommen; auch
dass man sich an offentlichen Orten i. d. R. bemiiht, seine Umgebung
nicht durch lautes Sprechen zu storen, verdeutlicht die enge Verzahnung
der Sphiren (Roessler/Mokrosinska 2013).

Neuere Ansitze konzentrieren sich daher auch weniger auf das grund-
sitzliche Verhiltnis von Privatheit und Offentlichkeit als Gegensatzpaar,
sondern erarbeiten differenziertere Kartierungen, indem sie etwa den Be-
griff der Privatheit theoretisch in verschiedenen Dimensionen bestimmen
oder sich den Praktiken der Privatisierung — haufig unter den Vorzeichen
der Digitalisierung — widmen. Der Begriff der Privatheit spielt verschiede-
ne Rollen und wird in hochst unterschiedlichen Zusammenhéngen in An-
schlag gebracht. Die aktuelleren Ausarbeitungen versuchen entsprechend,
dieser Vielfalt gerecht zu werden, indem sie den Begriff theoretisch dyna-
misieren.

So entwirft Beate Roessler einen multidimensionalen Zugang zum Pri-
vatheitsbegriff, indem sie drei Ausrichtungen des Privaten beschreibt. Sie
differenziert zwischen dezisionaler, informationeller sowie lokaler Privat-
heit: Wihrend dezisionale Privatheit die Freiheit zur selbstbestimmten
Entscheidung beschreibt, umfasst informationelle Privatheit die Art und
Weise, selbstbezogene Aufschliisse in sozialen Beziehungen zu moderieren.
Lokale Privatheit schliefllich zielt auf eine spezifische Rdumlichkeit ab, die
dem Menschen als Schutzraum die Moglichkeit zur freien Entfaltung bietet
(Roessler 2001).

Helen Nissenbaum dagegen versteht Privatheit nicht als Kontrollbegriff
ausgehend vom Individuum, sondern, nicht zuletzt vor dem Hintergrund
fortschreitender Digitalisierung, als kontextabhingig. So beschreibe Privat-
heit nicht das Recht, personliche Informationen zu kontrollieren, sondern
jenes ,to live in a world in which our expectations about the flow of per-
sonal information are, for the most part, met* (Nissenbaum 2010, S. 231).
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Eine Privatheitsverletzung liege nicht vor, wenn eine Person keine absolute
Kontrollgewalt iiber diese Informationen hat, sondern wenn die impliziten
Normen der jeweiligen Kontexte verletzt werden. Privatheit besteht so ver-
standen in Contextual Integrity.

Auch fiir Christina Nippert-Eng (2010) ist Privatheit kein holistischer
Begriff, sondern Gegenstand der Aushandlung in Praktiken des Teilens
oder Verbergens. Absolute Privatheit als solche gebe es nicht, vielmehr
versuchten Menschen, sich gewissermaflen situativ private Inseln zu schaf-
fen, in denen sie Kontrollgewalt liber zu teilendes oder nicht zu teilendes
besitzen.

Den Praktiken des Teilens und Verbergens wenden sich auch Alice Mar-
wick und danah boyd zu. In ihrer Arbeit zum Verhalten von Teenagern
in sozialen Medien zeigen sie, dass diese ihre Privatheit auf kreative Weise
in Auseinandersetzung mit der Technik herstellen. Insbesondere soziale
Netzwerke arbeiten mit einem solch hohen Maff an Sichtbarkeit, dass eine
absolute Kontrolle kaum mdglich ist. Entsprechend bilden Teenager krea-
tive Weisen des Umgangs heraus, mit denen sie einerseits ihre Privatheit
schiitzen und andererseits nicht auf soziale Teilhabe verzichten miissen;
dabei argumentieren Marwick/boyd, dass soziale Medien grundsatzlich die
Art und Weise verdndern, wie Privatheit verhandelt wird (Marwick/boyd
2014).

Eine umfassende Bestimmung des Begriffs der Privatheit, der in einem
spezifischen Verhiltnis der Verwobenheit von Privatheit und Offentlichkeit
besteht, bietet Carsten Ochs. Dafiir ndhert er sich dem Begriff aus zwei
Richtungen. Einerseits beschreibe das Private vom Individuum ausgehend
gedacht sogenannte Erfahrungsspielraume: Durch bestimmte Praktiken der
Beschriankung oder Offnung dieser Spielriume mache sich das Individuum
bestimmte Erfahrungen zuginglich oder schliefle diese aus. Andererseits
werde iiber den Begriff der Privatheit auch markiert, in welchem Mafle
eine Offentlichkeit im Sinne von dem Individuum distanten Akteuren wie
Staaten oder Unternehmen, an diesem teilhaben kénnen: Das Maf, in dem
das Individuum diesen Zugriff zulasse, bestimme Privatheit als Teilhabebe-
schrankung (Ochs 2022).

Der soziologische Privatheitsbegriff kann also verschiedene Auspragun-
gen haben - gemein ist insbesondere aktuelleren Arbeiten aber der Fokus
auf Aushandlungsprozesse sozialer Teilhabe in Auseinandersetzung mit
kontextbestimmenden Faktoren. Insbesondere das konkrete Tun, also die
situative, kontextgebundene Herstellung von Sicherheit, steht dabei im Vor-

dergrund.

220

- am 18.01.2028, 08:53:1; Ops


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

»Dann driick ich aufs Mikro, wenn's hier mal um Dinge geht..

Hintergriinde, die Smart Speaker als problematisch in Privatheitsfragen
kennzeichnen, liegen freilich in der engen Verzahnung von Fragen der
Privatheit mit Prozessen der Digitalisierung. Der Smart Speaker sammelt
und speichert Daten — entsprechend gilt er auch als Projektionsflache fiir
Diskurse um Privatheit in Zeiten fortschreitender Digitalisierung.

Haufig liegt in diesen ein Fokus darauf, wie sich die soziale Welt mit
der digitalen Transformation verdndert: Insbesondere Datenerfassungs-
und -verwertungspraktiken stehen dabei im Vordergrund (Palen/Dourish
2003; Gstrein/Beaulieu 2022). Problematisiert wird dabei der — von Shos-
hanna Zuboff benannte —~ Uberwachungskapitalismus, indem argumentiert
wird, dass gegenwirtig einem System Vorschub geleistet werde, das in der
Sammlung und Kapitalisierung personenbezogener Daten totalitire Ziige
trage (Zuboff 2018). Uberhaupt ist die fortschreitende Digitalisierung be-
reits langer ein kritisches Thema fiir die Privatheitsforschung. Rief Reg
Whitaker bereits 1999 das Ende der Privatheit aus (Whitaker 1999), kam
sie als paradoxes Phanomen einige Jahre spater doch wieder zu unverhoft-
ter Prominenz: Susan Barnes® bereits oben erwéhntes Privacy Paradox
ist mittlerweile nachgerade ein gefliigeltes Wort geworden und beschreibt
die Beobachtung, dass Personen sich i. d. R. selbst als privatheitssensibel
beschreiben, jedoch in der Interaktion diese scheinbare Sensibilitat nicht
an den Tag legten (Barnes 2006). Aus soziologischer Perspektive ist mit
der Zuschreibung paradoxen Verhaltens unter Verweis auf eine objektive
Rationalitdt jedoch nicht viel gewonnen. Entsprechend néhern sich viele
sozialwissenschaftliche Perspektiven dem Begriff der Privatheit aus praxeo-
logischer Perspektive, die akzeptiert, dass Handlungen von Subjekten nicht
als intentional vorauszusetzen sind; vielmehr wirken Habitualisierungen
und Routinisierungen handlungsleitend und je nach Medium, Sozialisati-
on und Lebensphase entstehen neue Erfordernisse und Praktiken. (Roess-
ler/Mokrosinska 2013; Marwyck/boyd 2014; Steijn/Vedder 2015; Suh/Har-
gittai 2015).

2.2 Smart Speaker und Privatheit

Bevor in der Folge das theoretische Programm dieses Aufsatzes naher
ausgefiihrt wird und der konkrete Umgang mit antizipierten Privatheitsbe-
drohungen durch Smart Speaker im héuslichen Umfeld eingegangen wird,

stellt der folgende Abschnitt einen Uberblick zu bestehender Forschung zu
Smart Speakern bereit. Gerade in Bezug auf Privatheitsfragen existiert eine
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grof3e Bandbreite an Forschungen, die im Folgenden skizziert wird.

Einige Publikationen widmen sich der Frage, was Menschen zur Nutzung
von Smart Speakern bewegt. Dabei sind es insbesondere Motive der Er-
leichterung, die herausstechen, etwa in Bezug auf die Optimierung alltagli-
cher Aufgaben wie dem Schreiben von Einkaufslisten, Unterhaltung oder
Bequemlichkeit (Rzepka 2019; Malodia 2024). Gleichwohl stellen Privat-
heitsbedenken ein Hindernis dar: Je ausgepragter diese sind, desto weniger
werden Smart Speaker genutzt (Buteau/Lee 2021).

Dabei herrscht Konsens, dass Nutzer:innen sich des Ausmafles der Da-
tensammlung nicht bewusst sind (Gautam 2022; Kroger u. a. 2022; Malkin
u. a. 2019). Zudem verfiigten sie nicht tiber die technischen Kompetenzen,
dies einzuschitzen (Zeng u. a. 2017; Lau u. a. 2018a). Und auch, wenn
Sensibilitdt in Bezug auf Privatheitsfragen vorhanden ist, ist es unwahr-
scheinlich, dass weitreichende Schutzmafinahmen getroffen werden - ein
Umstand, der in der Forschung als Privacy Pragmatism bzw. Privacy Cyni-
cism beschrieben wird (Hoffmann u. a. 2016; Lutz/Newlands 2021). Was
jedoch die Mafinahmen angeht, die Menschen zum Schutz ihrer Privatheit
ergreifen, ist die Forschungslage nicht eindeutig: So geben Nutzer:innen
auch bei geringer Kenntnis der tatsachlichen Bedrohung vorsorglich etwa
bestimmte Informationen nicht an ihren Smart Speaker weiter (Brause
2020). Andererseits herrsche insgesamt wohl eine geringe Motivation, die
eigene Privatheit zu schiitzen - weil Nutzer:innen sich keine Sorgen ma-
chen oder sich schlichtweg nicht damit auseinandersetzen. Dabei verfiigen
sie liber elaborierte Begriindungsfiguren, warum sich Schutzmafinahmen
nicht lohnen, etwa, weil sie den Wert der preisgegebenen Informationen
als gering einschétzen oder argumentieren, dass ihre Informationen ohne-
hin schon an anderer Stelle erhoben werden (Lau u. a. 2018a). Auch die
bewusste Aufgabe von Privatheit, um bestimmte Funktionen nutzen zu
konnen, spielt dabei eine Rolle (Lau u. a. 2018Db).

Die folgenden Abschnitte haben zum Ziel, genau diese Perspektiven auf
Privatheit systematisch in den Blick zu nehmen: Was bewegt Menschen
dazu, in ganz unterschiedlicher Art und Weise mit Privatheitsbedrohungen
umzugehen? Im Kontext der Nutzung von Smart Speakern werden, um
Beate Rossler erneut aufzugreifen, verschiedene Dimensionen von Privat-
heit angesprochen und potenziell bedroht; sei es in Bezug auf die rdum-
liche Integritit des héuslichen Umfelds oder in der Entscheidungsgewalt
dariiber, welche Daten gesammelt und ausgewertet werden. Zu welchen
Schritten greifen Nutzer:innen, um diesem Umstand zu begegnen? Dafiir
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wird zunéchst eine theoretische Grundlage bereitgestellt, bevor diese Fra-
gen in der Analyse empirischen Materials beantwortet werden.

3. Eine pragmatistische Theorieperspektive

Nutzer:innen weisen i. d. R. Sensibilitdt in Bezug auf Privatheit auf, han-
deln in der konkreten Nutzung das potenzielle Risiko aber in ganz indi-
vidueller Weise aus. In diesem Abschnitt wird diese Aushandlung unter
Riickgriff auf eine pragmatistische Theorietradition als erfahrungsgeleiteter
Umgang mit einer neuartigen Technologie beschrieben. Es wird herausge-
stellt, dass menschliches Handeln nicht in einer Umsetzung von intentional
und objektiv-rational geleiteten Motiven besteht, sondern in einer indivi-
duellen Auseinandersetzung mit der Umwelt auf Grundlage personlicher
Erfahrungswerte. Mit dem Begriff des Attachments wird verdeutlicht, dass
diese Erfahrungen die Person konstituieren und somit den jeweiligen Um-
gang mit der Umwelt pragen.

Der Pragmatismus setzt sich seit seinen Anfingen im 19. Jahrhundert
kritisch mit dem Begriff der ,objektiven Wahrheit, der bis dahin grofe Teile
der damals zeitgenossischen Philosophie prigte, auseinander. Diese Per-
spektive scheint daher geeignet, auch einen monolithischen Begriff der Pri-
vatheit, wie er im ,Privacy-Paradox’ zum Ausdruck kommt, zu dekonstruie-
ren. Fiir William James (1842-1910), einen Griindervater des Pragmatismus,
bedeutet ebendieser die ,Herrschaft der empirischen Stimmung und ehrli-
ches Aufgeben des rationalistischen Temperamentes® (James 1994, S.22).
Nicht mehr an einer objektiven Ratio soll das Handeln von Menschen
gemessen werden, sondern durch ein Ernstnehmen der Empirie in einer
gleichsam unendlichen Differenzierung aufgehen. Entsprechend schreibt
James: ,Der Pragmatismus fiihlt sich nicht wohl, wenn er weit weg ist von
Tatsachen. Der Rationalist fiihlt sich nur in der Ndhe von Abstraktionen
behaglich® (ebd., S.35). Insoweit beschreibt der Pragmatismus zunichst
eine Methode, die ,aus jedem [...] Wort seinen praktischen Kassenwert
heraus[zu]bringen (ebd. S.23) bestrebt ist — um soziale Zusammenhénge
zu verstehen, pladiert James fiir einen ,radikalen Empirismus® Nicht in der
begrifflichen Abstraktion der Phanomene liege entsprechend der Erkennt-
nisgewinn, sondern vielmehr in der empirischen Ausdifferenzierung.

Ahnlich skeptisch ist der Pragmatismus in Bezug auf Intentionalitit,
die menschliches Handeln stets als geplant und zweckgerichtet beschreibt;
Hans Joas versteht die pragmatistische Perspektive als ,einen Bruch mit
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einem teleologisch verengten Verstindnis von Intentionalitit“ (Joas 1996,
S.366). So seien Handlungsverldufe ,auch bei individuellem Handeln nie
auf einzelne Intentionen zuriickzufithren (ebd., S.228). Vielmehr stelle
sich die Wirklichkeit der Person als widerstindig dar: Personen begegnen
Phanomenen stets vor dem Hintergrund in Routinen geronnener Erfah-
rung - nur passen diese hdufig nicht zu den etablierten Weisen, der Welt
zu begegnen. Daher sei es ein stetiges Ausprobieren und Testen, ein ,kreati-
ve[s] Verarbeiten von Widerfahrnissen, welches das Handeln charakterisie-
re (ebd., S.366).

Unter Riickgriff auf einen weiteren Autor in pragmatistischer Tradition,
Antoine Hennion, wird deutlich, dass Personen ihre Privatheit in Bezug auf
die Smart-Speaker-Nutzung stets vor dem Hintergrund eines spezifischen
Attachments vornehmen. Das Attachment - als die Erfahrungen, die der
jeweiligen Person zu eigen sind und diese entsprechend konstituieren -
pragt die Art und Weise, wie Menschen mit der Umwelt interagieren.
Handlungen sind daher nicht allein als Ergebnis von Intentionalitit zu
verstehen, sondern als Ergebnis eines Wechselspiels mit dem jeweiligen
Attachment (Hennion 2017, S.74). Dieses bezieht sich auf eine individuel-
le Verhaftung in materiellen Konstellationen, personlichen Beziehungen,
Ideen und Diskurse, die performativ aktualisiert werden; auf diese Weise
modelliert und reflektiert sich die Person auf eine Weise, die ihre eigene
ist. Das Attachment ist gleichsam ,die Rechnung, welche die Vergangenheit
der Gegenwart préasentiert” (Hennion 2011, S. 94). Personen bilden in ihrer
individuellen Gewordenheit einen Nexus aus Erfahrungen, Wissensbestan-
den und Praktiken, der vorprégt, wie neue Erfahrungen bearbeitet werden.
Dieser Nexus symbolisiert gewissermaflen den Werkzeugkoffer (im Sinne
von zur Verfiigung stehenden Mitteln), mit dem Personen ihre Umwelt
bearbeiten; gleichzeitig beschrinkt er die Person in ihren Handlungsmog-
lichkeiten insofern, als die geronnene Erfahrung auch die Grenzen des Zu-
griffs definiert. Personen wechseln entsprechend zwischen ‘aktiv’ und ‘pas-
siv’: Aktiv in der bewussten Bearbeitung der Umwelt unter Riickgriff auf
etablierte Praktiken, passiv im Ausgesetzt-Sein dieser spezifischen Gewor-
denheit (Hennion/Gomart 1999, S. 243).

Das Attachment beschreibt also eine je individuelle Verhaftung in mate-
riellen Settings, Praktiken und Diskursen, die den Menschen als solchen
hervorbringen und die ihm in besonderer Weise gewohnt sind. Soziales
Tun besteht in dieser Perspektive aus einem Wechselspiel aus Sich-hervor-
bringen und Hervorgebracht-werden, das zwischen der Person und ihrer
Umwelt besteht. Der Begriff des Attachments erkldrt, warum sich die Zu-
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ginge, die technischen Kompetenzen und auch die Antizipation von Ge-
fahrdungspotential in Bezug auf Privatheit in der Smart-Speaker-Nutzung
so unterschiedlich darstellen. Anstatt diese nach Konsistenz zu bewerten,
miissen diese vielmehr als Ausdruck eines individuellen Weltzugriffs per-
spektiviert werden. Fiir eine verstehende Auseinandersetzung des Umgangs
von Personen mit Privatheitsbedrohungen in der Smart Speaker-Nutzung
muss also, um dem pragmatistischen Imperativ nachzukommen, zunéchst
die Komplexitdt empirischer Vielfalt ernst genommen werden, die sich am
deutlichsten in einer materialnahen Analyse zeigt; der Begrift des Attach-
ments hilft dann dabei, diese Komplexitit theoretisch einzuordnen.

In Bezug auf die Datensammlung von Smart Speakern lautet die leiten-
de Hypothese, dass der Umgang mit Privatheitsfragen durch Kenntnis
potenzieller Risiken und technischer Zusammenhénge grundiert ist, die
von Person zu Person differieren. Dies bedeutet zunédchst: Wer iiber kein
entsprechendes Attachment verfiigt, hat auch kaum eine Vorstellung davon
1) was Daten iiberhaupt sind 2) wie sie angeeignet werden konnen und
von wem das auf welche Weise technisch bewerkstelligt wird sowie 3) was
mit den Daten anschlieflend passiert, etwa wie und zu welchem Zweck
sie ausgewertet werden. Privatheit als relevantes Thema wird in den Inter-
views durchaus reflektiert adressiert — der jeweilige Umgang macht jedoch
deutlich, dass die Bearbeitung der Thematik stets vor einem spezifischen
Attachment vorgenommen wird. Wie also handeln Personen in Bezug auf
Smart Speaker, und worin besteht die Kreativitdt der Auseinandersetzung?
Was sind die Attachments, gleichsam die Blaupausen der Erfahrung, die
mit dem neuen technischen Artefakt in Einklang gebracht werden miissen,
wo die Bruchlinien? Im folgenden Abschnitt wird zunichst der methodi-
sche Zugang dargestellt, bevor anschlieflend verschiedene Dimensionen
(im pragmatistischen Sinne:) kreativer Privatisierung als Ausdruck des per-
sonenspezifischen Attachments erarbeitet werden.

4. Methodischer Zugang

Der Datenkorpus, der die Grundlage der folgenden Auswertung bildet,
umfasst Material aus ethnografischen Besuchen in zehn Haushalten. Die
Datenerhebung fand also im héuslichen Umfeld der Studienteilnehmer:in-
nen statt. Fiir die Rekrutierung der Studienteilnehmer:innen wurde zu-
ndchst eine Zeitungsannonce geschaltet; anschliefflend wurde das Sample
nach einem Schneeballsystem ergénzt, um eine hohere Heterogenitit zu
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erreichen. Hatten sich auf die Annonce zundchst {iberzeugte Nutzer:innen
von Smart Speakern gemeldet, wurde in der Folge insbesondere darauf
geachtet, auch kritischere Stimmen einzufangen, etwa von Personen, die
den Smart Speaker kaum benutzen oder wieder abgeschafft hatten. Die
Haushalte befanden sich im stadtischen wie im ldndlichen Bereich und wa-
ren unterschiedlich mit smarter Technik ausgestattet; es wurden héusliche
Umgebungen sogenannter ,early adopter® ebenso erhoben wie Haushalte,
die lediglich iiber einen einzigen Smart Speaker verfiigten - in einem Falle
wurde der Smart Speaker sogar ,aus Versehen' angeschaftt, ndmlich in eine
Lautsprecherbox integriert. Die Gespréachspartner:innen lebten entweder
alleine oder in Partnerschaft. In letzterem Fall wurde entweder mit beiden
Partner:innen gesprochen oder mit einer Person, wobei darauf geachtet
wurde, nicht nur mit jenen Interviews zu fithren, welche die Anschaffung
der Smart Speaker urspriinglich initiiert hatten. Das Alter der befragten
Personen variierte ebenso wie der Bildungsgrad (im Studium; abgeschlos-
sene Ausbildung; Hochschulabschluss). Bis auf eine Ausnahme lebten in
den erhobenen Haushalten keine Kinder.

In der Erhebungssituation wurde zunéchst eine Techniksichtung vorge-
nommen, in der samtliche smarten Gerite, insbesondere Smart Speaker,
in Augenschein genommen wurden: Wo stehen diese und wie fiigen sie
sich in das héusliche Arrangement ein? Wie sind sie miteinander vernetzt
und wie werden sie gesteuert? Wofiir werden sie benutzt? Im Fokus stan-
den dabei insbesondere die individuellen Motive der Nutzer:innen fiir
die jeweilige Smart Speaker-Nutzung (Hine 2019). Fiir eine umfassende
Rekonstruktion der Forschungsumgebung wurde der gesamte Besuch mit
einem Sprachrekorder aufgenommen sowie Feldnotizen fiir ergénzende
Beobachtungen angelegt; auflerdem wurde das Gezeigte iiber Fotomaterial
dokumentiert. Anschlieflend wurde mit den Studienteilnehmern ethnogra-
fische Interviews gefiihrt, in denen diese die Smart-Speaker-Nutzung aus-
fithrlich reflektierten (Spradley 2016). Der Hausbesuch wurde schliefllich
in einem Protokoll festgehalten, um den Charakter der Forschungssituation
zu konservieren.

In der Auswertung nach den Mafigaben der Grounded Theory wurde
das Interviewmaterial transkribiert und anschliefflend mitsamt der Feldno-
tizen offen kodiert; im Analyseprozess wurden dabei stetig Memos ange-
legt. So ergaben sich sukzessive iibergeordnete Muster aus dem Material,
die anschlieflend theoretisch perspektiviert wurden (Pentzold u. a. 2018).
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5. Kreative Privatisierung

In den Interviews wurde durchgehend das Bewusstsein artikuliert, dass
Smart Speaker Daten sammeln. Gleichwohl bestanden graduelle Unter-
schiede abhingig von der technischen Kompetenz der Gesprachspart-
ner:innen. Es war bekannt, dass Smart Speaker, um reagieren zu kénnen,
Sprachdaten verarbeiten und zu diesem Zwecke diese zumindest temporir
speichern miissen. Ebenso wurde reflektiert, dass Unternehmen auf diese
Daten zuriickgreifen, um ihr jeweiliges Angebot zu verbessern, etwa in
Bezug auf personalisierte Werbeanzeigen auf Grundlage der jeweiligen Nut-
zung - dass, abgesehen von den Herstellern wie Google oder Amazon, je
nach Anwendung, eine ganze Reihe an Unternehmen auf die erhobenen
Daten zugreifen, kam allerdings nicht zur Sprache. Welche Daten dabei
konkret gesammelt werden, wie diese ausgewertet werden und welche
Konsequenzen das potenziell haben kann, blieb fiir die Nutzer:innen un-
klar. Den Umgang von Personen mit diesen Unwiégbarkeiten in Bezug auf
Privatheit in der Smart-Speaker-Nutzung bezeichne ich im Anschluss an
Hans Joas als ,kreative Privatisierung® Kreativ meint — wie oben - ein je
individuelles Vernetzen von Erfahrungsbestinden, Kompetenzen, Routinen
und Bewertungen, das vor dem Hintergrund des jeweiligen Attachments
vorgenommen wird.

Im Folgenden werden zwei verschiedene Arten des in diesem Sinne krea-
tiven Umgangs mit dem diffusen Gefiihl potenziell bedrohter Privatheit
vorgestellt:

o Vertrauen: Aufgrund der Komplexitit technischer Zusammenhiange, der
Unmoglichkeit, das konkrete Vorgehen der datenerhebenden Unterneh-
men zu eruieren und der Schwierigkeit, das in der Zukunft liegende
Risiko einzuschitzen, rekurrieren Befragte auf eine Praxis des Vertrauens
im Sinne einer Schliefung kontingenter Zusammenhénge.

+ Analogisierung: Die Unsicherheit in Bezug auf das Mafd der Privatheits-
bedrohung fithrt zu einem Riickgriff auf Strategien der Analogisierung,
die Sicherheit versprechen, indem sie einen scheinbar vordigitalen Zu-
stand herbeifiihren.

5.1 Blindes Vertrauen?

Fir Niklas Luhmann ist Vertrauen ein Schlieffungsmechanismus fiir kon-
tingente Zusammenhdnge - die Welt habe sich ,zu unkontrollierbarer
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Komplexitdt auseinandergezogen® (Luhmann 2000, S.27) und die Ent-
scheidung, zu vertrauen, mache ein Handeln im ,hier und jetzt“ moglich
(ebd., S. 28). Aulerdem gehe ,Vertrauen stufenlos in Kontinuitétserwartun-
gen iber® (ebd., S.29). Damit ist gemeint, dass in der Entscheidung,
zu vertrauen, zugleich die Erwartung angelegt ist, dass sich die Dinge
nicht unvorhergesehen entwickeln - der schlimmste anzunehmende Fall
ist nicht mafigeblich fiir diese Entscheidung. Damit erschliefle Vertrauen
~Handlungsmoglichkeiten, die ohne [es] unwahrscheinlich und unattraktiv
geblieben, also nicht zum Zuge gekommen wiren® (ebd., S.30). Insofern
mische sich im Terminus des Vertrauens ,Wissen und Nicht-Wissen“ (ebd.,
S.31). Dies bezieht sich auf Situationen, in denen Unsicherheit herrscht
und etwas auf dem Spiel steht; die Art des Vertrauens beschreibt den
spezifischen Umgang mit diesen. Insofern ist Vertrauen als ,Losung fiir
spezifische Risikoprobleme® zu verstehen (Luhmann 2001, S. 144).

Den Studienteilnehmer:innen ist bewusst, dass sie hédufig zum einen
nicht tiber die ndtigen Informationen oder Fertigkeiten verfiigen, die sie
brauchten, um potenzielle Gefdhrdungen fiir sie abzuschitzen, und zum
anderen die Motivation derer, die Daten sammeln, nicht grundsatzlich be-
werten konnen, ohne eine komplizierte systemkritische Perspektive einzu-
nehmen. Sie fangen entsprechend an, auf verschiedene Weise zu vertrauen.
Anhand empirischer Beispiele zeige ich im Folgenden, in welcher Form
dieses Vertrauen vor dem Hintergrund spezifischer Attachments an Gestalt
gewinnt und sich etwa als Vertrauen in 1) Bezug auf Staatlichkeit, 2) die
beteiligten Unternehmen, oder 3) als ;Trade-Oft* zeigt.

Zunichst berichte ich dafiir aus einem Videointerview mit einer Perso-
nalerin, wohnhaft im ldndlichen Bereich Sachsens. Sie wohnt mit ihrem
Partner in einem Neubau, der von Grund auf ,smart® gestaltet ist. Entspre-
chend besitzen sie auch mehrere Smart Speaker in verschiedenen Ausfiih-
rungen. Im Gespréch iiber potenzielle Bedrohungen von Privatheit durch
Alexa, schildert sie mir, wieso sie sich dahingehend eigentlich keine Sorgen
mache:

»Da ist man ja in Deutschland, glaub ich, gut aufgehoben (lacht) was
das Thema angeht, aber ich glaube, da macht man sich, wenn man [wo-
anders] wohnen wiirde, anders Gedanken driiber, ja, durchaus, aber ich
glaub, in Deutschland muss man sich da keine Gedanken machen und
deswegen hab’ ich mir da ehrlich gesagt auch noch nicht so viele Gedan-
ken driiber gemacht, dass das da irgendwelche personlichen Nachteile
haben konnte...“ (Ausschnitt Transkript 4)
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Die angerufene Instanz, der Vertrauen geschenkt wird, ist hier also der
deutsche Staat. Zunachst wird darauf verwiesen, dass Deutschland in Pri-
vatheitsfragen im internationalen Vergleich eine Sonderstellung habe. Dies
kénnte sich auf spezifische gesetzliche Regelungen beziehen oder ganz
allgemein auf den rechtstaatlichen Charakter; vermutlich ist (so liefle das
Lachen schlielen) aber auch insgesamt eine gewisse Regelungswut, die als
typisch deutsch® markiert wird, angesprochen. Anschlieflend verweist sie
darauf, dass sie sich damit grundsitzlich nicht viel beschaftigt habe. Hier
kommt ein spezifisches Attachment zum Ausdruck, das in der Gewohnheit
besteht, innerhalb eines gesetzlich verfassten Rahmens bislang keine Will-
kiir erfahren zu haben. Dies bildet den Erfahrungshintergrund der Person,
von dem aus sie die Entscheidung, zu vertrauen, reflektiert. Hier kommt
idealtypisch zum Ausdruck, was Luhmann mit Kontinuitdtserwartung des
Vertrauens beschrieben hat - da sich diese Einstellung bisher bewéhrt habe,
bestehe keine Notwendigkeit fiir eine kritischere Reflexion.

Im nichsten Beispiel ist nicht die Staatlichkeit Adressat des Vertrauens,
sondern die Unternehmen, die Smart Speaker im Portfolio haben. Ich
unterhalte mich mit einem jungen Familienvater, der als Ingenieur eine
gewisse technische Grundaffinitdt aufweist. In Privatheitsfragen macht er
sich ebenso keine Gedanken und begriindet dies so:

»Jaaa, ein gewisses Vertrauen muss man sowieso in die Hersteller haben,
weil, natiirlich ist da Missbrauch, na was heifft Tiir und Tor gedffnet,
die Frage ist, was konnen die denn damit anfangen? Das miisste ja
dann irgendein Hacker sein, der einen dann damit erpresst oder so.
[....] Das ist halt das Risiko, das wir eingehen, aber ich hab jetzt nicht
irgendwie Bedenken, dass also Google oder Amazon oder Apple jetzt
irgendwie die Daten gegen einen verwenden. Also, die werden sicher
Target-Werbung machen oder so, ok. [...] Es ist mir bewusst, ja, es ist
halt Aufwand und Nutzen. Oder: Nutzen und Gegenwert. Sozusagen.
(Ausschnitt Transkript 8)

Hier wird direkt ein Vertrauen in die Hersteller angesprochen: Zunéchst
wird ein kritisches Bewusstsein markiert: Die Tatsache, dass Daten gesam-
melt werden, sei grundsatzlich problematisch. Sogleich wird aber differen-
ziert: Im Grunde bestehe nur ein Problem, wenn Dritte auf die Daten
zugreifen konnten, von den Unternehmen an sich gehe keine Gefahr aus
(freilich liele sich einwenden, dass auch Unternehmen als Dritte gelten
missten, ein Umstand, der vom Gespréachspartner aber nicht angefiihrt
wird). Dahingehend prizisiert der Studienteilnehmer an anderer Stelle im
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Interview, dass die Unternehmen ja in staatliche Regelungszusammenhénge
eingebunden seien und insofern bei Zuwiderhandlung verklagt wiirden -
tber Umwege ist also auch hier die Staatlichkeit Adressat des Vertrauens.
Dass Unternehmen die Daten allerdings kapitalisieren, wird nicht kritisch
gesehen, sondern vielmehr als Trade-Off* markiert. Gleichwohl wird in
der kurzen Passage deutlich, dass das ,Risiko’ nicht vollends iiberschaut
werden kann; dennoch werden Begriindungsfiguren in Anschlag gebracht,
die als Ausdruck eines spezifischen Attachments gelesen werden konnen:
Die Verbindung von Problembewusstsein, technischer Argumentation und
Zustimmung zum Geschiéftsmodell als individueller Perspektive meines
Gesprachspartners kennzeichnen diese konkrete Form des Vertrauens.

Das Motiv des ,Trade-Offs, das bereits im vorangegangenen Beispiel
zutage trat, findet sich differenzierter im néchsten Interviewausschnitt. Im
Gespréch mit einer jungen Akademikerin kommen wir ebenso auf Privat-
heitsfragen zu sprechen und sie dufiert eine dezidierte Meinung:

»Es ist ja eigentlich scheiflegal, ob du jetzt Alexa hast oder nicht, deine
Daten werden so oder so abgezogen, es sei denn wahrscheinlich, du
hast noch ein altes Nokia und keinerlei Social Media Account, aber
auch dann nimmst du dich ja quasi aus dem gesellschaftlichen Leben
raus. Grad in [meinem] Alter jetzt, das ist halt...ja, im Endeffekt kann
man zwar immer sagen, wir haben eine freie Wahl, aber im Endeffekt,
wenn du auch partizipieren willst, hast du keine ganz freie Wahl, wiirde
ich sagen, ist es nicht. Weil du...im Endeffekt hast du einfach nur die
Entscheidung zwischen: Ich gebe vielleicht auch nur einen Teil meiner
Daten ab oder ich exkludier mich halt sozial total. Das hat jetzt nichts
mit Alexa zu tun, weil Alexa braucht man nicht, um sozial teilhaben
zu miissen, aber ich glaub, dass da die Hemmschwelle auch einfach
ist, ja, jetzt hast du deine Daten...also wie gesagt es haben schon zwei
GrofSkonzerne meine Daten, tut dann wirklich weh, wenn die ein dritter
auch noch hat?“ (Ausschnitt Transkript 7)

In diesem Exzerpt wird eine Fiille an Begriindungen in Anschlag gebracht,
die alle in ein Motiv sozialen Anschlusses miinden; die Befragte abstrahiert
vom Thema Smart Speaker und macht generell zum Thema, dass der
Verzicht auf Teilhabe an (technischer) Innovation in die soziale Isolation
fithre. Sie habe dahingehend nicht einmal ,freie Wahl® - sie tauscht also
imaginar das Risiko potenziellen Datenmissbrauchs gegen die Moglichkeit,
an Gesellschaft teilzunehmen. Diese Risikobereitschaft charakterisiert die
Haltung der Gesprichspartner:in als Vertrauen in Abgrenzung zu reiner
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Zuversicht. Die komplexe Struktur der Gegenwart, in der die Differenzie-
rung sozialer Spharen durch die iibergreifende Datensammlung gleichsam
technisch aufgehoben wird, fiihrt weiterhin zu der Argumentation, dass
ein selektives kritisches Bewusstsein ohnehin nicht zielfithrend sei. Ent-
sprechend fiihrt sie an, dass ihre Daten ohnehin in der Welt seien und
sich also in dieser Sache eine Sensibilitét in Privatheitsfragen schlicht nicht
lohne. Hier kommt das Attachment in doppelter Hinsicht zum Tragen:
Einerseits bildet die — auch generationstypische - selbstverstdndliche Ein-
bindung in gesellschaftlichen Fortschritt (Smartphone, Social Media) den
Hintergrund der Entscheidung, an einen lohnenden Trade-Off als Grund-
lage des Vertrauens zu glauben. Andererseits ist auch hier, wie bereits oben
ausgefiihrt, die Kontinuitatserwartung Teil der Erwdgung — man sei das
Risiko ja in der Vergangenheit bereits eingegangen, da konne ein weiteres
Mal ja nicht schaden. Das Vertrauen als Schlieffungsmechanismus wird
dabei argumentativ von einer fatalistischen Perspektive grundiert, die man
durchaus als zynisch verstehen kann (Hoffmann u. a. 2016; Lutz/Newman
2021). Wahrend sich in den vorangegangenen Beispielen das Vertrauen
also auf konkrete Akteure, ndmlich den Staat oder Unternehmen bezieht,
wird hier darin vertraut, dass sich der Trade-off auszahlt: Einerseits durch
soziale Teilhabe, die durch die freiwillige Abgabe von Daten durch Nutzung
spezieller Technologien erméglicht werde, anderseits, indem sich potenziel-
le Bedrohungen schlichtweg nicht realisieren.

Vertrauen darauf, dass die Smart Speaker-Nutzung {iber den Abfluss
von Daten nicht zum eigenen Nachteil wird, ist ein zentrales Motiv in
der Antwort auf die Frage, wie Menschen mit der potenziellen Bedrohung
ihrer Privatheit umgehen. Dabei hat dieser Abschnitt verdeutlicht, welch
unterschiedliche Gestalt dieses Vertrauen vor dem Hintergrund verschie-
dener Attachments annehmen kann. Diesem Vertrauen gehen, wie von
Luhmann ausgefiihrt, verschiedene Reflexionen voran, die dem jeweiligen
Vertrauen ihren individuellen Charakter verleihen und sind gewissermafien
als Riickversicherungen zu verstehen, die dem jeweiligen Umgang mit Pri-
vatheitsbedrohungen durch Smart Speaker begleiten. Welche Reflexionen
vorgenommen werden, ist dabei von Person zu Person verschieden und
griindet in der jeweiligen Verhaftung in Gewohnheiten, Diskursen und
Uberzeugungen. Die Reflexionen sind dabei durchaus widerspriichlich
strukturiert und nur bedingt geeignet, das Vertrauen angemessen zu be-
griinden, etwa wenn in Zeiten globaler Informationsfliisse die Hoffnung
auf den Staat als Kontrollgewalt angefiihrt wird. Die angefiihrten Begriin-
dungen fiir das Vertrauen spiegeln entsprechend eher die individuelle dis-
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kursive Verhaftung der Person wider als eine objektiv-rationale Abwégung.
Insofern ist Vertrauen aus pragmatistischer Perspektive als Teil einer indi-
viduellen Praxis im Sinne einer erfahrungsgeleiteten Auseinandersetzung
zu verstehen, die in ganz verschiedenen und meist widerspriichlichen -
weil eben das personliche Attachment und nicht eine objektiv-rationale
Auseinandersetzung widerspiegelnden — Begriindungsfiguren miindet.

5.2 Analogisierung

Ebenso wie das Vertrauen eine Moglichkeit darstellt, Unsicherheit und
Nicht-Wissen bearbeiten zu kénnen und Handlungsfihigkeit zu ermdogli-
chen, gilt dies auch fiir die im Folgenden beschriebenen Strategien der
Analogisierung. Helen Nissenbaum hat bereits herausgearbeitet, dass Pri-
vatheit keinen statischen Wert darstellt, sondern je nach Kontext eigene
Erfordernisse des Abschlusses oder der Offnung nétig sind (Nissenbaum
2010). Ebenso ist auch das Zuhause als Privatraum nicht durchgehend
gleich strukturiert. Vielmehr konnen auch innerhalb eines Haushaltes ver-
schiedene Kontexte nebeneinander existieren, die unterschiedlichen Um-
gang mit potenziellen Privatheitsbedrohungen nétig machen. Um dem
Umstand zu begegnen, dass Smart Speaker potenziell auch ungewollt sowie
trotz etwaiger Einstellungen Daten aufzeichnen, berichten Befragte, dass sie
in besonderen Fillen einen rdumlichen Kontext zu schaffen bestrebt sind,
der ihnen sicher erscheint. Entsprechend berichten zahlreiche Gesprachs-
partner:innen umgekehrt, dass sie ungern einen Smart Speaker im Bade-
oder Schlafzimmer aufstellen. So berichtet meine Gespréchspartnerin:

»Naja, die zeichnet ja auch auf, die speichert, was machst du in deinem
Schlafzimmer? Wie gesagt, ich hab da tatsdchlich auch 6fter nachge-
dacht, ich hab das dann alles ausgestellt, die speichert ja nichts, aber da
ist auch wieder die Frage, wie sehr glaubst du dem...aber dann ist auch
wieder die Frage, gut, was horst du da? [Im Zweifel] schieb ich’s einfach
auf meine Schwester (lacht) die klingt genauso wie ich (lacht) [...] es ist
ja auch noch was anderes, wenn's deine Kiiche ist oder dein Schlafzim-
mer. Das ist ja doch nochmal vielleicht ne andere Ebene. (Ausschnitt
Transkript 7)

Auch hier wird also darauf verwiesen, dass das Zuhause in Bezug auf die
Anforderungen an Privatheit unterschiedlich kartiert ist. In diesem Fall hat
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sich die Person fiir eine Alexa im Schlafzimmer entschieden, aber offenbar
ausfiihrlich reflektiert, wie sie im Falle eines Datenmissbrauchs reagieren
wiirde, wenngleich sie die Aussage in einen Scherz kleidet; es bleibt den-
noch zu bezweifeln, dass eine akustische Ahnlichkeit der Stimmen zu einer
tatsdchlichen ,Obfuscation™ fiihrt, also der Unmaéglichkeit einer Personali-
sierung durch Verschleierung. Welche konkreten Folgen ein Abhéren des
Schlafzimmers haben konnte, wird nicht ausgefiihrt, jedoch scheint hier
Scham eine Rolle zu spielen. Diese Scham speist sich aus Erfahrungen im
Analogen - der Smart Speaker wird gewissermafien vermenschlicht, indem
er behandelt wird wie ein potenzieller Stalker. Dies sagt wenig aus iiber die
tatsdchliche potenzielle Verwendung von Sprachdaten, verdeutlicht aber,
dass das Analoge als Blaupause der Erfahrung die Referenz fiir die Ein-
schitzung von Privatheitsbedrohungen bildet.

Analogisierung ist ein hdufig gewéhltes Mittel fiir die Bearbeitung von
potenziellen Privatheitsbedrohungen. Die Grundlage dafiir kann freilich
stark differieren. So berichtet mir im nachsten Interviewausschnitt ein Ge-
sprachspartner, dass er gelegentlich Themen bespreche, die sich am Rande
der Legalitit bewegten:

»Aber...nee, z. B. Kontonummern et cetera, ne? Sowas ist dort nicht
hinterlegt und sowas kriegen die dort auch nicht raus, und sowas nenn
ich auch nicht, indem ich sage, Alexa hier ist meine Kontonummer, ne?
[...] In diesem Raum ist das v6llig ok, da kann man frei sprechen. Wenn,
dann driick ich auf‘s Mikro, wenn's hier mal um Dinge geht, die...das
mach ich auch: (Ausschnitt Transkript 5)

Zunichst definiert mein Gesprichspartner Informationen, die er nicht tei-
len wiirde; dies betrifft — wenig tiberraschend - Finanzdaten. Dabei ist
aufschlussreich, dass er es laut Aussage vermeidet, seine Kontonummer in
der Nihe der Smart Speaker laut auszusprechen; er behandelt den Smart
Speaker entsprechend wie eine dritte Partei und sensible Daten in seinem
Wohnraum wie ein Geheimnis. Zwar ist nicht klar, ob die Informationen
zum eigenen Nachteil eingesetzt werden konnen, aber die bewéhrte Praxis

4 Der Begriff der Obfuscation bezeichnet eine Verschleierungstaktik, die sich die Eigen-
heiten digitaler Technik zu eigen macht. In jhrem gleichnamigen Buch geben die
Autor:innen Nutzer:innen eine Handreichung, ihre digitalen Spuren durch bestimmte
Praktiken vor Missbrauch zu schiitzen (Nissenbaum/Brunton 2016). Die Verschleie-
rung der eigenen Informationen als spezifischen Umgang mit Fragen der informatio-
nellen Selbstbestimmung als Subjektivierungsangebot des 21. Jahrhunderts beschreibt
Carsten Ochs als blurry self (Ochs 2022, S. 435f.).
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des Verheimlichens wird nichtsdestotrotz angewandt. Anschlieend kommt
er auf Situationen zu sprechen, in denen er den Smart Speaker ausschalten
wiirde: ,,[W]enn’s hier mal um Dinge geht” bezieht sich auf, so wird an
anderer Stelle deutlich, Gespriche iiber Drogenkonsum. Hier &ffnet sich
also ein Graben, der mit Vertrauen nicht {iberbriickt werden kann und
der eine Handlung nétig macht, die dieses Unsicherheitsgefiihl bearbeitet.
Dabei bleibt unklar, ob den Mikrofonschalter zu driicken geeignet ist, die
rdumliche Integritdt wiederherzustellen. Ein anderer Gesprachspartner be-
merkt auf meine Frage hin, ob er ab und an das Mikrofon stumm schalte,
entsprechend: ,Wenn ich [mit dem Abhoren in bestimmten Situationen]
ein Problem hatte, dann wirde ich wahrscheinlich eher den WLAN-Ste-
cker, also den Rooterstecker ziehen. (Ausschnitt Transkript 7). Hier zeigt
sich also eine weitergehende Praxis der Analogisierung. Man konnte kon-
statieren, dass im ersten Fall ein Vertrauen in das Versprechen der Anbieter,
die Aufzeichnung tiber die Mikrofontaste kontrollieren zu kdnnen, besteht,
das im zweiten Fall als Teil des Risikos minimiert werden soll. Dennoch
ist das Ziel, ndmlich das Herstellen eines analogen Zustandes identisch; die
Wahl der Mittel differiert mit unterschiedlichem Attachment, das sich hier
in einer spezifischen Risikoabwagung dufiert.

Abschlielend berichte ich von einem Gesprichspartner, der ebenfalls in
einer lindlichen Region beheimatet ist. Er ist Pendler und daher unter der
Woche viel unterwegs; in Bezug auf Smart Speaker ist er duflerst bewandert
und programmiert sogar eigene ,Skills; also Anwendungen fiir den Smart
Speaker; so beispielsweise auch ein elektronisches Tiirschloss, das sich auf
einen Sprachbefehl hin &ffnet. Gefragt, ob das fiir ihn nicht ein Risiko
darstelle, kontert er mit dieser launigen Erkldrung:

»Ich wohn hier [...] im Dorf, und es sind so viele alte Leute hier bei mir
rundrum - wir sind, glaube ich, mit die Jiingsten - die sind den ganzen
Tag daheim. Also, ich brauch eigentlich auch gar keine Alarmanlage.
Weil, wenn ich Besuch bekomme, dann wissen die das auf jeden Fall,
und wenn meine Partnerin nicht da ist, dann weif8 auf jeden Fall meine
Partnerin spitestens einen halben Tag spiter, dass hier Besuch da war.
Und so ist’s auch andersrum. Wenn fur sie Besuch da ist, und ich bin
nicht da, und ich komm das Wochenende heim, dann hab’ ich garantiert
einen halben Tag spiter die Information, wer hier in der Woche alles
ein- und ausgegangen ist. Das funktioniert ganz gut bei uns (lacht).
(Ausschnitt Transkript 1)
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Auf ein potenzielles Risiko durch die Programmierung des Tiirschlosses
iber den Smart Speaker wird hier gar nicht dezidiert eingegangen. Viel-
mehr wird mit der Eigenheit des Sozialraumes eines kleinen Dorfes ar-
gumentiert: Die nachgerade panoptischen Zustinde machen einen Miss-
brauch der Technologie unwahrscheinlich. Es wird auf einen Raum verwie-
sen, der ibersichtlich und vorhersehbar strukturiert ist. Daher ist auch
nachrangig, ob diese Beschreibung tatsichlich den Hintergrund fiir die
Risikoeinschitzung bildet. Vielmehr ist der Verweis auf analoge Prinzipien,
die das Sozialleben in diesem Dorf kennzeichnen, zentral. Die Potenzialitat
eines Missbrauchs der Smart Speaker-Technologie wird verhandelt, aber
entkriftet durch den Verweis auf etablierte analoge Praktiken der Beob-
achtung und miindlichen Kommunikation. Bemerkenswerterweise wird
hier, in humoristischer Weise und provokanter Zuspitzung, die Bereitschaft
angezeigt, sich Giberwachen zu lassen. Wenn sie der eigenen Sicherheit
zutriglich ist, sei eine — hier beinahe fiirsorgliche — Uberwachung durchaus
wiinschenswert.

Das Analoge bildet also einerseits den Ausgangspunkt der Einschitzung
der Privatheitsbedrohung durch den Smart Speaker wie den Fluchtpunkt
der Versicherung. Im Analogen haben Menschen gelernt, Privatheitsbedro-
hungen zu moderieren; durchgehend muss in verschiedenen Kontexten
und sozialen Konstellationen das Verhiltnis von Offenbarung und Ver-
heimlichung austariert werden. Im Kontakt mit dem Smart Speaker 16st
sich diese Gewissheit auf, weil die Kriterien der Einschéitzung verschwim-
men; es bedeutet einen immensen Aufwand, eine gewissenhafte Priifung
der tatsichlichen Bedrohung vorzunehmen, und zugleich verbleibt vieles
im Unklaren und kann nicht abschlieflend eingeschitzt werden.”> Es zeigt
sich auflerdem in diesem Zusammenhang, dass Dimensionen der Privat-
heit , wie von Beate Rossler erarbeitet (lokal, informationell, dezisional)
zwar theoretisch unterscheidbar, allerdings empirisch miteineinander ver-
zahnt sind - die Entscheidung iiber den Informationsfluss etwa ist stets

5 So macht beispielsweise das BSI (Bundesamt fiir Sicherheit in der Informationstech-
nik) acht Empfehlungen, um die eigene Privatsphire vor potenziellen Ubergriffen
via Smart Speaker zu schiitzen: 1. Separates WLAN einrichten; 2. Smart Speaker mit
Bedacht platzieren; 3. Personalisierte Sprachprofile; 4. Passwortsicherung; 5. Daten-
schutzeinstellungen anpassen; 6. Gespeicherte Daten kontrollieren; 7. Nur vertrauens-
wiirdige (sic!) Erweiterungen installieren; 8. Smart Speaker abschalten, vgl.: https://so
cial.bund.de/@bsi/112002894812746815 (zuletzt aufgerufen am 28.2.2024). Diese Maf3-
nahmen bendétigen einigen Aufwand oder Technikkompetenz; bemerkenswerterweise
werden auch hier Techniken der Analogisierung empfohlen (Nr. 2 und 8).
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lokal gebunden und macht eine Umsetzung in einem konkreten materiellen
Arrangement notig.

Das Analoge, als primére Referenz personlicher Erfahrung — kondensiert
im Attachment - bildet den Hintergrund der Einschitzung uniiberschauba-
rer Zusammenhinge. Zugleich ist die Uberfithrung in das Analoge, etwa
durch das Ziehen des Steckers, eine Strategie, einen kontrollierbaren Raum
zu schaffen, und mithin das Mittel, Sicherheit zu schaffen in Situationen,
in denen Vertrauen keine Option ist. Dabei wirkt die Analogisierung auf
eine denkwiirdige Weise unzeitgemdfl und spiegelt gewissermaflen eine
Uberforderung angesichts der rasanten digitalen Transformation. Kreativ
sind diese Formen der Privatisierung in pragmatistischem Sinne allemal,
als sie eine individuelle und erfahrungsgeleitete Auseinandersetzung be-
schreiben; dem Anspruch, tatsdchlichen Privatheitsbedrohungen angemes-
sen zu begegnen, werden sie dabei jedoch nicht gerecht. Das Attachment
als Theorieangebot ist geeignet, zu erkldren, wieso Personen auf diese Stra-
tegien zuriickgreifen — in der Empirie tritt die Verhaftung der Gesprachs-
partner:innen in analogen Zusammenhingen deutlich zu Tage und bildet
den Hintergrund der jeweiligen Formen der Privatisierung. Dies verweist
jedoch zugleich auf eine iibergeordnete Problematik: Die Komplexitit der
datenékonomischen Infrastrukturen im Kontext der digitalen Transforma-
tion fiihrt zu einer Hilflosigkeit, die entweder nur durch Vertrauen - be-
gleitet von spezifischen Rationalisierungen und gelegentlich garniert mit
Fatalismus und Zynismus - oder durch gleichsam antiquierte Strategien
der Analogisierung, die hochstens situativ Sicherheit verschaffen, aufgelost
werden kann.

6. Fazit

Dieser Beitrag hat gezeigt, dass Menschen potenzielle Privatheitsbedrohun-
gen durch Smart Speaker vor dem Hintergrund eines spezifischen Attach-
ments vornehmen. Wie Menschen sich dieser Bedrohungen bewusst sind,
wie sie ein potenzielles Risiko bewerten und welche Schritte sie zur Wah-
rung ihrer Privatheit unternehmen, ist dabei von Person zu Person ver-
schieden und als erfahrungsgeleitete Auseinandersetzung zu verstehen. Das
Attachment prégt dabei einen bestimmten Umgang mit Privatheitheitsan-
spriichen vor; das betrifft Routinen der Selbstinformation zur Bearbeitung
von Unsicherheit oder die Verarbeitung von potenziellem Risiko ebenso
wie konkrete Schritte der Privatisierung. Menschen behandeln Fragen der
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Privatheit in der Smart Speaker-Nutzung mit den Mitteln, die sie fiir geeig-
net halten und die ihnen als Bearbeitungsmodi vertraut sind. Dabei wurde
gezeigt, dass diese Bearbeitungen in bestimmten Formen des Vertrauens
sowie der Analogisierung miinden; diese weisen insofern Ahnlichkeit auf,
indem sie in unterschiedlicher Intensitdt Risiko bearbeiten. Freilich sind
sie i. d. R. nicht geeignet, ein Risiko tatsichlich aufzulésen: Ob Vertrauen
sich gelohnt hat, ist allein im Nachhinein zu beurteilen, und auch, ob
Analogisierung zum Schutz der Privatheit geeignet ist, bleibt zumindest
fraglich. Dass Menschen trotz ausgestellter Sensibilitdt keine umfassenden
Mafinahmen zum Schutz ihrer Privatheit ergreifen oder diese sich nicht
eignen, das Risiko auszuschlielen, ist, soviel ist deutlich geworden, zwar
als widerspriichliches, allerdings nicht zielfithrend als paradoxes Verhalten
zu bezeichnen. Die jeweilige Form des Vertrauens oder der Analogisierung
und die entsprechende argumentative Manifestation griindet vielmehr in
einem spezifischen Attachment, das Ausdruck der jeweiligen Erfahrungsbe-
stinde der Person ist.

Eine pragmatistische Perspektive legt nahe, dass sich mogliche Inkonsis-
tenzen nicht zuletzt aus der fehlenden Widerstdndigkeit des digitalisierten
Umfelds ergeben - abgesehen etwa von personalisierter Werbung bleibt
das Potential vollkommen unbestimmt, in welchem Mafle Datensammlung
auf die Lebenswirklichkeit der Nutzer:innen zuriickwirkt. Das Risiko ist
schlichtweg nicht greifbar, da mogliche Konsequenzen nur in den seltens-
ten Fallen auftreten, sondern i. d. R. Gegenstand fiktiver Gedankenspiele
bleiben. Es besteht daher kaum eine Veranlassung, Privatisierung als An-
spruch ernstzunehmen und entschiedene Mafinahmen zur Privatisierung
im Alltag zu ergreifen. Insofern verweist das vermeintliche Paradoxon ei-
nes nachldssigen Umgangs mit Privatheitsbedrohungen durch den Smart
Speaker, bei gleichzeitigem Bewusstsein {iber die Datenaneignung durch
privatwirtschaftliche Akteure, auf konkrete Defizite: Die unzureichende
Kenntnis in Bezug auf technische Zusammenhange und die Verwertungs-
ketten in einer globalen Datendkonomie und damit einhergehenden Risi-
ken. Diese Umstinde machen deutlich, dass die digitale Transformation
in einem Tempo von Statten geht, das es schwerlich méglich macht,
in Privatheitsfragen aufgrund eigener Erfahrungsbestdnde angemessen zu
agieren; insofern stellen Konzepte wie informationelle Selbstbestimmung
Nutzer:innen haufig vor kaum zu 16sende Aufgaben - eine Erkenntnis, die
als Aufforderung fiir systemische Losungen dieser Fragen auf rechtlicher
Ebene ebenso wie fiir verstirkte, institutionell verankerte und gesamtgesell-
schaftlich angelegte Aufkldrungsarbeit verstanden werden muss.
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Datenautonomie im Smart Home: eine praktische/prototypische
Umsetzung

Christopher Ruff, Alexander Orlowski, Andrea Horch

Zusammenfassung

In diesem Paper stellen wir einen Meta-Assistenten - Transparenter Daten-
autonomie Meta-Assistent (DAMA) - vor, der die informationelle Selbstbe-
stimmung der Nutzer:innen von Smart Home-Systemen erh6ht, indem er
tiber Verdatung informiert und (semi-)automatische Kontrollméglichkeiten
gibt.

1. Das Home wird Smart

Smart Home-Geridte ermdglichen die Automatisierung und Fernsteuerung
von Haushaltsfunktionen wie Beleuchtung, Heizung und Sicherheitssyste-
men iiber vernetzte Technologie. Die Nutzung und Verbreitung von Smart
Home-Geréten ist in den letzten Jahren deutlich gestiegen. Nach einer BIT-
KOM-Studie (Moltrecht/Schnaack 2022) ist die Nutzung von Smart Home-
Anwendungen in deutschen Haushalten von 26 % im Jahr 2018 stetig auf
43 % im Jahr 2022 angestiegen. Hierbei wird das Smart Home zumeist per
Smartphone (85 %) gesteuert. 55 % nutzen jedoch auch Sprachsteuerung,
wobei bei 87 % ein stationdrer Sprachassistent, wie z. B. Amazon Echo oder
Google Home, eingesetzt wird. Die Studie hat zudem ermittelt, dass Smart
Home-Gerite in Zimmern mit erh6htem Bedarf an Privatsphare, wie z. B.
Wohnzimmer (79 %), Schlafzimmer (69 %), Badezimmer (57 %), Arbeits-
zimmer (49 %) oder Kinderzimmer (24 %), verwendet werden. Dies deckt
sich mit einer Studie zur Nutzung von Smart Speakern (Brandt 2020),
die von 67 % im Wohnzimmer, von 44 % im Arbeitszimmer, von 43 % im
Schlafzimmer und von 35 % im Badezimmer genutzt werden. Daraus erge-
ben sich hohe Anforderungen an Privatheit und Datenschutz, insbesondere
bei der Erhebung und Verarbeitung personenbezogener Daten (Feldmeier
u.a. 2022). Diese Anforderungen sind in Deutschland gesetzlich geregelt
(Feldmeier u.a. 2022). Bei der Speicherung und Verarbeitung der Daten
im Ausland kann sich die rechtliche Lage verkomplizieren. Nach der BIT-
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KOM-Studie sind Hemmnisse fiir den Einsatz von Smart Home-Gerdten
vor allem die Angst vor Hacker-Angriffen (47 %), die Befiirchtung des
Missbrauchs der personlichen Daten (37 %) sowie die Angst um die eigene
Privatsphire (29 %) (Moltrecht/Schnaack 2022). Verstirkt werden diese
Bedenken durch Medienberichte {iber den Zugriff auf Bilder der eigenen
Sicherheitskamera durch Dritte (Breithut 2020) oder das Erscheinen von
Bildern von Privatpersonen im Internet, die von ihrem Saugroboter erstellt
wurden (Hensen 2022).

Betrachtet man die von den aufgefithrten Studien ermittelten Hemm-
nisse fiir die Nutzung von smarten Geriten, wird klar, dass diese auf
fehlende Transparenz der Anbieter beziiglich der Datenerhebung, Daten-
verarbeitung und Datenspeicherung basieren. Es existieren zwar Ansitze
zur Erhohung der Sicherheit in smarten Umgebungen (BSI 2022), aber
keine ausreichenden Regulierungssysteme. Die Erfassung und die Verarbei-
tung sind daher nicht vollstdndig unter Kontrolle der Menschen, die Smart
Home-Systeme nutzen oder die sich in smarten Umgebungen befinden.

In diesem Kapitel arbeiten wir die Relevanz von Datenautonomie im
Smart Home-Kontext heraus und présentieren eine Mdglichkeit fiir Nut-
zer:innen, diese zu verbessern. Dazu stellen wir die Ergebnisse des Projekts
»Transparenter Datenautonomie Meta-Assistent (DAMA)« vor. DAMA
wirkt den o.g. Hemmnissen mit einem Meta-Assistenten fiir smarte Umge-
bungen entgegen und will diese moglichst beseitigen. Hierfiir reguliert der
Meta-Assistent die smarten Gerite oder gar einzelnen Sensoren der Gerite
kontextbasiert. Zudem schafft er Transparenz, indem er den Benutzer:in-
nen und auch den Giésten von smarten Umgebungen angeschaltete Gerite,
die Sensoren fiir die Datenerfassung besitzen, anzeigt. Zusitzliche Trans-
parenz schafft der Meta-Assistent durch die Anzeige von Veranderungen,
wenn sich beispielsweise der Kontext der smarten Umgebung @ndert (z. B.
eine Person ist allein in der Umgebung vs. mehrere Personen sind anwe-
send) und deswegen einzelne Geridte oder Sensoren an- bzw. abgeschaltet
werden. Nach der Darstellung der Funktionen und ihrer technischen Um-
setzung gehen wir auf verschiedene Szenarien ein, in denen der Meta-Assis-
tent Anwendung finden kann. Dariiber hinaus skizzieren wir Ergebnisse
aus der Evaluation mit potenziellen Nutzer:innen.
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2. Smart Home-Gerdte als Herausforderung fiir die Datenautonomie

Die Wohnung als typischer Nutzungskontext von Smart Home-Geriten ge-
niefit eigentlich besonderen Schutz vor Uberwachung. So ist in Art. 13 GG
verankert, dass ,die Wohnung [...] unverletzlich® ist. Durch die Nutzung
von Smart Home-Gerdten werden nun in diesem Bereich eine Vielzahl
an Sensoren eingebaut, die verschiedenste, méglicherweise sensible Daten
erheben. So verfiigen beispielsweise Sprachassistenten {iber Mikrofone oder
smarte Kiithlschrinke und Tiirklingeln iiber Kameras. Dadurch werden
bei der Nutzung Daten und Informationen aufgezeichnet, aber auch viele
weitere Meta-Informationen gesammelt, die bei der allgemeinen Nutzung
dieser Gerate anfallen (Lutz/Newlands 2021).

Dies erzeugt in mehrerlei Hinsicht Konflikte, denn generell sollte Daten-
erhebung nur erfolgen, wenn die Nutzer:innen dieser aktiv zustimmen.
Nur dann ist die informationelle Selbstbestimmung (Jandt 2016) gegeben,
wie sie auch im Volkszahlungurteil (BVerfG 1983) festgelegt wurde. Dabei
bedeutet informationelle Selbstbestimmung, dass eine Person bewusst und
informiert dem Teilen ihrer Daten zustimmen muss. Informiert heift, dass
der Umfang und die Konsequenzen des Datensammelns bekannt sind, und
die Nutzer:innen sich auf Basis dieses Wissens explizit dafiir entscheiden,
diese Daten zweckgebunden zu teilen. Insbesondere das eigene Zuhause
sollte dabei als Riickzugsort gelten, in dem ein freies und unbeobachtete
Leben garantiert ist. Das untergraben Smart Home-Gegenstinde jedoch
aus mehreren Griinden, die im Folgenden niher dargestellt werden.

2.1 Allgegenwirtige und kontinuierliche Datenerfassung

Die Erfassung von Daten durch Smart Home-Gerite findet kontinuierlich
und unauffillig statt. Insbesondere da die Gerdte so gestaltet sind, dass
sie mit der Umgebung verschmelzen (Rajkumar u.a, 2010) und eben nicht
im Alltag auffallen, unterlaufen sie die bewusste Zustimmung. So kann ein
Sprachassistent, wie ein Amazon Echo Dot, in einem Biicherregal stehen
und so gerade von Gisten iibersehen werden (Marky u.a. 2020). Das Mi-
krofon darin kann jedoch jederzeit angehen. Dies kann auch passieren,
wenn es gar nicht intendiert ist, beispielsweise wenn das Wakeword aus
Versehen ausgesprochen wird oder ein dhnliches Wort als Wakeword miss-
interpretiert wird und zu einer Aktivierung des Mikrofons fithrt. Doch
selbst wenn bekannt ist, dass diese Gerate im Raum sind, ist fur die Nut-
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zer:innen meist nicht transparent, wann die Gerdte Daten erheben und fiir
welche Zwecke (Guhr u.a. 2020; Hern 2019).

2.2 Pradiktive Privatheit

Der Begriff ,pradiktive Privatheit” (Miihlhoff 2020) beschreibt das Phi-
nomen, wenn urspriinglich nicht personenbezogene Daten so mit ande-
ren Daten in Kontext gesetzt werden oder vorhergesagt werden kénnen,
dass daraus sensible Informationen abgeleitet werden kénnen. Denn selbst
wenn bekannt ist, welche Daten ubermittelt werden, reicht das nicht un-
bedingt aus, um eine informierte Entscheidung fiir eine Zustimmung zu
treffen. Zwar ist es offensichtlich, dass Daten, wie zum Beispiel aufgenom-
mene Unterhaltungen, personenbezogen sind. Es gibt jedoch eine Vielzahl
an Informationen, die von Smart Home-Geriten gesammelt werden, bei
denen dies nicht auf den ersten Blick klar ist, beziehungswiese das Ausmaf}
der Zustimmung nicht bekannt ist. Dabei konnen scheinbar unverdachtige
Daten detaillierte Riickschliisse iber Personen zulassen, obwohl sie von
Sensoren stammen, die auf den ersten Blick harmlos wirken (Kroger 2019).
Beispielsweise lassen die Daten von einem CO,-Sensor mit entsprechenden
Vergleichswerten Riickschliisse zu, ob gerade eine oder mehrere Personen
in einem Raum anwesenden sind (ebd.). Dadurch kann ggf. gefolgert
werden, dass zu einem bestimmten Zeitpunkt Besucher:innen anwesend
waren. Ein weiterer Fall wire, dass es durch den entsprechenden Abgleich
mit Vergleichsgruppen mdglich ist, aus den Sehgewohnheiten von Fern-
sehzuschauer:innen abzuleiten, welcher sozialen Gruppe diese angehdren
(Ghiglieri u.a. 2016). Welche Daten welche Riickschliisse zulassen, bezie-
hungsweise in Zukunft zulassen konnten, ist also nicht vorherzusagen.

Der Prozess des Ableitens wird als inferencing (Wachter 2018) bezeich-
net. Durch gestiegene Rechenleistungen und insbesondere Fortschritte im
Bereich kiinstlicher Intelligenz werden immer mehr Inferenzen mdglich.
Dementsprechend ist es nicht mdglich, zu einem bestimmten Zeitpunkt
zu sagen, welche Riickschliisse aus bestimmten Daten in Zukunft moglich
sein werden. Deshalb konnen Informationen, die zum Zeitpunkt der Zu-
stimmung nicht personenbezogen sind, in Zukunft durch Inferenz zu per-
sonenbezogenen Daten werden.
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2.3 Deanonymisierung

Die zunehmende Rechenleistung macht es nicht nur mdglich, dass aus den
Daten Riickschliisse iiber Personen gezogen werden, sondern ermdglicht
auch, eigentlich anonymisierte Daten wieder so in Kontext zu setzen, dass
sie wieder einer Person zugeordnet werden kénnen (Wachter 2018). Selbst
wenn also zu einem bestimmten Zeitpunkt Daten anonymisiert weiterver-
arbeitet werden diirfen, ist es moglich, dass sie zu einem spéteren Zeitpunkt
doch wieder deanonymisiert werden konnen.

Durch die in diesem Kapitel beschrieben Faktoren wird das Recht auf in-
formierte Selbstbestimmung mehrfach unterlaufen, sodass eine informierte
Einwilligung im Smart Home wiederholt unterlaufen wird, weder fiir die
Bewohner:innen der Wohnung, aber erst recht nicht fiir mégliche Besu-
cher:innen ist es moglich, informierte Entscheidungen zu treffen. Deshalb
ist es notwendig, andere Wege zu finden, zu kontrollieren, wann welche
Daten erhoben werden.

3. Meta-Assistent

Aufgrund dieser vielfaltigen Problematik haben wir einen Meta-Assisten-
ten entwickelt, der es Smart Home-Nutzer:innen ermdglichen soll, ihre
informationelle Selbstbestimmung zu verbessern. Der transparente Daten-
autonomie Meta-Assistent (DAMA) soll die im vorherigen Kapitel beschrie-
benen Probleme adressieren und eine Hands-on-Losung bieten, die eine
bewusstere Nutzung der Gerite zulsst. Das System ist dabei als Uberbrii-
ckung gedacht, bis notwendige juristische und technische Regulierung ein-
greift. Im Nachfolgenden skizzieren wir die Ziele von DAMA und wie wir
diese umsetzen.

3.1 Ziele von DAMA

Transparenz

Benutzer:innen von intelligenten Assistenten und Geréten wissen oft nicht
genau, ob und wann jhre Daten aufgezeichnet und ibertragen werden.
Daruber hinaus haben die Hersteller solcher Gerate oft Griinde, dies zu
verschleiern, da sie die Daten z. B. fiir Diagnose- und Werbe-Zwecke
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nutzen mochten und um das Benutzer:innen-Verhalten zu studieren. Der
Meta-Assistent schafft hier Transparenz fiir die Benutzer:innen, indem auf
verschiedenen Kommunikationskanilen, je nach Wunsch der Benutzer:in-
nen, (z. B. Sprachdurchsage und/oder Anzeige auf einem Smart-TV, Smart-
phone oder Tablet) dariiber aufgeklart wird, welche smarten Gerite sich in
der Umgebung befinden, iiber welche Sensoren diese verfiigen und ob die-
se an- oder ausgeschaltet sind. Dadurch wird zum einen Aufmerksamkeit
darauf gelenkt und der Tendenz smarter Geréte entgegengewirkt, im Raum
zu verschwinden. Zum anderen wird allgemein Bewusstsein geschaffen, wie
oft Daten im Smart Home erhoben werden.

Kontext-basierte, automatische Regulierung von Geriten

Ein weiteres Ziel des Datenautonomie-Assistenten ist die moglichst auto-
matisierte Regulierung der smarten Geréte anhand der Datenschutzprife-
renzen der Benutzer:innen in spezifischen Situationen. In den meisten
Féllen sollten die Funktionen der Gerite nutzbar sein und ihren Zweck
erfiillen. In einigen, von den Benutzer:innen festgelegten Situationen, iber-
wiegt aber das Bediirfnis nach Datenschutz. Im Zuge des DAMA-Projektes
wurden mehrere empirische Studien durchgefiihrt, um das Bediirfnis nach
Datenschutz in unterschiedlichen Situationen zu ermitteln und welche
Gerate, bzw. Sensoren dabei besonders heikel sind. Durch die Automati-
sierung bleibt der grundsatzliche Mehrwert der Convenience von Smart
Home Systemen erhalten. Denn héufig werden Losungen die datenschutz-
sensibel sind, eben nicht verwendet, weil sie einen hoheren Aufwand mit
sich bringen (Sheridan 2019).

In DAMA wird die Sicherung des Datenschutzes im Smart Home auf
drei grundlegende Arten gesichert:

« Sicherstellung der Privatsphdre der Hausbesitzenden durch Verhinde-
rung von Datenlecks in die Cloud, beispielsweise durch Geratehersteller,
Hacker:innen oder Nachrichtendienste.

+ Gewihrleistung der Privatsphdre von Gisten durch Verhinderung von
Datenabfliissen in die Cloud.

« Schutz der Privatsphére der Hausbesitzenden vor Datenlecks durch Per-
sonen mit tempordrem Zugang zur smarten Umgebung.
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3.2 Technische Umsetzung

Um diese Ziele zu erreichen, muss das System zum einen in der Lage
sein, Informationen tiber die aktuelle Situation im Smart-Home zu erlangen
und zum anderen, diese Informationen zu verarbeiten und darauthin eine
Steuerung der Gerite vorzunehmen. Um mehr Transparenz zu erreichen,
sind sog. Aktoren - also Gerite, die eine Aktion ausfithren konnen, wie z.
B. den Benutzer:innen aktuelle Informationen iiber die Smart Home-Gera-
te und das System selbst zu geben - integriert.

DAMABackEnd  ©  DAMAUI m |
| o | B %
: L Y
Database s See \_/ : 5 < interact with— 8

&
é

Mode|

etection/Feedback

-e<

Rule Engine
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Sensors Actuators

Abbildung 1: Architektur des Datenautonomie-Assistenten

Abbildung 1 zeigt den schematischen Aufbau der Architektur von DAMA.
Auf der linken Seite befindet sich das sog. ,Back-End“ Dieses kommuni-
ziert Uber die Kommunikations-Ebene (Mitte) mit den Benutzer:innen
tiber die Prasentations-Ebene (rechts). Die smarten Gerate mit diversen
Sensoren und Aktoren werden genutzt, um die ndtigen Kontextinformatio-
nen zu bekommen und auch um die Regulierung dieser Gerite selbst zu
verdndern. Im Folgenden werden die einzelnen Ebenen néher erldutert.

Back-End

Im ,,Back-End“ werden die von verschiedenen Sensoren und Geriten er-
fassten Daten und Informationen gesammelt und verarbeitet. Basierend auf
der Benutzerkonfiguration, einschliefilich der Einstellung verschiedener Si-
tuations-Modi, ist die Business-Logik des Datenautonomie-Assistenten fiir
die Verarbeitung und Steuerung der Gerite im Smart Home durch Geréte-
(Device-) Ebene verantwortlich.
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Persistenz (Database Model)

In einer relationalen Datenbank werden die Informationen iiber smarte
Gerite und Komponenten, sowie die Informationen iiber Situationsmodi
und automatisierte Regeln dauerhaft gespeichert.

In das System ist eine Regel-Engine integriert, welche die Nutzer:innen
in der Oberfliche einfach konfigurieren kénnen. So kénnen die automati-
sierten Regulierungen der Gerdte ausgelost werden. Die Regeln miissen
persistent abgelegt werden, um jederzeit abrufbar zu sein.

Des Weiteren ist hier die Logik zum Wechsel der Situations-Modi hinter-
legt, die die Informationen der Sensoren verarbeitet, mittels der Regel-En-
gine Entscheidungen triftt und dann {iber entsprechende Schnittstellen die
Regulierung der Gerite veranlasst.

Kommunikations-Ebene

DAMA kann mit verschiedenen Aktoren und Sensoren kommunizieren,
um die gewiinschte Regulierung und Transparenz fiir die Benutzer:innen
herzustellen. Es wird das MQTT-Protokoll eingesetzt (falls unterstiitzt),
um zwischen dem Back-End und den Geriten zu Informationen zu iiber-
mitteln. Das System ist erweiterbar, sodass verschiedene weitere Gerite
unterstiitzt werden konnen.

Prasentations-Ebene

Diese Ebene ist durch eine webbasierte Benutzeroberfliche bedienbar, die
auf mobilen Endgeriten wie Tablets und Smartphones, sowie anderen Ge-
riten (z. B. Smart-TV) angezeigt werden kann. In der endgiiltigen Version
wird die Datenverbindung zwischen Geréten und dem Controller TLS-Ver-
schliisselung verwenden, um Manipulation der gesendeten Informationen
vorzubeugen. Die Benutzer:innen konnen sich hier einen Account anlegen,
der durch ein Passwort geschiitzt wird. In einem Haushalt mit mehreren
Personen sind mehrere Benutzer:innen mit verschiedenen Situations-Modi
moglich.
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3.3 Situationserkennung

Die Situationserkennung umfasst Komponenten, die Informationen iiber
sensorische Systeme sammeln, wie Mikrofone in Sprachassistenten, Um-
weltsensoren, aber auch KI-gestiitzte Algorithmen in Verbindung mit Ka-
meraaufnahmen. In unseren empirischen Studien zeigt sich, dass fiir das
Bediirfnis nach Privatheit mitentscheidend ist, wie viele, bzw. welche Men-
schen sich im Smart-Home authalten. Deshalb versucht das System, zu
erkennen, wer und wie viele Personen sich in der aktuellen Smart Home-
(oder Biiro-) Umgebung authalten, auf die der DAMA-Assistent Zugriff hat.
Da DAMA darauf ausgelegt ist, die Privatsphire zu maximieren, verwendet
das System minimalinvasive Detektionstechnologie und vermeidet biome-
trische Erkennung, wie Gesichts-, Sprach- oder Iriserkennung. Kameras
befinden sich in weniger privaten Bereichen, wie dem Eingang, konzentrie-
ren sich nur auf einen kleinen Bereich und nur von oben. Die KI versucht
lediglich, Personen beim Betreten oder Verlassen zu erkennen, und zeich-
net keine biometrischen Informationen auf. Die Datenverarbeitung erfolgt
ausschliefSlich lokal.

Weitere Komponenten und Sensoren kénnen an das System angeschlos-
sen werden, um noch weitere Situationen zu erkennen und darauf reagieren
zu konnen. Im aktuellen System ist ein digitaler Kalender angeschlossen,
womit sich - je nach geplantem Ereignis, Anderungen an den smarten Ge-
riten anstoflen lassen. So kann beispielsweise der Besuch einer bestimmten
Person im Kalender vermerkt werden, worauf das System schon im Vorfeld
die gewiinschten Privatsphdre-Einstellungen vornimmt.

Benutzeroberflache

Es wurde eine Web-basierte Benutzeroberflache implementiert, iiber die
alle Funktionen von DAMA genutzt und gesteuert werden kénnen.
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Abbildung 2: Bedienoberfliche

Die Oberfldche umfasst die folgenden Funktionen:

Startseite: Ubersicht iiber den aktuellen Situationsmodus samt allen dazu
eingeschalteten smarten Gerdten und Komponenten. Ein daraus errech-
neter Datenschutzwert wird einfach sichtbar und farblich hervorgehoben
dargestellt, um die Benutzer:innen zu informieren.

Situationsmodus bearbeiten: Hier konnen die Benutzer:innen den aktuell
eingestellten Modus manuell dndern, neue Situationsmodi erstellen oder
diese anpassen.

Einrichtungsassistent: Uber einen leicht zu bedienenden Assistenten wird
der Nutzer durch die Einrichtung der smarten Gerite gefiihrt. Dies muss
nur bei der Einrichtung des Systems oder beim Hinzufligen eines neuen
Gerits geschehen. Ziel ist es, die technischen Hiirden bei der Nutzung so
niedrig wie méglich zu halten.

Regeln/Automatisierung: Hier konnen Benutzer:innen verschachtelte Re-
geln anlegen, wie das System auf Ereignisse reagieren und damit die
Situationsmodi dndern soll. Als Beispiel konnte eine Regel angelegt wer-
den, anhand derer bei Eintritt einer bestimmten Person in das Smart-
Home der Sprachassistent und die Anzeige eines Privaten Kalenders
abgeschaltet wird, bis die Person das Smart-Home wieder verlésst.
Gerdte/Komponenten: Hier konnen die Gerdte und Komponenten, die
bereits im System eingerichtet sind, verwaltet werden. Namen und Da-
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ten, wie beispielsweise fiir die Berechnung des Datenschutzwertes, kon-
nen hier ebenfalls modifiziert werden.

« Administration: Hier kdnnen bestimmte Benutzer:innen die Profile der
anderen Benutzer:innen und grundlegende Einstellungen des Systems
verwalten.

Integration und Test-Aufbau

Abbildung 3: Grundriss des Smart Home bzw. Smart Office Bereichs

Das DAMA-System wurde in das Smart Home / Smart Office Labor im
Biirogebdude des Fraunhofer IAO in Stuttgart integriert. Das Labor ist in
einen Smart Home-Bereich (links) und einen Smart Office-Bereich (rechts)
unterteilt, wie in Abbildung 3 dargestellt. In der Evaluations-Phase des
Projektes wurde der Smart-Home Bereich genutzt. Der Smart Home-Be-
reich umfasst Geréte wie einen intelligenten Kiihlschrank, ein intelligentes
Sofa, einen intelligenten Couchtisch, einen intelligenten Spiegel und einen
intelligenten Fernseher. Aufierdem sind zwei Tablets, verschiedene smarte
Steckdosen, mehrere Sprach-Assistenten (Amazon Alexa), Web-Cams und
der Smart-Home Hub ,Homey“ integriert. Kern der Applikation ist ein
Kleinst-Rechner, auf dem das System selbst lduft.
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4. Szenarien

Durch verschiedene Szenarien adressieren wir die unterschiedlichen He-
rausforderungen fiir den Datenschutz im Smart Home und beriicksichtigen
typische Konstellationen an Gerdten und Akteuren. Die Szenarien sind
auch Grundlage fiir die Evaluation, anhand derer tiberpriift wird, ob der
von uns entwickelte Prototyp wirklich zu einer Verbesserung fiir Nutzer:in-
nen gefiithrt hat. Dazu haben wir fiinf Szenarien erarbeitet, in denen sich
typische Anwendungsfille konkret widerspiegeln. Sie sind stark an die
Nutzungsrealitdt angelehnt, um eben genau fiir diese eine Verbesserung zu
erzielen. Die von uns entwickelten Szenarien decken dabei eine Bandbreite
von Situationen und Akteurskonstellationen ab, wie sie in der alltiglichen
Nutzung vorkommen, aber abstrakt genug sind, um fiir die Entwicklung
verallgemeinerbare Prinzipien und Ziele anlegen zu kénnen. Es kénnen da-
bei jedoch nicht alle Datenschutz-Aspekte im Smart Home erfasst werden.
Wir sind jedoch der Uberzeugung, dass diese Szenarien eine gute Basis fiir
die Entwicklung sind und die Nutzungsrealitit gut abbilden. Das System
selbst lasst sich auch fiir anderweitige Szenarien flexibel anpassen.

4.1 Szenario 1: Bewohner:in kommt nach Hause (DAMA aktiviert alle
Smarten Gerite)

Das erste Szenario ist eine Basisversion und spiegelt die haufigste Ausgangs-
position bei der Nutzung wider: eine Person, die in einem Smart Home
lebt. Wir gehen davon aus, dass eine Person die eigenen Smart Home-Ge-
genstdnde in jhrem normalen Alltag ihre Smart Home Gegenstande auch
nutzen will, sonst hitte sie diese nicht angeschafft. Deshalb werden die
Gerite angeschaltet, sobald die Person alleine nach Hause kommt. Durch
einen Sensor des Systems wird erkannt, dass jemand das Haus oder die
Wohnung betritt. Dass es sich dabei um den bzw. die Bewohner:in handelt,
wird {iber einen Mac-Adressen-Scanner festgestellt, der die Person tiber
ihr Smartphone als Besitzer:in des Smart Home identifiziert. Daraufthin
werden alle smarten Gegenstinde durch DAMA freigegeben und aktiviert.
Dieses Basisszenario erweitern wir Schritt fiir Schritt und adaptieren es
entsprechend.
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4.2 Szenario 2: Bekannte Personen kommen zu Besuch

Eine erste Abweichung, die eine Abschaltung von Geriéten erfordern konn-
te, ist die Anwesenheit einer anderen Person, also von Besuch. Wenn die-
se Person nicht dariiber informiert ist, dass Smart Home-Gerate Daten
aufzeichnen, liegt keine informierte Einwilligung vor. Dementsprechend
sollten die Smart Home-Gerite, die Daten tiber die Besucher aufzeichnen
konnen, deaktiviert sein. So sollen beispielsweise personliche Gespriache
nicht zufillig durch aktive Mikrofone mitgeschnitten werden, insbesonde-
re, wenn sehr private Dinge besprochen werden.

Wenn die Person dem oder der Bewohner:in bekannt ist, kann es sein,
dass diese iiber die Gerite bereits Bescheid weif3, aber trotzdem bestimmte
Sensoren nicht aktiviert haben mochte. Um die Person von einer nicht
bekannten Person zu unterscheiden, kann diese ebenfalls durch den Mac-
Adressen-Scanner erkannt werden!, und der Meta-Assistent schaltet dann
automatisch um auf das fiir die jeweilige Besucher:in festgelegten Situa-
tionsmodus. Fir den Besuch konnen aber auch die Besitzer:innen ihre
eigenen Einstellungen festlegen, so konnen beispielsweise private Anzeigen
wie Kalender deaktiviert werden.

4.3 Szenario 3: Unbekannte Person kommt ins Smart Home

Es konnen unterschiedliche Gruppen und Konstellationen im Smart Home
anwesend sein. So macht es einen grofien Unterschied, wenn es sich nicht
um eine bekannte Person handelt, die das Haus betritt, sondern eine bisher
unbekannte Person, beispielsweise ein:e Handwerker:in.

In diesem Fall ist es nicht mehr moglich, diese Person durch den Mac-
Adressen-Scanner zu identifizieren, sondern sie muss alternativ erkannt
werden (z. B. durch einen Personenzahler), und es kann durch das Fehlen
eines freundschaftlichen Verhaltnisses nicht davon ausgegangen werden,
dass die Person davor iiber das Vorhandensein von Smart Home Geriten
informiert ist. Neben dem Aspekt, dass diese Person nicht ohne Informie-
rung Daten abgibt, méchte man als Bewohner:in moglicherweise nicht,

1 Dafiir miisste die bekannte Person mit ihrem Smartphone in das WLAN eingewdhlt
sein. Dies passiert in den meisten Féllen, in denen privater Besuch vorbei kommt
automatisch. Zusitzlich braucht es dann die Einwilligung der Person, dass die MAC-
Adresse des Smartphones von DAMA erkannt werden darf.
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dass private Daten, zum Beispiel auf Anzeigen, fiir diese fremden Personen
sichtbar sind.

4.4 Szenario 4: Home-Office

Wenn eine Person allein zu Hause ist, kann dennoch nicht gewollt sein,
dass bestimmte Sensoren etwas aufzeichnen kénnen. Sollten die Bediirfnis-
se der Bewohner:in in einer Situation von der Basiseinstellung abweichen,
kann sie tiber DAMA den Situationsmodus jederzeit unkompliziert anpas-
sen, sodass Gerdte und Sensoren geméafl den Wiinschen deaktiviert werden.
Hierdurch sollen die Daten der Person geschiitzt werden. Es muss jederzeit
eine Abwigung zwischen Niitzlichkeit der Gerate und Risiko der Datenwei-
tergabe erfolgen. Basierend auf dieser Abwagung stellt sich also die Frage,
in welchen Situationen die Gerite dann abgeschaltet werden sollen. Dies
spiegelt sich im Szenario Home-Office wider.

So sollte eine Telefonkonferenz, die im Smart Home gefiihrt wird, nicht
durch ein Smart Home-Gerdte mitaufgezeichnet werden. Hinzu kommt
aber auch ein zweiter Aspekt, es sollten auch keine privaten Informationen
aus Versehen verdffentlicht werden. Zum Beispiel, wenn ein Gerit etwas
durchsagt oder Anzeigen im Hintergrund zu sehen sind. Deshalb ist es
sinnvoll, gewisse Geridte abzuschalten. Dies kann auch automatisch passie-
ren durch eine Verbindung mit dem eigenen Kalender, sodass wihrend
eines Meetings Sprachassistenten oder digitale Anzeigen automatisch deak-
tiviert werden.

4.4 Szenario 5: Mehrere Personen wohnen im Smart Home

Die bisherigen Szenarien waren dadurch gekennzeichnet, dass es eine klare
Unterscheidung/Hierarchie gab zwischen Bewohner:in und Besucher:in-
nen. Wenn es mehrere Bewohner:innen gibt, ist dies nicht mehr der
Fall. Die Herausforderung dabei ist es, abzuwdgen, was zu tun ist, wenn
diese verschiedene Interessen haben. Eine Erkennung der verschiedenen
Personen wire grundsitzlich ebenfalls durch den Mac-Adressen-Scanner
moglich.

Wenn beispielsweise eine Person Home-Office macht und im Schlafzim-
mer sitzt, wo auch der gemeinsame Schreibtisch steht. Dort hat sie gerade
eine wichtige Besprechung mit einem Kunden per Telefon. Deswegen hat
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sie alle anderen Kameras und Mikrofone durch DAMA im Schlafzimmer
deaktivieren lassen. Wihrend ihres Calls kommt die zweite Person von
der Arbeit nach Hause. DAMA weif3, dass diese, um sich vom Arbeitstag
zu erholen, gerne Musik hort und aktiviert deshalb die Smart Speaker, als
diese heimkommt.

Hier zu entscheiden, welche Priferenz bevorzugt werden soll, ist deutlich
schwieriger und war Teil der dritten Umfrage unserer Evaluation.

5. Evaluation

Um sicherzustellen, dass die Funktionen des Prototyps die oben beschrie-
ben Ziele erfiillen und um wahrend der Entwicklung Perspektiven von
Nutzer:innen einzubeziehen, haben wir im Projekt zu verschiedenen Zeit-
punkten Nutzerbefragungen durchgefiihrt. Eine erste Umfrage zielte dabei
darauf ab, generelle Priferenzen der Benutzer:innen zu identifizieren -
also deren Vorwissen zu Privatsphire abzuschétzen und einzuschitzen,
ob geplante Funktionen angenommen werden. In der zweiten Umfrage
ging es darum fiir die Automatisierung des Meta-Assistenten niitzliche
Gruppierungen der Gerite- und Komponentengruppen zu finden, die fiir
eine sinnvolle Vorbelegung von Situations-Modi niitzlich wéaren. In den
abschlieflenden Experimenten haben wir anhand der Szenarien getestet, ob
die Bedienung des Prototyps selbsterklarend ist und Nutzer:innen dadurch
mehr Transparenz erfahren und Kontrolle {iber den Abfluss ihrer Daten
ausiiben koénnen. Grundsitzlich lassen die Studien dabei auch Riickschliis-
se auf die Nutzung smarter Gerite im Allgemeinen und die Praferenzen zur
Privatsphire zu.

5.1 Umfrage 1

Die erste Umfrage wurde als quantitative Erhebung mittels eines standardi-
sierten Fragebogens durchgefiihrt. Sie bestand hauptsichlich aus Fragen
mit einer 6-stufigen Likert-Skala, sowie einigen offenen Fragen und wur-
de mit dem Umfragetool Lime-Survey erstellt. Am Ende lagen von 607
Teilnehmenden auswertbare Fragebdgen vor, die mittels deskriptiver und
Inferenzstatistik mit dem Programm SPSS analysiert wurden. Die Ergebnis-
se sind:
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+ Die Befragten finden die Erhebung mit Kameras und Mikrofonen deut-
lich problematischer als die Erhebung von Meta-Daten (wie z. B. Nut-
zungsdaten von Steckdosen oder MAC-Scannern). Das zeigt, dass fiir
Risiken durch die Ubertragung solcher Daten ein zu niedriges Bewusst-
sein herrscht, trotz der in Kapitel 2 dargestellten Probleme.

+ Insgesamt wiinschen sich die Befragten, iiber Sensoren von Smart Ho-
me-Gegenstanden informiert zu werden (bspw. ist fiir 94,05 % der Be-
fragten eine Informierung {iber das Vorhandensein von Kameras wich-
tig).

« Kontrolle iiber die Sensoren auszuiiben, ist den Befragten ebenfalls wich-
tig (83,89 % der Befragten ist die Moglichkeit zur Deaktivierung von
Kameras wichtig).

« Je frither iiber Kameras, Mikrofone und weiteres informiert wird, desto
besser wird dies bewertet (83,44 % der Befragten finden eine Informie-
rung beim Betreten eines Smart-Homes fiir ,eher gut® bis ,,sehr gut®).

« Sie priferieren dabei, iiber Anzeigen informiert zu werden oder aber
durch das eigene Smartphone, gegeniiber Durchsagen. (84,55 % der
Befragten befinden die Informierung via Displayanzeige ,eher gut“ bis
»sehr gut®, 69,03 % via Smartphone und nur 41,90 % per Durchsage).

85,38 % der Smart-Home Nutzer:innen halten einen Privacy-Meta-Assis-
tenten fiir teilweise niitzlich bis essenziell. Personen, die bereits Smart
Home-Gerite benutzen, sind auch als Besucher:innen in der Tendenz
eher bereit, gewisse Daten fiilr DAMA bereitzustellen und Funktionen
des Meta-Assistenten benutzen. Personen, die bisher keine Gerite benut-
zen, sind tendenziell eher skeptisch gegeniiber dem Meta-Assistenten
und ihre Daten stérker schiitzen zu wollen. Auch sehen sie die Automati-
sierung kritischer.

+ Sowohl der Meta-Assistent als auch Smart Home-Gerite im Allgemeinen
erzeugen bei einigen Befragten Skepsis. Hier muss es durch Transparenz
und Optionalitdt der Funktionen gelingen, diese Bedenken auszurdu-
men. Deswegen ist es umso wichtiger zu reflektieren, wie Funktionen
dargestellt werden und dass die grundlegende Funktion von DAMA auch
ohne Automatisierung, sondern nur durch eine manuelle Bedienung
funktionieren muss (Datensparsamkeit).
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5.2 Umfrage 2

In einer weiteren Online-Umfrage standen Préferenzen von Nutzern beziig-
lich der Abschaltung bestimmter Komponenten und Gerite in bestimmten
Situationen im Fokus. Hier wurden qualitative und quantitative Daten er-
fasst und ausgewertet. Durch Clustering-Verfahren sollte erforscht werden,
ob es gewisse Patterns bei der Bewertung von Situationen in Zusammen-
hang mit Smart-Home Geriten und Komponenten gibt.

Die Ergebnisse unserer Online-Umfrage mit insgesamt 495 vollstindig
und sorgfiltig (Bearbeitungszeit > 3 Minuten) ausgefiillten Fragebogen
bestitigten die Relevanz von Situationsmodi bei Entscheidungen zur Deak-
tivierung von Geratekomponenten.

Eine Gemeinsamkeit lag im Wunsch der Teilnehmenden, bestimmte
Komponenten gemeinsam zu deaktivieren, insbesondere, wenn sie dhnli-
che Funktionen hatten, wie Mikrofon, Kamera oder Lautsprecher. Die
Funktion ist dabei ausschlaggebender als das Gerit, in dem sie realisiert
ist. Komponenten, die Bild und/oder Ton aufzeichnen, wurden dabei als
potenziell grofite Gefahr fiir die Privatsphére eingeschatzt.

Ein Beispiel verdeutlicht diese Ergebnisse: Wenn Personen allein zu
Hause waren, wollten 51,5 % in bestimmten Situationen mindestens die
Sensoren (Mikrofone) des Smart-TV und des Sprachassistenten gemeinsam
deaktivieren, weitere Funktionen aber gerne behalten.

Es zeigte sich zudem, dass mit zunehmender Ungewissheit der Situation
der Wunsch nach Deaktivierung von Komponenten stirker ausgepragt
war, wie beispielsweise, wenn die Situation schwieriger zu bewerten ist,
z. B. durch die Anwesenheit unbekannter Personen. Dies duflerte sich
in einer Reduktion der Anzahl von Clustern und einer verbesserten Qua-
litait des Clusterings. Der Wunsch, Sensor-Komponenten gemeinsam zu
deaktivieren, war dann besonders ausgeprigt. Hier wire eine granulare
Steuerung von Geritekomponenten gewliinscht (z. B. nur die Mikrophone
verschiedener Gerite temporir zu deaktivieren), was die meisten Herstel-
ler solcher Gerite jedoch nicht unterstiitzen. Eine interessante Ausnahme
bildete die Situation »Fremde zu Besuch im eigenen Smart-Home«, wo
der Sicherheitswunsch iitberwog, und deshalb die im Smart-Home-Szenario
vorhandene Kamera nicht deaktiviert werden sollte.

Insgesamt verdeutlichten diese Ergebnisse die Vielschichtigkeit der Ent-
scheidungsprozesse im Zusammenhang mit der Deaktivierung von Gera-
tekomponenten und die Bedeutung einer differenzierten Betrachtung des
Kontextes.
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5.3 Umfrage 3

Bei der dritten Erhebung wurden User-Tests im Smart-Home Labor des
Fraunhofer IAO durchgefiithrt, um die implementierten Funktionalititen,
Konzepte und Anwendungspotenzial von DAMA zu evaluieren. Dabei
wurde stirker auf qualitative Methoden gesetzt. Insgesamt haben 13 Pro-
band:innen an den Experimenten teilgenommen. Die Tests setzten sich
dabei sowohl aus einem theoretischen Part als auch aus einem praktischen,
interaktiven Part zusammen. Im interaktiven Part sollten die Versuchsper-
sonen das System ohne vorherige Einweisung nutzen. Der Versuch an sich
wurde mit der Thinking Aloud-Methode durchgefiihrt und mit Interviews
und kurzen Fragebogen abgerundet.

Das Ergebnis der Versuche war, dass die Versuchspersonen durch DAMA
besser informiert sind und beispielsweise Gefahren fiir den Datenschutz
erkennen, die ihnen davor nicht bewusst waren. Die Bedingung des Meta-
Assistenten gelang ihnen dabei meist intuitiv, und sie konnten fiir vorgege-
bene Situationen die vorhandenen Smart Home-Gegenstinde und deren
Sensoren so steuern, dass sie sich in der Umgebung wohlfiihlten und ihre
Privatheit verbessert war.

Im Rahmen der Experimente haben wir die Versuchspersonen befragt,
wie sie sich in Konfliktsituationen entscheiden wiirden. Also Situationen,
in denen sich mehrere Personen im Smart Home befinden und nicht iiber-
einstimmen, welche Gerate und Sensoren deaktiviert werden sollen. In
den vorgestellten Szenarien haben sich die Versuchspersonen iiberwiegend
fiir die Option entschieden, die datenschutzsensibler ist, also dafiir Gerite
abzuschalten, auch wenn deren Verwendung von Personen in der Situati-
on gewiinscht wurde. Wenn zum Beispiel ein Gast sie als Bewohner:in
bitten wiirde, Smart Home Gerdte abzuschalten, wiirden dies 92 % der Ver-
suchspersonen tun. Jedoch sind die Versuchspersonen dabei immer darum
bemiiht einen Kompromiss zu finden oder die andere Seite zu {iberzeugen,
statt ihren Willen einfach durchzusetzen. Das heift, hierfiir ist eine tech-
nische Losung nicht unbedingt die optimale Variante. Was der Assistent
jedoch leisten kann, ist 1.) Die Personen erstmalig auf die Gerdte hinzuwei-
sen. 2.) Alle notwendigen Informationen fiir die Entscheidung geben. Auch
wenn die letztendliche Kompromissfindung bei den Personen liegt, kénnen
diese durch DAMA die Basis fiir ihre informationelle Selbstbestimmung in
solchen Situationen verbessern.
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6. Schluss

Smarte Geréte und KI-basierte Assistenten werden in privaten sowie pro-
fessionellen Umgebungen aktuellen Trends nach in Zukunft noch stirker
als heute zum Einsatz kommen. Da Gerite- und Okosystemhersteller wenig
Transparenz und Kontrolle {iber die Sammlung der Daten ermdglichen
und meist entgegengesetzte Interessen und Motive haben, wird so die
Datenautonomie und Transparenz fiir die Benutzer:innen abnehmen und
weitestgehend unkontrollierbar.

In diesem Paper stellten wir den Smart-Home Privacy-Assistenten »DA-
MA« in seiner aktuellen Auspragung vor. Das System kann durch situative
Erkennung des Kontextes und das Konzept der Situations-Modi semi-au-
tomatisch Sensoren und Aktoren in smarten Umgebungen dahingehend
regulieren, dass eine erhéhte Transparenz fiir die Benutzer:innen erreicht
wird, als auch eine Stirkung der Privatsphdre und Datenautonomie mog-
lich wird. Es wurde ein funktionsfihiger Prototyp implementiert und seine
Architektur und Funktionsweise dargestellt. Dariiber hinaus wurde das
System anhand der Ergebnisse mehrerer Nutzerstudien weiterentwickelt
und evaluiert. Das System liefert so einen praktischen und Beitrag zur
Starkung der Datenautonomie in Umgebungen mit smarten Gerédten und
KI-basierten Assistenten. Die Nutzung der Gerdte und Funktionen bleibt
weiterhin gegeben und wird nur in vom Benutzer gewiinschten Situationen
tempordr, feingranular und automatisch reguliert. Benutzer:innen, aber
auch Giste in smarten Umgebungen werden dabei durchgehend iiber die
im Einsatz befindlichen Gerdte und deren Satus aufgeklart und konnen so
wohlinformierte Entscheidungen treffen.

Danksagung

Wir danken ausdriicklich der Baden-Wiirttemberg Stiftung fiir die finanzi-
elle Unterstiitzung unserer Forschungsarbeit. Ihre fachliche und finanzielle
Unterstiitzung war fiir den Erfolg des Projektes entscheidend.

Literatur

Brandt Mathias (7. Januar 2020): Wo Alexa und Co. im Einsatz sind. URL: https://de.st
atista.com/infografik/20414/orte-an-denen-smart-speaker-genutzt-werden/ (besucht
am 19.6.2020).

261

https://doi.org/10,5771/9783748840173 - am 18.01,2028, 08:53:17.



https://de.statista.com/infografik/20414/orte-an-denen-smart-speaker-genutzt-werden/
https://de.statista.com/infografik/20414/orte-an-denen-smart-speaker-genutzt-werden/
https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://de.statista.com/infografik/20414/orte-an-denen-smart-speaker-genutzt-werden/
https://de.statista.com/infografik/20414/orte-an-denen-smart-speaker-genutzt-werden/

Christopher Ruff, Alexander Orlowski, Andrea Horch

Breithut Jorg (3. Januar 2020): Kamerabesitzer konnte in fremde Wohnungen schauen.
SPIEGEL Online URL: https://www.spiegel.de/netzwelt/gadgets/xiaomi-kamera
besitzer-sah-in-fremde-wohnungen-google-reagiert-a-1303518.html (besucht am
19.6.2020).

Bundesamt fiir Sicherheit in der Informationstechnik BSI (06 Mai 2022): IT-Sicher-
heitskennzeichen jetzt auch fiir smarte Verbraucherprodukte. Pressemitteilung.
URL: https://www.bsi.bund.de/DE/Service-Navi/Presse/Pressemitteilungen/Pr
esse2022/220504_IT-SiK-Erweiterung.html (besucht am 8.8.2022).

BVerfGE 65,1 - 71 - 1 BvR 209/83 -, Rn. 1-215.

Feldmeier Felix; Hermann, Maximilian; Kohou, Lukas; Lauenroth, Kim; Salomon,
Gabriela; Thiel, Christian und Westermeier, Michael (2022): Neue Mehrwerte im
Smart Home durch Daten. Berlin: BITKOM. URL: https://www.bitkom.org/sites/m
ain/files/2022-09/220909_LF_Neue-Mehrwerte-im-Smart-Home-durch-Daten.pdf
(besucht am 8.8.2022).

Ghiglieri, Marco; Hansen, Marit; Nebel, Maxi; Porschke, Julia Victoria und Simo
Fhom, Hervais (2016): Smart-TV und Privatheit: Bedrohungspotenziale und Hand-
lungsmoglichkeiten. Forschungsbericht. Karlsruhe: Forum Privatheit und selbstbe-
stimmtes Leben in der digitalen Welt. URL: https://plattform-privatheit.de/p-prv-w
Assets/wp-content/uploads/Forschungsbericht-Smart-TV-und-Privatheit_Druckfass
ung-1.pdf (besucht am 11. Juni 2024)

Guhr, Nadine; Werth, Oliver; Blacha, Philip Peter Hermann und Breitner, Michael H.
(2020): Privacy concerns in the smart home context. SN Applied Sciences, 2(2). doi:
10.1007/s42452-020-2025-8.

Hensen, Christian (2022): Saugroboter mit Kamera reinigte ihr Bad — danach landeten
Bilder einer Frau auf der Toilette im Netz. STERN.De. URL: https://www.stern.de/di
gital/online/saugroboter-mit-kamera--bilder-einer-frau-auf-der-toilette-landeten-im
-netz-33027364.html (besucht am 19.6.2020).

Hern, Alex (2019): ‘Amazon staff listen to customers’ Alexa recordings, report says: Staff
review audio in effort to help Al-powered voice assistant respond to commands. The
Guardian. URL: https://www.theguardian.com/technology/2019/apr/11/amazon-staf
f-listen-to-customers-alexa-recordings-report-says (besucht am 19.6.2020).

Jandt, Silke (2016): Informationelle Selbstbestimmung. In: Heesen, Jessica (Hrsg.):
Handbuch Medien- und Informationsethik. Stuttgart: J.B.Metzler, S.195-201. doi:
10.1007/978-3-476-05394-7_26.

Kroger, Jacob (2019): Unexpected Inferences from Sensor Data: A Hidden Privacy
Threat in the Internet of Things. In: Strous, Leon und Cerf, Vinton (Hrsg.): Internet
of Things. Information Processing in an Increasingly Connected World. IFIPIoT 2018.
Cham: Springer, S. 147-159. doi: 10.1007/978-3-030-15651-0_13.

Lutz, Christoph und Newlands, Gemma (2021): Privacy and smart speakers:
A multi-dimensional approach. The Information Society, 37(3), S.147-162. doi:
10.1080/01972243.2021.1897914.

262

- am 18.01.2028, 08:53:1; Ops


https://www.spiegel.de/netzwelt/gadgets/xiaomi-kamerabesitzer-sah-in-fremde-wohnungen-google-reagiert-a-1303518.html
https://www.spiegel.de/netzwelt/gadgets/xiaomi-kamerabesitzer-sah-in-fremde-wohnungen-google-reagiert-a-1303518.html
https://www.bsi.bund.de/DE/Service-Navi/Presse/Pressemitteilungen/Presse2022/220504_IT-SiK-Erweiterung.html
https://www.bsi.bund.de/DE/Service-Navi/Presse/Pressemitteilungen/Presse2022/220504_IT-SiK-Erweiterung.html
https://www.bitkom.org/sites/main/files/2022-09/220909_LF_Neue-Mehrwerte-im-Smart-Home-durch-Daten.pdf
https://www.bitkom.org/sites/main/files/2022-09/220909_LF_Neue-Mehrwerte-im-Smart-Home-durch-Daten.pdf
https://plattform-privatheit.de/p-prv-wAssets/wp-content/uploads/Forschungsbericht-Smart-TV-und-Privatheit_Druckfassung-1.pdf
https://plattform-privatheit.de/p-prv-wAssets/wp-content/uploads/Forschungsbericht-Smart-TV-und-Privatheit_Druckfassung-1.pdf
https://plattform-privatheit.de/p-prv-wAssets/wp-content/uploads/Forschungsbericht-Smart-TV-und-Privatheit_Druckfassung-1.pdf
https://www.stern.de/digital/online/saugroboter-mit-kamera--bilder-einer-frau-auf-der-toilette-landeten-im-netz-33027364.html
https://www.stern.de/digital/online/saugroboter-mit-kamera--bilder-einer-frau-auf-der-toilette-landeten-im-netz-33027364.html
https://www.stern.de/digital/online/saugroboter-mit-kamera--bilder-einer-frau-auf-der-toilette-landeten-im-netz-33027364.html
https://www.theguardian.com/technology/2019/apr/11/amazon-staff-listen-to-customers-alexa-recordings-report-says
https://www.theguardian.com/technology/2019/apr/11/amazon-staff-listen-to-customers-alexa-recordings-report-says
https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://www.spiegel.de/netzwelt/gadgets/xiaomi-kamerabesitzer-sah-in-fremde-wohnungen-google-reagiert-a-1303518.html
https://www.spiegel.de/netzwelt/gadgets/xiaomi-kamerabesitzer-sah-in-fremde-wohnungen-google-reagiert-a-1303518.html
https://www.bsi.bund.de/DE/Service-Navi/Presse/Pressemitteilungen/Presse2022/220504_IT-SiK-Erweiterung.html
https://www.bsi.bund.de/DE/Service-Navi/Presse/Pressemitteilungen/Presse2022/220504_IT-SiK-Erweiterung.html
https://www.bitkom.org/sites/main/files/2022-09/220909_LF_Neue-Mehrwerte-im-Smart-Home-durch-Daten.pdf
https://www.bitkom.org/sites/main/files/2022-09/220909_LF_Neue-Mehrwerte-im-Smart-Home-durch-Daten.pdf
https://plattform-privatheit.de/p-prv-wAssets/wp-content/uploads/Forschungsbericht-Smart-TV-und-Privatheit_Druckfassung-1.pdf
https://plattform-privatheit.de/p-prv-wAssets/wp-content/uploads/Forschungsbericht-Smart-TV-und-Privatheit_Druckfassung-1.pdf
https://plattform-privatheit.de/p-prv-wAssets/wp-content/uploads/Forschungsbericht-Smart-TV-und-Privatheit_Druckfassung-1.pdf
https://www.stern.de/digital/online/saugroboter-mit-kamera--bilder-einer-frau-auf-der-toilette-landeten-im-netz-33027364.html
https://www.stern.de/digital/online/saugroboter-mit-kamera--bilder-einer-frau-auf-der-toilette-landeten-im-netz-33027364.html
https://www.stern.de/digital/online/saugroboter-mit-kamera--bilder-einer-frau-auf-der-toilette-landeten-im-netz-33027364.html
https://www.theguardian.com/technology/2019/apr/11/amazon-staff-listen-to-customers-alexa-recordings-report-says
https://www.theguardian.com/technology/2019/apr/11/amazon-staff-listen-to-customers-alexa-recordings-report-says

Datenautonomie im Smart Home: eine praktische/prototypische Umsetzung

Marky, Karola; Prange, Sarah; Krell, Florian; Miihlhduser, Max und Alt, Florian
(2020): “You just can’t know about everything”: Privacy Perceptions of Smart Home
Visitors. In: Cauchard, Jessica und Lochtefeld, Markus (Hrsg.): MUM 2020: Proceed-
ings of the 19th International Conference on Mobile and Ubiquitous Multimedia. New
York: ACM Press, S. 83-95. doi: 10.1145/3428361.3428464.

Moltrecht, Klaas und Schnaack, Greta (2022): Das intelligente Zuhause: Smart Home
2022. Ein Bitkom-Studienbericht. Berlin: BITKOM. URL: https://www.bitkom.org/s
ites/main/files/2022-09/220912_Bitkom_Smart_Home_Chartbericht_2022_final.pdf
(besucht am 19.6.2020).

Miihlhoff, Rainer (2020): Pradiktive Privatheit: Warum wir alle ,etwas zu verbergen
haben" In: KI als Laboratorium? Ethik als Aufgabe! Berlin: Berlin-Brandenburgische
Akademie der Wissenschaften, S.38-45. URL: https://www.bbaw.de/files-bbaw/use
r_upload/publikationen/BBAW_Verantwortung-KI-3-2020_PDF-A-1b.pdf (besucht
am 19.6.2020).

Rajkumar, Ragunathan; Lee, Insup; Sha, Lui and Stankovic, John (2010): Cyber
Physical Systems: The Next Computing Revolution. In: DAC '10: Proceedings of
the 47th Design Automation Conference. New York: ACM Press, S.731-736. doi:
10.1145/1837274.1837461.

Sheridan, Kelly (2019): Consumers Care About Privacy, but Not Enough to Act on It.
DarkReading. URL: https://www.darkreading.com/threat-intelligence/consumers-ca
re-about-privacy-but-not-enough-to-act-on-it (besucht am 01.02.2024).

Wachter, Sandra (2018): Normative Challenges of Identification in the Internet of
Things: Privacy, Profiling, Discrimination, and the GDPR. Computer Law & Securi-
ty Review, 34 (3), S. 436-449. doi: 10.2139/ssrn.3083554.

263

https://doi.org/10,5771/9783748840173 - am 18.01,2028, 08:53:17.



https://www.bitkom.org/sites/main/files/2022-09/220912_Bitkom_Smart_Home_Chartbericht_2022_final.pdf
https://www.bitkom.org/sites/main/files/2022-09/220912_Bitkom_Smart_Home_Chartbericht_2022_final.pdf
https://www.bbaw.de/files-bbaw/user_upload/publikationen/BBAW_Verantwortung-KI-3-2020_PDF-A-1b.pdf
https://www.bbaw.de/files-bbaw/user_upload/publikationen/BBAW_Verantwortung-KI-3-2020_PDF-A-1b.pdf
https://www.darkreading.com/author/kelly-sheridan
https://www.darkreading.com/threat-intelligence/consumers-care-about-privacy-but-not-enough-to-act-on-it
https://www.darkreading.com/threat-intelligence/consumers-care-about-privacy-but-not-enough-to-act-on-it
https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://www.bitkom.org/sites/main/files/2022-09/220912_Bitkom_Smart_Home_Chartbericht_2022_final.pdf
https://www.bitkom.org/sites/main/files/2022-09/220912_Bitkom_Smart_Home_Chartbericht_2022_final.pdf
https://www.bbaw.de/files-bbaw/user_upload/publikationen/BBAW_Verantwortung-KI-3-2020_PDF-A-1b.pdf
https://www.bbaw.de/files-bbaw/user_upload/publikationen/BBAW_Verantwortung-KI-3-2020_PDF-A-1b.pdf
https://www.darkreading.com/author/kelly-sheridan
https://www.darkreading.com/threat-intelligence/consumers-care-about-privacy-but-not-enough-to-act-on-it
https://www.darkreading.com/threat-intelligence/consumers-care-about-privacy-but-not-enough-to-act-on-it

m 18.01.2026, 08:53:1


https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Standard Health Consent — Ein partizipativer
Einwilligungsmanagment-Ansatz fiir die Nutzung von
Gesundheitsdaten aus Apps und Wearables

Stefanie Briickner, F. Gerrik Verhees, Peter Schwarz, Andrea Pfennig,
Stephen Gilbert

Zusammenfassung

Gesundheits-Apps und Wearables erfreuen sich immer groflerer Beliebt-
heit. Uber Sensorenmessungen und manuelle Eintrige kdnnen Menschen
so einfach eine Vielzahl gesundheitsrelevanter Parameter in ihrem Alltag
aufzeichnen. In diesen Daten stecken wichtige Informationen nicht nur
tiir die eigene Gesundheitsversorgung, sondern auch fiir die Sekundérnut-
zung wie beispielsweise fiir die medizinische Forschung. Das Potenzial
ist erkannt und Initiativen zu einer gemeinsamen Nutzung von Gesund-
heitsdaten, wie der Europiische Gesundheitsdatenraum, sollen neben den
klassischen klinischen Gesundheitsdaten auch die aus Apps und Wearables
beriicksichtigen. Der bisherige Entwurf lasst jedoch offen, wie Biirger:in-
nen die Kontrolle {iber die Weitergabe ihrer Daten ausiiben konnen. Wir
beschreiben einen neuen, standardisierten Ansatz fiir die Einholung und
Verwaltung von Einwilligungen fiir das Teilen von Gesundheitsdaten aus
Apps und Wearables, den Standard Health Consent. Die digitale Standard
Health Consent-Plattform konnte Biirger:innen die Kontrolle {iber die Ver-
wendung ihrer Gesundheitsdaten geben und zu der Entwicklung eines
fairen und vertrauenswiirdigen Gesundheitsdatendkosystems beitragen. In
einer ersten Pilotumfrage mit Arzt:innen werden die Meinungen dieser
Fachgruppe zu von Patient:innen digital selbst erfassten Gesundheitsdaten
sowie digitalem Einwilligungsmanagement erfasst.

1. Die digitale Vermessung der Gesundheit

Die Gesundheitssysteme der OECD-Staaten stehen unter einem hohen
Druck, der sich aus der Kombination einer immer alter werdenden Be-
volkerung, dem starken Anstieg an lebensstil- und umweltbedingten chro-
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nischen Erkrankungen sowie einem wachsenden Fachkriftemangel in Ge-
sundheits- und Sozialberufen ergibt.! Die Komplexitit dieser Problemlage
erfordert vielfiltige Losungsansitze, wobei besonders hohe Erwartungen
in die Digitalisierung der Gesundheitsversorgung gesetzt werden. Mit
dem Einsatz von Informationstechnologie und innovativen Tools wie Ge-
sundheits-Apps, Telemedizinservices oder Kiinstlicher Intelligenz soll eine
zeitgemifle und datenbasierte Gesundheitsversorgung etabliert werden. In
einem digitalisierten Gesundheitssystem nehmen Daten eine Schliisselrolle
ein.

Bisher waren Gesundheitsdaten auf klinische Informationen beschrankt,
die in den Praxen, Krankenhausern und Laboren erhoben und dokumen-
tiert wurden, wie z. B. Laborergebnisse, medizinische Diagnosen und
Medikamentenverordnungen. Mit dem Aufkommen und der rasanten Ver-
breitung von Smartphones und Wearables konnen Menschen heute selbst-
standig eine Vielzahl gesundheitsbezogener Parameter in ihrem Alltag auf-
zeichnen (Abb. 1). Dies geschieht tiber manuelle Eintrdge in Apps (z.B.
Symptomtagebiicher, Medikamenteneinnahme) oder iiber Messungen mit
eingebauten Sensoren (z.B. Herzfrequenz, Blutzucker).

Gesundheits-Apps und Wearables bilden eine heterogene Gruppe, die
man grob in zwei grofle Kategorien unterteilen kann.? Auf der einen
Seite stehen die CE-pflichtigen Gesundheits-Apps, die unter das Medizin-
produktegesetz fallen und fiir spezifische medizinische Anwendungsfille
entwickelt wurden. Diese Apps miissen die Anforderungen der Medizin-
produkteverordnung erfiillen und sind damit reguliert. In mehreren EU-
Landern, darunter Deutschland, Belgien und Frankreich, wurden spezielle
Erstattungssysteme fiir Gesundheits-Apps eingefiihrt, da man ihren Nut-
zen erkannt hat, und ihre Integration ins Versorgungssystem erleichtern
will.3 Um sich in Deutschland fiir den Erstattungsweg “App auf Rezept” zu
qualifizieren, miissen App-Hersteller spezifische Standards bei Sicherheit,
Funktionalitit, Datenschutz und Interoperabilitat erfiillen. Auflerdem miis-
sen die Apps einen entsprechenden medizinischen Nutzen oder patienten-

1 OECD, Health at a Glance 2023 2023; Robert Koch-Institut, Gesundheit in Deutschland
2015; PwC Deutschland, Fachkriftemangel im Gesundheitswesen: Wenn die Pflege
selbst zum Pflegefall wird.

2 Sadare u. a., Can Apple and Google continue as health app gatekeepers as well as
distributors and developers?, Npj Digit. Med. 2023, L.

3 van Kessel u. a., Digital Health Reimbursement Strategies of 8 European Countries and
Israel: Scoping Review and Policy Mapping, JMIR MHealth UHealth 2023, €49003.
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Abbildung 1: Beispiele von Patient:innen selbst erfassten Gesundheitsdaten
aus Apps und Wearables sowie maégliche Nutzungsszenarien.

relevante Struktur- und Verfahrensverbesserungen nachweisen.* Die zweite
Kategorie an Gesundheits-Apps sind die Lifestyle- und Wellness-Apps, die
nicht fiir einen spezifischen medizinischen Anwendungsfall entwickelt
wurden und keine CE-Zertifizierung brauchen. Entsprechend sind diese
Apps unreguliert und nicht kontrolliert.

Gesundheits-Apps und Wearables erweitern das Gesundheitssystem und
lassen die Gesundheitsversorgung heute mit dem Smartphone in der Ho-
sentasche oder dem Smart Ring am Finger beginnen. Sie bieten den
Anwender:innen eine Vielzahl an Funktionen fiirs eigene Gesundheitsma-
nagement, wie beispielsweise personalisierte Gesundheitsinformationen,
Erinnerungsfunktionen, Trainingspldne zum Erreichen von Gesundheits-
zielen sowie das Aufzeichnen und Uberwachen gesundheitsbezogener Pa-
rameter.’ In der Interaktion mit den Apps und Wearbles werden wertvolle
und detaillierte Verlaufs- und Echtzeitdaten gesammelt, die vollkommen
neue Einblicke in den Gesundheits- und Krankheitszustand eines Men-

4 DiGAV - Verordnung iiber das Verfahren und die Anforderungen zur Priifung der
Erstattungsfahigkeit digitaler Gesundheitsanwendungen in der gesetzlichen Kranken-
versicherung, abrufbar unter https://www.gesetze-im-internet.de/digav/BJNR0768000
20.html.

5 Mendiola u. a., Valuable Features in Mobile Health Apps for Patients and Consumers:
Content Analysis of Apps and User Rating, JMIR MHealth UHealth 2015.
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schen geben. Von Patient:innen auf diese Weise selbst erfasste Gesund-
heitsdaten sind kritische Informationen fiir die eigene Versorgung, da
sie Pravention, Diagnostik und Therapie verbessern kénnen und persona-
lisierte Medizin ermdglichen.® So kénnen beispielsweise Menschen mit
Diabetes mellitus {iber digitale Diabetes-Management-Tools und kontinu-
ierliches Blutzuckermonitoring engmaschig Informationen zu Krankheits-
verlauf und Lebensstil aufzeichnen. Diese Daten sind weitaus detaillierter
und umfassender als sie jemals wahrend der Besuche bei den entsprechen-
den Arzt:innen protokolliert werden konnten. Zugang und Analyse dieser
Daten sind die Grundlage, um aus den Informationen individuelle Beratun-
gen zu Lebensstilainderungen oder auch Therapieanpassungen vornehmen
zu konnen.” Auch fir den Bereich Mental Health stecken in den von
Patient:innen digital selbst erfassten Gesundheitsdaten grofle Potenziale:
Von Smartwatches aufgezeichnete Herzfrequenz- and Atemfrequenzdaten
liefern wichtige Informationen zu Stresserfahrungen und kdnnen beispiels-
weise beim Stressmanagement am Arbeitsplatz eingesetzt werden.® Aufler-
dem konnten Fitnesstracker u.a. bei der Therapie von Posttraumatischen
Belastungsstorungen helfen, die von Patient:innen und Arzt:innen festge-
setzten Gesundheitsziele zu tiberwachen und anzupassen.® Wie in klassi-
schen, nicht-digitalen Therapieansitzen spielt auch bei Gesundheits-Apps
die Patientencompliance eine zentrale Rolle. Denn um den vollen Nutzen
der Anwendungen zu erfahren, miissen Patient:innen diese langfristig und
konsequent nutzen, was bisher noch eine Herausforderung darstellt.!?

Auch auflerhalb der Patientenversorgung, in der sogenannten Sekundar-
nutzung von Gesundheitsdaten, sind die Daten aus Apps und Wearables
von grofler Bedeutung. In diesen Bereich fallen viele Anwendungsszena-
rien, darunter medizinische Forschung, Public Health Monitoring, Ent-
wicklung von Medizinprodukten und Politikgestaltung. Die Verbindung

6 Jim u. a,Innovations in research and clinical care using patient-generated health data,
CA. Cancer J. Clin. 2020.

7 Nagpal u. a., Patient-Generated Data Analytics of Health Behaviors of People Living
With Type 2 Diabetes: Scoping Review, JMIR Diabetes 2021, €29027.

8 Lucas u. a., Sex differences in heart rate responses to occupational stress, Stress 2020,
13.

9 Saleem u. a., Veteran and Staff Experience from a Pilot Program of Health Care
System-Distributed Wearable Devices and Data Sharing, Appl. Clin. Inform. 2022,
532.

10 Vaghefi/Tulu, The continued use of mobile health apps: insights from a longitudinal
study, JMIR MHealth UHealth 2019.
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von Datensétzen unterschiedlicher Herkunft schafft hier neue Erkenntnis-
se und Potenziale. So konnten beispielsweise wahrend der Corona-Pande-
mie durch “Datenspenden”, d.h. iiber eine auf Einwilligung basierende,
freiwillige Freigabe von Daten aus Fitnesstrackern, in Forschungsprojekten
in Deutschland und Grof3britannien Erkenntnisse zu Krankheitsverldufen
und zum Pandemiegeschehen gewonnen werden.!!

Egal ob fiir Patientenversorgung oder fiir die Sekunddrnutzung, um
Gesundheitsdaten aus Apps und Wearables verwertbar zu machen, werden
die parallelen rasanten Fortschritte in der Entwicklung und dem Einsatz
Kiinstlicher Intelligenz, wie z.B. Deep Learning oder Foundational Models,
eine wichtige Rolle spielen.’> Mithilfe dieser Algorithmen konnen grofle
Mengen an Daten aus verschiedenen Quellen gesammelt, aufgearbeitet und
analysiert werden.

2. Die Zukunft der Gesundheitsdatennutzung: Kontroverse um die
Einwilligungsfrage beim Europdischen Gesundheitsdatenraum

Gepragt von den Erfahrungen aus der Corona-Pandemie, in denen der Zu-
griff - oder eben der fehlende - auf Echtzeit-Gesundheitsdaten der Bevolke-
rung wichtig war, wurde im Mai 2022 der erste Entwurf zum Europdischen
Gesundheitsdatenraum (European Health Data Space, EHDS) vorgelegt.!?
Diese regulatorische Initiative hat den Anspruch, EU-weit einheitliche Rah-
menbedingungen mit klaren Regeln, Standards, Verfahren, Infrastruktur
und Data Governance fiir die gemeinsame Nutzung von Gesundheitsdaten
zu schaffen. Zum einen sollen Gesundheitsdaten fiir die Patientenversor-
gung fiir Biirger:innen und Behandler:innen besser zugianglich sein. Zum
anderen soll auf diese Weise auch die Sekundarnutzung durch Wissenschaft
und Industrie sowie Politik und Regulatorik zum Zwecke des Gemeinwohls
ermOglicht werden. Erstmals werden dabei neben den traditionellen klini-
schen Gesundheitsdaten auch die Daten von Apps und Wearables aufge-
fithrt. Ein Aspekt im Entwurf zum EHDS hat dabei eine grofie Debatte aus-
gelost: Der derzeitige Entwurf sieht keine Kontrollmechanismen fiir Biir-

11 Menni u. a., Real-time tracking of self-reported symptoms to predict potential
COVID-19, Nat. Med. 2020, 1037.

12 Howell u. a., Three Epochs of Artificial Intelligence in Health Care, JAMA 2024, 242.

13 Proposal for a Regulation of the European Parliament and of the Council on the
European Health Data Space.
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ger:innen bei der Weitergabe von anonymisierten bzw. pseudonymisierten
Gesundheitsdaten aus den elektronischen Patientenakten der Patient:innen
vor. Dieses Vorgehen ist von der Europiischen Datenschutzgrundversor-
gung gestattet, die eine Weitergabe entpersonalisierter Gesundheitsdaten
unter bestimmten Bedingungen erlaubt." Fiir den EHDS werden dazu auf
nationaler Ebene Zugangsstellen geschaffen, die {iber Antrage zu Datenan-
fragen basierend auf dem Forschungszweck und nicht dem Antragsteller
entscheiden. Studien haben gezeigt, dass viele Menschen grundsitzlich
auch bereit sind, ihre Gesundheitsdaten fiir Forschungszwecke zu teilen.>
Diese Bereitschaft hingt jedoch davon ab, dass die Menschen entscheiden
konnen, welche Daten mit wem geteilt werden und ob es Transparenz
beziiglich der Datenempfinger gibt. Wahrend die Teilungsbereitschaft fiir
Forschungsprojekte von Gesundheitsfachkréften oder 6ffentlichen Gesund-
heitseinrichtungen hoch ist (71% bzw. 53%), finden privatwirtschaftlich
geleitete Projekte (z.B. von Pharma- oder Medizintechnologie-Unterneh-
men) nur geringe Unterstiitzung (>=17%).1® Wird die Bevdlkerung nicht
aktiv in die Aushandlungen der Bedingungen von Datennutzungsprogram-
men einbezogen, kann dies zu Ablehnung und Misstrauen fithren, wie
die fehlgeschlagene Strategie zum Datennutzungsprogramm care.data des
National Health Service NHS in Groflbritannien gezeigt hat.” Dass eine
Sekundérnutzung traditioneller Gesundheitsdaten ohne Patienteneinwilli-
gung aufgesetzt werden kann, wird unter anderem damit begriindet, dass
Gesundheitsdaten in einem solidarisch finanzierten Gesundheitssystem als
Gemeingut klassifiziert werden konnen und somit fiir Zwecke des Gemein-
wohls verwendbar sein sollten.’® Da die Smartphones und Fitnesstracker,
Gber die Biirger:innen und Patient:innen in ihrem Alltag in eigener Mo-
tivation Gesundheitsdaten sammeln, eigenfinanziert werden, gilt dieses
Argument nicht. Zudem lassen die sensiblen Informationen tiefgreifende

14 Verordnung (EU) 2016/679 des Europdischen Parlaments und des Rates vom
27. April 2016 zum Schutz natiirlicher Personen bei der Verarbeitung personenbezo-
gener Daten, zum freien Datenverkehr und zur Authebung der Richtlinie 95/46/EG
(Datenschutz-Grundverordnung) (Text von Bedeutung fiir den EWR).

15 Buhr u. a., Attitudes Toward Mobile Apps for Pandemic Research Among Smart-
phone Users in Germany: National Survey, JMIR MHealth UHealth 2022, e31857;
Weisband u. a., GIHF-AI Study 2023.

16 BEUC, Consumer attitudes to health data sharing.

17 Mundasad, NHS data-sharing project scrapped.

18 Mills/Miller, Why we need a new social contract for data in healthcare, abrufbar
unter https://www.weforum.org/agenda/2019/03/why-we-need-a-new-social-contrac
t-for-data-in-healthcare/.
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Schliisse nicht nur iiber die Lebenssituation, Verhaltensmuster, sexuelle
und religiose Orientierungen der Person zu, die die App benutzt, sondern
auch iiber Menschen, mit denen sie interagiert. Es ist fraglich, wie man
Menschen dazu bewegen kann, solche sensiblen Daten in die elektronische
Patientenakte zu laden, wenn sie danach nicht mehr iiber die weitere Ver-
wendung mitentscheiden konnen. Diese Problemsituation wurde auch vom
Europiischen Datenschutzausschuss (European Data Protection Board,
EDPB) benannt, und in einer Stellungnahme wird gefordert, die Sekundir-
nutzung der Daten aus Apps und Wearables ausschliefSlich nach Informed
Consent zu erlauben.” Letztlich besteht zudem ein Restrisiko zur Re-Iden-
tifizierung von Personen, da die Pseudonymisierung im Hintergrund von
sich rasant weiterentwickelnden Methoden der Kiinstliche Intelligenz und
des Machine Learning keinen vollkommenen Schutz bieten kann.2° Aus all
den genannten Griinden braucht es fiir die Nutzung von Gesundheitsdaten
aus Apps und Wearables einen neuen Gesellschaftsvertrag, der auf Einwilli-
gung und Transparenz basiert.?!

Es gibt auch Kritiker, die den grundsitzlichen Nutzen von Daten aus
Apps und Wearables anzweifeln. Dies wird vor allem mit einer mangelnden
Qualitat, Validitdat und Interoperabilitdt der Daten begriindet. Gerade das
Thema Interoperabilitit ist ein Problem, das auch klinische Versorgungsda-
ten betrifft und zweifelsohne konsequent angegangen werden muss. Als
besonders hilfreich wird sich auch hier der Einsatz von kiinstlicher Intelli-
genz, wie beispielsweise Deep Learning oder Foundational Models, erwei-
sen.?? Sie konnen grofle Mengen von Daten prozessieren und fiir die Ver-
arbeitung zuginglich machen, und sie kénnen auch fiir Qualitits-Checks
eingesetzt werden, um fehlerhafte bzw. inkonsistente Daten zu markieren.

Es bleibt zu hoffen, dass die fehlenden Kontrollmechanismen iiber die
Sekundérnutzung von Gesundheitsdaten aus Apps und Wearables in der
ndchsten Entwurfsversion zum EHDS angegangen werden und nicht zum
Ausschluss der Daten aus der Initiative fithren. Wiirde diesen Problemen

19 EDPB-EDPS, EDPB-EDPS Joint Opinion 03/2022 on the Proposal for a Regulation
on the European Health Data Space | European Data Protection Board, abrufbar
unter https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinio
n/edpb-edps-joint-opinion-032022-proposal_en.

20 Rocher u. a., Estimating the success of re-identifications in incomplete datasets using
generative models, Nat. Commun. 2019, 3069.

21 Mills/Miller, [Fn., 18 ].

22 Howell u. a., [Fn., 12].
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addquat begegnet, wiirde der EHDS seinem Anspruch gerecht, ein nachhal-
tiges Gesundheitsdatenokosystem fiir alle Beteiligten zu schaffen.??

3. Ein standardisierter Einwilligungsansatz fiir das Teilen von
Gesundheitsdaten

Wie konnte ein Kontrollsystem fiir das Teilen von Gesundheitsdaten aus
Apps und Wearables aussehen, das auf Einwilligung beruht und Biirger:in-
nen transparente Informationen iiber die Nutzung von Gesundheitsdaten
bietet? Im folgenden Abschnitt beschreiben die Autor:innen den Ansatz fiir
ein standardisiertes, zentrales System fiir das Einholen und Verwalten von
Einwilligungen zum Teilen von Gesundheitsdaten aus Apps und Wearables,
der Standard Health Consent.?* Das hier beschriebene Konzept zum Stan-
dard Health Consent wurde im Rahmen des interdisziplinaren Forschungs-
projekts PATH ,Personal Mastery Health & Wellness Data“ unter der Lei-
tung der Technischen Universitit Dresden entwickelt. 2> Forschungsschwer-
punkt des Projekts sind die Untersuchung unterschiedlicher Ansdtze zur
Nutzung von Gesundheitsdaten aus Apps und Wearables und die damit
verbundenen Einwilligungsverfahren. Uber Interviews, Umfragen und Fo-
kusgruppenarbeit werden von Beginn an die Bediirfnisse und Erwartungen
der verschiedenen Stakeholdergruppen (vor allem der Biirger:innen und
Patient:innen, aber auch der Gesundheitsfachkrifte und Digital Health In-
dustrie) erfasst und in einem iterativen Prozess in die Konzepte, Interface-
Designs und funktionale Prototypen der Standard Health Consent-Platt-
form iibersetzt. Die entwickelten Prototypen werden mit den Nutzergrup-
pen getestet und sollen am Ende des Projekts als Open-Source-Module ver-
offentlicht werden. Weiterhin sollen Optionen fiir die Nachverfolgung von
Einwilligungen sowie Mdglichkeiten zur Verbindung mit Datentreuhdnder
untersucht werden. In Abschnitt 3 werden erste Ergebnisse einer kleinen
Pilotstudie mit Arztinnen vorgestellt, die zu Gesundheitsdaten aus Apps
und Wearables sowie digitalem Einwilligungsmanagment befragt wurden.

23 Gilbert u. a., Citizen data sovereignty is key to wearables and wellness data reuse for
the common good, Npj Digit. Med. 2024, 1.

24 Briickner u. a., The Social Contract for Health and Wellness Data Sharing Needs a
Trusted Standardized Consent, Mayo Clin. Proc. Digit. Health 2023, 527.

25 Briickner u. a., [Fn.25], 527; PATH — Vernetzung und Sicherheit digitaler Systeme,
abrufbar unter https://www.forschung-it-sicherheit-kommunikationssysteme.de/proj
ekte/path-1.
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Die Standard Health Consent setzt sich aus einem Cockpit zum Ver-
walten von Einwilligungsoptionen sowie standardisierten Prozessen zur
Einholung der Zustimmung zusammen. Uber die Plattform konnen Nut-
zer:innen ein personliches Standard Health Consent-Profil erstellen und
dieses mit Gesundheits-Apps verkniipfen, sofern diese den Standard Health
Consent unterstiitzen. Im Profil konnen Nutzer:innen festlegen, welche
Gesundheitsdaten sie fiir welche Verwendungszwecke freigegeben oder
beschrinken wollen. Der Standard Health Consent greift auf bekannte
Formen der Patienteneinwilligung in der medizinischen Forschung zuriick,
darunter Broad Consent, Dynamic Consent und Meta-Consent. Broad
Consent ist das zentrale Element vieler Forschungsinitiativen, wie beispiels-
weise in Biobanks oder auch der Medizin-Informatik-Initiative, bei dem
die Patienteneinwilligung nicht an einen spezifischen Verwendungszweck
gebunden ist und Forschende somit ein hoheres Mafl an Flexibilitat ha-
ben, die gesammelten Patientendaten/-proben in zukiinftigen Forschungs-
projekten einsetzen zu diirfen.26 Die Ubertragbarkeit des Ansatz fiir eine
breite Einwilligung in die Sekundirnutzung von Gesundheitsdaten aus
Apps und Wearables ist bislang rechtswissenschaftlich nicht erdrtert und
Forschungsgegenstand der Projekts PATH. Dynamic Consent ermdoglicht es
Patient:innen, ihre Einwilligungen kontinuierlich iiber eine digitale Platt-
form zu iiberpriifen und zu dndern.?” Meta-Consent baut auf den genann-
ten Konzepten auf, wobei Patient:innen iiber eine digitale Plattform ihre
Consent-Priferenzen fiir spezifische Datentypen und Forschungszwecke
vorab festlegen.?8 Der Standard Health Consent fiir das Teilen von Gesund-
heitsdaten aus Apps und Wearables vereint Elemente dieser Konzepte in
einer einzigen standardisierten Plattform und befahigt so die Biirger:innen
zur Souveranitét {iber ihre Daten. Die Interaktion mit dem Standard Health
Consent kann iiber drei Wege erfolgen: a) iiber die Website/App von Kran-
kenkassen oder die elektronische Patientenakte, b) iiber Tablets/Terminals

26 Zenker u. a., Data protection-compliant broad consent for secondary use of health
care data and human biosamples for (bio)medical research: Towards a new German
national standard, J. Biomed. Inform. 2022, 104096; Stein/Terry, Reforming Biobank
Consent Policy: A Necessary Move Away from Broad Consent Toward Dynamic
Consent, Genet. Test. Mol. Biomark. 2013, 855.

27 Kaye u. a., Dynamic consent: a patient interface for twenty-first century research
networks, Eur. . Hum. Genet. 2015, 141.

28 Ploug/Holm, Meta consent: a flexible and autonomous way of obtaining informed
consent for secondary research, BMJ 2015, h2146.
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Abbildung 2: Interaktion zwischen Biirger:innen und der Standard Health
Consent-Plattform; Einwilligung fiir das Teilen von
Gesundheitsdaten mit der elektronischen Patientenakte (Input)
und fiir die die Nutzung der Gesundheitsdaten fiir die eigene
Versorgung oder medizinische Forschung (Output).

in Praxen und Kliniken oder c) iitber Gesundheits-Apps/Wearables, die die
Standard Health Consent-Plattform unterstiitzen (Abb.2).

Nach einem ausfiihrlichen, standardisierten Aufklarungsprozess, der in
verstdndlicher Sprache iiber die Vorteile und Risiken der Gesundheitsda-
tennutzung informiert, kénnen Biirger:innen ihre Praferenzen zum Tei-
len ihrer Daten mit der eigenen elektronischen Patientenakte, Gesund-
heitseinrichtungen und fiir die Sekundirnutzung in ihrem personlichen
Profil speichern und jederzeit iiber das Consent-Cockpit einsehen und
dynamisch dndern. Teil des Forschungsprojekts ist die Untersuchung von
neuen Methoden fur Informed Consent, um die Verstandlichkeit fiir die
Nutzer:innen zu erhdhen. Dafiir werden unterschiedliche Text- und Gra-
phik-gestiitzte Aufklarungselemente mit Nutzergruppen getestet. Neue Ge-
sundheits-Apps, die das Standard Health Consent-System unterstiitzen,
konnen von den Biirger:innen mit dem eigenen Profil verbunden und die
allgemeinen Consent-Settings importiert werden (Abb. 3). Somit miissen
Nutzer:innen nur einmalig ihre Einwilligungspriferenzen festlegen. Indivi-
duelle Anderungen fiir neue Apps konnen aber jederzeit vorgenommen
werden. Die Standard Health Consent-Plattform kann auch als Kommu-
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nikationskanal dienen, {iber den im Verlauf einer Sekundirdatennutzung
Informationen zu Datennutzer und zu relevanten Forschungsergebnissen
geteilt werden konnen. Transparente Kommunikation kann ein wichtiger
Hebel sein, um Vertrauen zu bilden und die Bereitschaft zum Teilen von
Gesundheitsdaten zu steigern.?’

Obschon fiir den der Nutzung vorausgehenden Prozess von Einfithrung
und Aufkldarung noch keine Position existiert und diese Verantwortung bei
bestindig knappen Ressourcen des Fachpersonals im Gesundheitswesen
einer Aushandlung bedarf, konnte der Standard Health Consent Chancen
fiir alle Stakeholder bieten: Biirger:innen wiirden tiber einen ausfiihrlichen,
standardisierten Prozess zur Einholung der Einwilligung, der fiir Verstdnd-
nis und Einfachheit optimiert ist, neutral iber Nutzen und Risiken beim
Teilen von Gesundheitsdaten aufgekldrt und aktiv Kontrolle {iber ihre
Datennutzung ausiiben. Studien haben gezeigt, dass die Bereitschaft zum
Teilen von Gesundheitsdaten fiir die Sekundarnutzung von verschiedenen
Faktoren abhingt, darunter, (a) dass Birger:innen (oder Patient:innen)
tiber Vorteile, Risiken und Prozesse bei der Datennutzung aufgekldrt wer-
den; (b) dass sie Wahlméglichkeiten dariiber haben, welche Daten sie mit
welchen Empfénger fiir welche Zwecke teilen; (c) Einwilligungen widerru-
fen werden konnen und (d) Informationen dariiber erhalten, zu welchen
Forschungsergebnisse ihre Daten beigetragen haben.’® Diese Erkenntnisse
werden in der Entwicklung von Funktionalititen und Eigenschaften der
Standard Health Consent-Plattform beriicksichtigt und in zukiinftigen Nut-
zerstudien mit Biirger:innen und Patient:innen getestet.

Auch fiir Arzt:innen und Akteure der Sekundirnutzung wiirde der
Einsatz eines standardisierten Einwilligungsmanagement-Systems Vorteile
bringen. Sie kénnten darauf vertrauen, dass Daten, die {iber die Standard
Health Consent-Plattform geteilt werden, sicher genutzt werden konnen,
wie es schon seit langem in internationalen medizinischen Leitlinien bei-
spielsweise von der American Diabetes Association (ADA) und der Euro-
pean Association for the Study of Diabetes (EASD) gefordert wird.?!

29 Baines u. a., Patient and Public Willingness to Share Personal Health Data for Third-
Party or Secondary Uses: Systematic Review, J. Med. Internet Res. 2024

30 Baines u. a., [Fn. 30].

31 Davies u. a., Management of hyperglycaemia in type 2 diabetes, 2022. A consensus
report by the American Diabetes Association (ADA) and the European Association
for the Study of Diabetes (EASD), Diabetologia 2022, 1925.
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Abbildung 3: Download und Verkniipfung einer Standard Health Consent-
gestiitzten Gesundheits-App mit dem personlichen Standard
Health Consent-Profil. Ist bereits ein Standard Health
Consent-Profil angelegt, kénnen Nutzer:innen ihre
Einstellungen fiir das Teilen von Gesundheitsdaten direkt auf
die neue Gesundheits-App iibertragen. Wenn dies die erste
Interaktion mit dem Standard Health Consent ist, erhalten
Nutzer:innen die Moglichkeit ein eigenes Standard Health
Consent-Profil anzulegen. AnschliefSend werden sie durch
einen standardisierten Einwilligungsprozess gefiihrt, der tiber
die Datennutzung, Vorteile, Risiken und Verfahren aufklirt.
Nutzer:innen kénnen dann ihre Priferenzen fiir die
Datennutzung festlegen. Im persénlichen Standard Health
Consent-Profil konnen jederzeit die Einwilligungen eingesehen,
iiberpriift und gedndert werden. Auch verkniipfte Apps konnen
iiberpriift und bearbeitet werden.

Ein solches Einwilligungssystem konnte als Voraussetzung fiir Apps und
Wearables eingefiihrt werden, um am Datenaustausch iiber den EHDS teil-
nehmen zu konnen. Der derzeitige EHDS-Entwurf sieht bereits Zulas-
sungsverfahren fiilr EHDS-interoperable Apps vor, die Ausgestaltung ist je-
doch unklar?? Damit kénnte die Implementierung des Standard Health

32 [Fn.14].
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Consent zu einem Qualititsmerkmal fiir die Apps und Wearables werden,
was ein Vorteil in einem hochkompetitiven Markt sein kann. Ohne einen
entsprechenden regulatorischen Druck ist jedoch nicht davon auszugehen,
dass sich eine solche Initiative fiir eine von Biirger:innen kontrollierte Da-
tenweitergabe durch die Industrie entwickelt, da viele App- und Wearable-
Anbieter aus dem Bereich der Konsumertechnologie einen Datenverkauf
als Business-Modell haben. Das bedeutet, dass es fiir die Umsetzung, Koor-
dination und Aufsicht des Standard Health Consent nationale oder EU-Be-
horden bzw. Institutionen bedarf.

4. Die Rolle der Arzt:innen

Arzt:innen und Therapeut:innen genieflen ein grofles Vertrauen seitens
ihrer Patient:innen.** Damit haben die medizinischen Fachkriften eine be-
sonders wichtige Rolle, Patient:innen iiber die Nutzung von Gesundheits-
daten fiir die eigene Behandlung aber auch die Sekundédrnutzung aufzukla-
ren. Vor allem mit Blick auf die elektronische Patientenakte, die ab 2025 fur
alle gesetzlich Versicherten in Deutschland mit Moglichkeit zum Opt-out
bereitgestellt wird, wird es groflen Informationsbedarf geben.>* Uber ent-
sprechende Schnittstellen soll diese auch Daten aus Wearables und deren
Apps importieren konnen.3> Wahrend Prozesse der Einwilligung von Pati-
ent:innen in klassische medizinische Behandlungen wie Operationen oder
invasive diagnostische Verfahren klar standardisiert und aus der Erfahrung
der Aufklarenden in der Durchfithrung der beschriebenen Eingriffe heraus
erfolgen, stellt die digitale Welt eine ungleich komplexere Aufgabe. Digitale
Technologien mit rasanten Produktweiterentwicklungen, Datenschutz- und
Cybersecurity-Fragen sowie vielfaltige Datennutzungsszenarien erfordern
neue Fihigkeiten und Wissen, um Patient:innen addquat aufzuklaren. Da
Arzt:innen hier aufgrund der beschriebenen Dynamik der Entwicklungs-

33 Arzteblatt, Arzte genieflen grofites Vertrauen, Politikverdrossenheit sichtbar, abrufbar
unter https://www.aerzteblatt.de/nachrichten/148387/Aerzte-geniessen-groesstes-Ver
trauen-Politikverdrossenheit-sichtbar.

34 Bundesministerium fiir Gesundheit, Digitalgesetze im Bundestag beschlossen, abruf-
bar unter https://www.bundesgesundheitsministerium.de/presse/pressemitteilungen
/bundestag-verabschiedet-digitalgesetze-pm-14-12-23.

35 Arzteblatt, Ampel will Befiillungspflichten bei elektronischer Patientenakte ausweiten,
abrufbar unter https://www.aerzteblatt.de/nachrichten/147972/Ampel-will-Befuellun
gspflichten-bei-elektronischer-Patientenakte-ausweiten.
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prozesse kaum auf dem notwendigen, aktuellsten Erfahrungsstand bleiben
kénnen, wire im Status Quo zu befiirchten, dass klassische Aufklarungsver-
fahren im digitalen Raum noch weniger effektiv sein diirften, als bereits
jetzt zu befiirchten ist.3¢ In der Aus- und Weiterbildung von Gesundheits-
fachkriften sollten diese Themen zentral verankert werden, damit sie ihre
wichtige Rolle als Berater:in ihrer Patient:innen weiterhin wahrnehmen
konnen. So sollten beispielsweise evidenzbasierte digitale Therapeutika
bei entsprechender Indikation genauso sicher verordnet und pflegerisch
begleitet werden kénnen wie klassische Pharmazeutika. Die Komplexitat
digitaler Technologien und ihres Einsatzes wird hier jedoch nicht allein
von Arzt:innen abgedeckt werden kénnen. Eine weitere Moglichkeit wire
die Schaffung einer neuen Rolle im Gesundheitssystem. Eine Fachkraft,
ausgestattet mit hohem Grad an digitalen Kompetenzen, kdnnte in den Pra-
xen oder auch remote {iber Tele-Services Patient:innen beim Umgang mit
digitalen Tools, wie beispielsweise digitalen Systemen zum Einwilligungs-
management, unterstitzen.

In einem langjahrigen Prozess entwickelten sich das Selbstbild vieler
Arzt:innen und der Standard-Ansatz der Entscheidungsfindung moderner
Therapien zunehmend weg vom im 20. Jahrhundert {iblichen paternalisti-
schen Entscheidungsmodell, in dem insbesondere Arzt:innen als Expert:in-
nen iiber die (vermeintlich) richtige Behandlung mit wenig Beteiligung der
Patient:innen entscheiden, hin zum Paradigma des Shared-Decision-Ma-
king.*” Die Fortfilhrung dieses Prozesses der gemeinsamen, zunehmend
gleichwertigen Rolle der Patient:innen und Arzt:innen im Bereich der
Gesundheitsdatennutzung erscheint trotz konzeptueller und kultureller
Unterschiede konsequent und von vielen medizinischen Fachkriften ge-
wiinscht.3

36 Kessels, Patients’ memory for medical information, J. R. Soc. Med. 2003, 219.

37 Kaplan/Frosch, Decision Making in Medicine and Health Care, Annu. Rev. Clin.
Psychol. 2005, 525.

38 Makoul/Clayman, An integrative model of shared decision making in medical en-
counters, Patient Educ. Couns. 2006, 301; Suurmond/Seeleman, Shared decision-
making in an intercultural context: Barriers in the interaction between physicians
and immigrant patients, Patient Educ. Couns. 2006, 253; Pollard u. a., Physician
attitudes toward shared decision making: A systematic review, Patient Educ. Couns.
2015, 1046.
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5. Perspektiven von Arzt:innen auf Gesundheitsdaten aus Apps und
Wearables sowie auf digitales Einwilligungsmanagement — Vorstellung
einer Pilotumfrage

Die Bediirfnisse und Perspektiven von Biirger:innen und Gesundheitsfach-
kraften an die Nutzung von Gesundheitsdaten aus Apps und Wearables
sowie Verfahren zur Einwilligung werden im Rahmen des Forschungspro-
jekts PATH unter anderem iiber eine Reihe von Online-Befragungen und
Interviews erhoben. Die gewonnenen Ergebnisse informieren die Entwick-
lung der Einwilligungsmanagement-Plattform. Im Folgenden werden die
Ergebnisse einer Online-Befragung mit Arzt:innen vorgestellt. Diese Pilot-
umfrage ist Teil einer Reihe von Befragungen mit Gesundheitsfachkriften
verschiedener Berufsgruppen und in verschiedenen Behandlungssettings
(stationar und ambulant).

5.1 Methoden

Im Mirz 2023 wurde ein Online-Fragebogen mit Arzt:innen pilotiert. Alle
Teilnehmer:innen wurden iiber einen &rztlichen Weiterbildungskurs durch
einen der Co-Autoren (PS) rekrutiert. Von neun Teilnehmerinnen haben
acht den Fragebogen vollstindig beantwortet und werden in die Auswer-
tung eingeschlossen. Die Befragung wurde mit Excel Version 16 ausgewer-
tet. Tabelle 1 zeigt eine Ubersicht zu den Merkmalen der teilnehmenden
Arzt:innen.

5.2 Ergebnisse

Die Hilfte der befragten Arzt:innen hat mit ihren Patient:innen schon
einmal iiber Gesundheits-Apps und Wearables gesprochen und 37,5 % (3/8)
haben diese Tools in der Behandlung eingesetzt. In einem Fall wurden
dabei auch Daten geteilt, die als hilfreich fiir die Behandlung eingeschitzt
wurden. Die Mehrheit der Teilnehmer:innen (87,5 %; 7/8) schitzen die
Daten aus Apps und Wearables als nitzlich bzw. sehr niitzlich fir die
Versorgung der Patient:innen ein. Dariiber hinaus sehen alle Arzt:innen
einen Nutzen dieser Daten fiir die Sekundirnutzung.

Die Meinungen der Arzt:innen zur Kontrolle iiber die Nutzung von
Gesundheitsdaten variieren je nach Quelle der Gesundheitsdaten (Abbil-
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Eigenschaft n
Geschlecht

weiblich 8
Minnlich 0
Altersgruppen

20-29 0
30-39 6
40-49 1
50-59 1
60-69 0
Arbeitsverhaltnis

eigene Praxis/Gemeinschaftspraxis 2
angestellt in Praxis 4
Angestellt in Krankenhaus 2

Tabelle 1: Demographische Merkmale der Studienteilnehmenden (N=8)

dung 4). Nur 37,5 % (3/8) der Arzt:innen sind der Ansicht, dass die Kontrolle
tiber die Weitergabe klinischer Gesundheitsdaten fiir die eigene Versorgung
bei den Patient:innen liegen sollte, wihrend ebenso viele die Kontrolle durch
die Patient:innen ablehnen. Bei der Sekundédrnutzung klinischer Gesund-
heitsdaten befiirworten 62,5 % (5/8) der Arztinnen eine Kontrolle durch die
Patient:innen. Ein anderes Bild zeichnet sich bei der Nutzung von Gesund-
heitsdaten aus Apps und Wearables ab. Hier befiirworten jeweils 75 % (6/8)
der Arzt:innen eine Kontrolle der Datennutzung durch die Patient:innen
sowohl fiir die eigene Versorgung als auch bei der Sekundarnutzung.

Alle Arzt:innen trauen mindestens der Halfte ihrer Patient:innen den
Einsatz eines digitalen Einwilligungs-Management-Systems zu, um infor-
mierte Entscheidungen iiber die Weitergabe ihrer Gesundheitsdaten zu
treffen. Dabei sollten die Einwilligungsverfahren iiber Nutzen, Risiken und
Verfahren beim Teilen von Gesundheitsdaten sowie iiber spezifische An-
wendungsfille, Datennutzer und mogliche Forschungsergebnisse aufkldren.

Bei der Frage, wer Patient:innen bei der Benutzung eines digitalen Ein-
willigungs-Management-Systems unterstiitzen kann, sehen die Arzt:innen
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A) Patient:innen sollten die Kontrolle iiber die Nutzung ihrer Gesundheitsdaten zur
eigenen Versorgung haben

Klinische Gesundheitsdaten 37,50% 25,00% 25,00%

Gesundheitsdaten aus
Apps/Wearables

25,00% 37,50%

0% 25% 50% 75% 100%

B) Patient:innen sollten die Kontrolle tiber die Sekundarnutzung ihrer pseudonymisierten
Gesundheitsdaten haben

Klinische Gesundheitsdaten 25,00% 25,00%

Gesundheitsdaten aus
7,50%
Apps/Wearables 2500k 37,50%

0% 25% 50% 75% 100%

= Stimme {iberhaupt nicht zu = Stimme nicht zu = Stimme weder zu noch lehne ab ~ Stimme zu = Stimme sehr zu

Abbildung 4: Perspektive der befragten Arzt:innen nach der
Patientenkontrolle bei der Nutzung klinischer
Gesundheitsdaten oder Daten aus Gesundheits-Apps und
Wearables fiir die Patientenversorgung selbst (A) oder
anonymisiert/pseudonymisierter Daten fiir die
Sekunddrnutzung (B).

mehrheitlich die Pflicht bei den Krankenkassen (50 %; 4/8). Aber auch
Haus- und Facharzt:innen (37,5 %; 3/8) sowie medizinisch-technische As-
sistent:innen (37,5 %; 3/8) konnten unterstiitzen. Zudem wird von 62,5 %
(5/8) der Arzt:innen eine Chance in einer neuen Rolle gesehen, die gezielt
Patient:innen und Digitalisierungsthemen {ibernimmt.

5.3 Diskussion

Das Ziel der Umfrage war die Pilotierung eines Fragebogens, um die Per-
spektiven von Arzt:innen auf Gesundheitsdaten aus Apps und Wearables
sowie digitales Einwilligungsmanagement zu erheben. Die Ergebnisse die-
ser Umfrage sind aufgrund der sehr kleinen Stichprobengréfie und des
Mangels an Geschlechtervielfalt (nur Frauen haben an der Befragung
teilgenommen) nicht représentativ, weshalb keine allgemeinen Schlussfol-
gerungen gezogen werden konnen. Basierend auf dem Feedback aus die-
ser Umfragerunde wird der Fragebogen fiir den Einsatz mit unterschied-
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lichen medizinische Berufsgruppen in unterschiedlichen Behandlungsset-
tings (stationdr und ambulant) und fiir Befragungen mit gréfieren Stich-
proben weiterentwickelt.

Die vorldufigen Ergebnisse aus dieser Pilotbefragung deuten darauf hin,
dass Arzt:innen mehrheitlich einen Nutzen im Zugang zu Gesundheits-
daten sehen, die von Patient:innen mithilfe von Apps und Wearables
gesammelt wurden. Vorteile erwarten sie sowohl fiir die unmittelbare Pati-
entenversorgung als auch fiir die Sekunddrnutzung. Uber die Weitergabe
von diesen selbst erfassten Gesundheitsdaten sollten Patient:innen selbst
entscheiden. Dies unterstreicht noch einmal die spezielle Natur dieser Da-
ten, denn bei der Weitergabe der klinischen Gesundheitsdaten sehen die
Arzt:nnen weniger Patientenkontrolle. Grundsitzlich trauen alle Arzt:in-
nen mindestens der Halfte ihrer Patient:innen den Umgang mit digitalen
Einwilligungs-Systemen fiir das Teilen von Gesundheitsdaten zu. Da die
Umfrage ausschliefSlich Meinungen von Arzt:innen erfasst, lassen sich aus
den Ergebnissen keine Riickschliisse darauf ziehen, wie viele Patient:innen
ein System fiir digitales Einwilligungs-Management tatsachlich nutzen wiir-
den und konnten. Um diese Wissensliicke zu schliefSen, werden im Rahmen
des Forschungsprojekt PATH Befragungen und Nutzerstudien mit der all-
gemeinen Bevolkerung sowie mit Patient:innen des Universitdtsklinikums
Carl Gustav Carus an der Technischen Universitit Dresden durchgefiihrt.

6. Fazit

Damit Initiativen zur Gesundheitsdatennutzung wie der EHDS Biirger:in-
nen eine echte Kontrolle und Aufklirung geben konnen, schlagen die Au-
tor:innen ein faires und transparentes Einwilligungsmanagement-System
vor, den Standard Health Consent, {iber das Biirger:innen Zustimmungen
fiir das Teilen von Gesundheitsdaten aus Apps und Wearables festhalten
kénnen. In einem partizipativen Entwicklungs-Ansatz werden gemeinsam
mit Biirger:innen und Patient:innen das Konzept zum Standard Health
Consent getestet und in funktionale Prototypen fiir eine Einwilligungsma-
nagement-Plattform weiterentwickelt. Da medizinische Gesundheitsfach-
krifte eine zentrale Rolle bei der Unterstiitzung von Patient:innen im Be-
reich digitale Gesundheit einnehmen, wird auch diese Stakeholdergruppe
in die Konzept- und Prototypenentwicklung iiber Befragungen und Inter-
views mit einbezogen.
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Zur Evaluation der digitalen Kontaktverfolgung: ein
Debattenbeitrag

Henrik GrafShoff und Stefan Schiffner

Zusammenfassung

Dieser Artikel soll einen Beitrag zur Bewertung von digitaler Kontaktver-
folgung in einer Pandemie leisten und damit die allgemeine Bewertung von
Schutzmafinahmen unterstiitzen. Dazu betrachten wir Kontaktverfolgungs-
apps und analysieren den dadurch entstehenden Datenmarkt. Ausgehend
von den Marktteilnehmern beschreiben wir deren Teilnahmegriinde und
Rahmenbedingungen. In einer narrativen Literaturstudie leiten wir aus
den Ergebnissen der Technologieakzeptanzforschung Best Practices fiir
Kontaktverfolgungsapps ab und stellen offene Fragen und mégliche Hin-
dernisse zur Disposition. Unser Beitrag versteht sich als vorldufig; weitere
Untersuchungen, insbesondere quantitative Betrachtungen, fehlen. Unsere
Analyse zeigt, dass viele der Einflussfaktoren untereinander stark abhingig
sind, somit ist eine klarere Formalisierung dieser Abhdngigkeiten notig.
Insbesondere technologische Einfliisse sind derzeit aber schwer erforsch-
bar, da die meisten Apps und auch Google und Apples Kontaktverfolgungs-
framework nicht mehr zugénglich sind.

1. Einleitung

Am 22. Mirz 2024 jahrte sich der erste Corona-Lockdown in Deutschland
zum vierten Mal. Diesen Jahrestag nahmen viele Politiker:innen und Me-
dien zum Anlass, auf die deutsche Corona-Politik zurtuckzublicken und
die Notwendigkeit ihrer umfassende Aufarbeitung zu betonen.! Diese soll,
so der augenscheinliche Konsens, die Verhiltnismafligkeit und Effektivitat
vergangener Schutzmafinahmen bewerten, um hieraus Handlungsempfeh-
lungen fiir zukiinftige Pandemien abzuleiten.

Das Ziel dieses Kommentars ist es, einen Debattenbeitrag zur Evaluati-
on der digitalen Kontaktverfolgung zu leisten. Hierzu nehmen wir eine

1 Deutschlandfunk, Worum es bei der Aufarbeitung der Corona-Mafinahmen geht.
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neue Perspektive ein und beschreiben digitale Kontaktverfolgung in ihrer
Gesamtheit als Datenmarkt, auf dem verschiedene Akteure Kontaktdaten
generieren, sammeln, wertschopfend verarbeiten und handeln. Wir betten
den gegenwirtigen Erkenntnisstand in diese Marktperspektive ein, iden-
tifizieren Leerstellen und geben Impulse fiir eine zukiinftige Forschungs-
ausrichtung. Abseits dessen ergeben sich aus der Tatsache, dass der Kon-
taktverfolgungsmarkt unfrei und durch undemokratische Entscheidungen
gepragt war und ist, zweifelhafte politische Abhédngigkeiten von digitalen
Gatekeepern. Die deshalb auftretenden (potenziellen) Konflikte werden
im Rahmen dieses Kommentars beschrieben und kénnen als Anstof3 fiir
notwendige, umfassendere, politische Erwagungen dienen.

2. Kontaktverfolgung als Datenmarkt

In einer pandemischen Notlage ist der folgende Grundgedanke gleicherma-
en simpel wie nachvollziehbar: Werden Biirger:innen rechtzeitig nach
einer Begegnung mit einer infizierten Person benachrichtigt, verhalten sie
sich vorsichtiger und unterbrechen so eine mdgliche Infektionskette. Falls
hierbei zur Begegnungsermittlung im weitesten Sinne digitale Technologien
eingesetzt werden, spricht man von digitaler Kontaktverfolgung.

Wihrend der Coronapandemie hat sich dieser Ausdruck zunehmend als
Synonym fiir so genannte Kontaktverfolgungsapps (KVAs) etabliert.? Unter
diesem Begriff sind Smartphoneanwendungen fiir Endanwender:innen zu-
sammengefasst, die letztere bei der Identifikation von Begegnungen mit
Infizierten unterstiitzen. In vielen Lindern wurde die Entwicklung einer
KVA durch die nationale Regierung selbst initiiert. Im europdischen Kon-
text sind diese in der Regel diejenigen KVAs mit den hochsten Nutzungs-
raten, sodass die durch Regierungen angetriebenen Apps gelegentlich als
die nationalen KVAs referenziert werden.? In Deutschland stand zwischen
Juni 2020 und Juni 2023 die Corona-Warn-App (CWA) in den App-Stores
von Google und Apple zur Verfiigung, ihre Weiterentwicklung wurde mitt-
lerweile eingestellt.*

Vor diesem Hintergrund mag es zunéchst einmal nicht naheliegend sein,
digitale Kontaktverfolgung als Datenmarkt anzusehen. Vielmehr scheint

2 Martin u.a., Wireless Communications and Mobile Computing 2020.
3 Ebd.
4 Robert Koch Institut, Infektionsketten digital unterbrechen mit der Corona-Warn-App.
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es so, dass Biirger:innen durch freiwillige Mitarbeit (Nutzung einer KVA)
Gesundheitsaimter bei der Erfiillung hoheitlicher Aufgaben (manuelle Kon-
taktverfolgung) unterstiitzen. In welchem Sinne lésst sich hier also von
einem Markt sprechen?

Hierzu muss man muss lediglich feststellen, dass, sofern die KVA-Nut-
zung freiwillig erfolgt, alle beteiligten Akteur:innen nach einer rationalen
Abwiégung ihrer - wenn auch sehr unterschiedlich charakterisierten -
Kosten und Nutzen handeln. Am offensichtlichsten gilt dies fiir Privatun-
ternehmen, die wahrend der Coronapandemie digitale Kontaktverfolgung
in einer Vielzahl von Dienstleistungen und Produkte monetdr verwerte-
ten.> ¢ Daneben wigen auch nationale Regierungen die Entwicklungs-
und Betriebskosten gegeniiber einem, im Bezug auf das 6ffentliche Gesund-
heitssystem teilweise auch monetdren, Nutzen ab. Insbesondere bei einer
freiwilligen KVA gilt Gleiches aber auch letztlich fiir einzelne Endanwen-
der:innen. Nichtmonetire Kostenkomponenten (z. B. Nutzungskosten oder
eine empfundene Uberwachungsgefahr) und Gewinnerwartungen (z. B.
Gesundheitsschutz oder soziale Anerkennung) treten hierbei an die Stelle
direkter monetirer Interessen und entscheiden dariiber, ob eine Einzelper-
son eine KVA verwendet — mit anderen Worten, ob sie Marktteilnehmer:in
wird.

3. Marktkomponenten

Im Folgenden nehmen wir nacheinander die auftretenden Marktkompo-
nenten — Endanwender:innen, die o6ffentliche Hand, digitale Gatekeeper
und Privatanbieter:innen - in den Blick, fassen jeweils Forschungsfragen
und den hierzu gegenwirtigen Erkenntnisstand zusammen und beschrei-
ben potentielle zukiinftige Fragen und offene, zur Diskussion stehende
Aspekte.

5 Petereit, Corona-App wird Magenta: Telekom und SAP erhalten Auftrag der Bundesre-
gierung.

6 Besser/Welch, Australia’s coronavirus tracing app’s data storage contract goes offshore
to Amazon.
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3.1 Endanwender:innen

Als Endanwender:innen betrachten wir die Zielgruppe, die letztlich die
App auf ihren Mobilgeriten installiert. Da die Effektivitat von KVAs stark
von ihrer Pravalenz in der Gesellschaft abhingt,” ist es nachvollziehbar,
dass der liberwiegende Anteil der Forschung im Bereich der Endanwen-
der:innen auf Technikakzeptanzuntersuchungen entfallt.

Im Marz und April 2020 - als KVAs in nur einer Handvoll Landern ver-
fiigbar waren - fiihrten Altmann u.a.8 eine Akzeptanzumfrage unter 5995
Teilnehmenden aus fiinf Landern durch (davon 1013 aus Deutschland). In
allen Landern waren iiber zwei Drittel der Befragten prinzipiell bereit, eine
KVA zu nutzen. Der Gesundheitsschutz nahestehender Personen und die
Hoffnung auf ein Ende der Pandemie wirkten dabei als stirkste Treiber;
die Sorge vor staatlicher Uberwachung und eine befiirchtete Angreifbarkeit
durch Hacker hingegen wurden am haufigsten als Barrieren genannt. Diese
ersten Ergebnisse wurden im Verlauf der Coronapandemie durch zahlrei-
che weitere Studien prézisiert. In einer Literaturanalyse von 13 Arbeiten
extrahierten Oyibo u.a.® insgesamt 56 Akzeptanzfaktoren, von denen als
starkste Treiber die empfundene Niitzlichkeit fiir die eigene und die 6f-
fentliche Gesundheit wirkten, als starkste Barrieren Privatspharebedenken
sowie ein empfundenes Misstrauen (insbesondere in die eigene Regierung).
Zu einem dhnlichen Ergebnis kam Kuo!® in einem Vergleich von 76 Studien
und einer Metaanalyse der Daten aus 25 dieser Studien. Demzufolge sind
die einflussreichsten Akzeptanztreiber der empfundene personliche und
soziale Nutzen, das Vertrauen in KVAs, soziale Normen sowie begiinsti-
gende Bedingungen. Uberraschenderweise konnte dabei kein signifikanter
Zusammenhang zwischen Privatsphiarebedenken und der Nutzungsabsicht
nachgewiesen werden. Kuo selbst stellt heraus, dass die untersuchten Studi-
en hinsichtlich der Signifikanz der Privatspharebedenken variieren und der
Zusammenhang zur KVA-Akzeptanz noch aufzukldren ist.!

Insgesamt ist festzuhalten, dass die Einflussfaktoren auf die Nutzungsbe-
reitschaft vergleichsweise gut verstanden sind. Aus ihren Ergebnissen leiten
Oyibo u.a. sowie Kuo Empfehlungen fiir die Gestaltung von KVAs ab:
(1) eine datensparsame App-Architektur, die Anwender:innen eine Wahl-

7 Ferretini u.a., Science 2020.

8 Altmann u.a., JMIR Mhealth Uhealth 2020.

9 Oyibo u.a., Front. Digit. Health 2022.
10 Kuo, BMC Medical Informatics and Decision Making 2023.
11 Kuo, BMC Medical Informatics and Decision Making 2023.
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freiheit Giber das Teilen ihrer Daten lésst, (2) eine visuell ansprechende Er-
kldrung der getroffenen Sicherheits- und Privatsphdremechanismen, (3) ein
niedrigschwelliges und anregendes App-Design, (4) das aktive Bewerben
des Gesundheitsnutzens in konventionellen und sozialen Medien sowie
(5) die Herstellung offentlichen Vertrauens durch Delegation des App-Be-
triebs an vertrauenswiirdige Institutionen und die Veroffentlichung des
Quellcodes.

Eine Umsetzung dieser Empfehlungen garantiert jedoch nicht hohe Nut-
zungsraten. So lieflen sich durchweg grofle Differenzen zwischen der Nut-
zungsbereitschaft und den faktischen Nutzungszahlen von KVAs beobach-
ten,!? was auf die Prasenz einer Intentions-Verhaltens-Liicke hinweist. Diese
Liicke - also das Auseinanderklaffen zwischen den Absichten einer Per-
son, eine bestimmte Technologie zu verwenden, und ihrem tatsdchlichen
Verhalten®® - ist Zetterholm u.a. zufolge ,vermutlich eine der kritischsten
Barrieren in Landern mit freiwilligen KVAs“* und einer der wichtigsten
Punkte fiir weitere Forschung.

Es erscheint uns daher angemessen, zukiinftige Akzeptanzforschung auf
die praktische Steigerung der Nutzungszahlen auszurichten. Legt man hier-
fir als Theorie vorherrschende Modelle der Technikakzeptanz und der
Verhaltenspsychologie zugrunde, gilt es, begiinstigende Bedingungen so-
wie die empfundene Verhaltenskontrolle!® zu férdern: Welche konkreten
Elemente im UX- und UI-Design erhdhen die Selbstwirksamkeit der An-
wender:innen? Kann (monetdres) Nudging in diesem Bereich erfolgreich
eingesetzt werden?!” Mit welchen Strategien kann die Funktionsweise der
App effektiver kommuniziert werden? Wie muss eine KVA gestaltet werden,
um den unterschiedlichen Anforderungen verschiedenster Bevolkerungs-
gruppen gerecht zu werden?

12 Garrett u.a., PLoS ONE 2021.

13 Siehe z. B. Sheeran/Webb, Social and Personality Psychology Compass 2016.

14 Zetterholm u.a., Informatics 2021

15 Siehe Tabelle 3 in Kuo, BMC Medical Informatics and Decision Making 2023.

16 Im Modell der Unified theory of acceptance and use of technology wird die Intenti-
ons-Verhaltens-Liicke durch ,begiinstigende Bedingungen (bspw. ausreichende Res-
sourcen) beeinflusst, in der Theorie des geplanten Verhaltens durch die empfundene
Kontrolle iiber das eigene Verhalten (Selbstwirksamkeit). Siehe hierzu: Venkatesh
u.a., MIS Quaterly 2003; Ajzen, Organizational Behavior and Human Decision Pro-
cesses 1991.

17 Munzert u.a., Nature Human Behaviour 2021.
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Bei all diesen Uberlegungen gilt es selbstverstindlich auch, eine App
zu entwickeln, welche faktisch sicher ist, um die Integritdt der App und
den Schutz der Privatsphdre ihrer Anwender:innen zu gewdhrleisten. An
dieser Stelle miissen wir jedoch eine Erkenntnisliicke diagnostizieren, denn
nur wenige Arbeiten widmen sich der Analyse realer Privatspharerisiken
der gingigsten KVAs. Baumgirtner u.a.'® demonstrierten 2020 die Durch-
fithrbarkeit eines bereits bekannten Angriffs auf das Protokoll der CWA,
indem sie die Bewegungen infizierter Nutzer:innen mithilfe passiver Blue-
tooth-Sensoren verfolgten. Ergebnisse von Graflhoff u.a.” deuten darauf
hin, dass im Bereich eines solchen Sensors statistisch etwa 29 Smartphones
mit aktivierter CWA durch Varianzen in ihrem Bluetooth-Sendeverhalten
unterschieden werden kénnen - was in einem gewissen Umfang auch das
Tracking von Nichtinfizierten ermoglicht. Derartige technische Analysen
bilden allerdings die Ausnahme in der KVA-Forschung; in der Regel wer-
den gewiinschte Sicherheitseigenschaften bei KVAs eher angenommen?
oder aus formalen Protokollanalysen gefolgert.?! Ein notwendiger und be-
worbener Privatsphareschutz muss allerdings stets anhand der konkreten
Implementierung validiert werden konnen. Hier ist fiir zukiinftige Anwen-
dungen technisch tiefergehende Forschung notwendig, die derzeit jedoch
durch die Abschaltung der Corona-Warn-App und des darunterliegenden
Betriebssystemframeworks?? erschwert wird.

3.2 Offentliche Hand und Gatekeeper

In unserem Modell des Kontaktverfolgungsdatenmarktes agiert die 6ffent-
liche Hand in einer Multirolle. Wahrend die Legislative als Regulatorin
des Marktes auftritt, ist die Exekutive zugleich Marktteilnehmerin durch
die Entwicklung einer nationalen App (oder die Beauftragung hierzu),

18 Baumgirtner u.a., IEEE International Conference on Trust, Security and Privacy in
Computing and Communications (TrustCom) 2020.

19 GrafShoff u.a., Proceedings of the 18th International Conference on Availability, Relia-
bility and Security 2023.

20 Bei der CWA wurde beispielsweise verkiirzt argumentiert, sie unterbinde Tracking,
da sie lediglich Pseudonyme per Bluetooth aussende und diese aus kryptografisch
sicheren Primitiven berechnet und regelmaflig geandert werden.

21 Morio u.a., 32nd USENIX Security Symposium (USENIX Security 23) 2023.

22 Siehe Fufinote 29.
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von deren Nutzung wiederum das 6ffentliche Gesundheitssystem und die
Gesellschaft als Ganzes profitieren.??

In ihrer Rolle als Marktteilnehmerin obliegt es ihr, durch die Architektur
und Gestaltung der App wesentlich deren Rezeption und Akzeptanz in
der Bevolkerung zu beeinflussen. Vor dem Hintergrund der beschriebenen
Akzeptanzfaktoren (siehe 3.1), ist hierbei die Bildung von Vertrauen - ge-
rade in individualistischen Gesellschaften?* wie Deutschland - besonders
hervorzuheben. Unter diesen Gesichtspunkten wurde die Konzeption und
Entwicklung der CWA vielfach gelobt. Unter anderem der Chaos Com-
puter Club? hob den Privacy-by-Design-Ansatz und die Umsetzung des
Open-Source-Grundsatzes mit Feedbackschleifen fiir Expert:innen und
Offentlichkeit positiv hervor. Die CWA ist hier zweifelsfrei ein Projekt mit
Modellcharakter, das erorterungswiirdige Fragen fiir zukiinftige 6ffentliche
Digitalprojekte aufwirft: Welche Bedingungen begiinstigen oder behindern
den Erfolg solcher Open-Source-Entwicklungsprojekte? Welche Best Prac-
tices lassen sich fiir die Entwicklung anderer E-Governance-Dienste (auch
auf kleineren Maf3stabsebenen) lernen? Konnen Synergieeffekte im Hin-
blick auf demokratische Partizipation und Kostensenkung?® aktiv geférdert
werden (etwa durch Einbindung in Schulprojekte)?

Unabhingig von der Bereitstellung einer eigenen nationalen App, kommt
der Legislative die Aufgabe zu, digitale Kontaktverfolgung zum Wohl der
Gesellschaft zu regulieren. Sharon?” beschrieb 2021 die entstehenden Ge-
fahren, wenn diese Regulierungsrolle nicht durch legitimierte Institutionen,
sondern privatwirtschaftliche Technologiekonzerne itbernommen wird. In
der De-facto-Standardisierung der Kontaktverfolgung durch die GAEN-
Schnittstelle?® von Google und Apple sieht sie einen solchen illegitimen

23 Die Effektivitit von KVAs zur Pandemieeinddimmung ist nicht Gegenstand dieses
Artikels. Hierfiir verweisen wir etwa auf: Anglemyer u.a., Cochrane Database of
Systematic Reviews 2020.

24 Gemessen an der kulturellen Dimension Individualismus—Kollektivismus von Hof-
stede sind Privatspharebedenken in individualistischen Gesellschaften (wie Deutsch-
land und den USA) gewichtigere Nutzungsbarrieren als in kollektivistischen (wie
Singapur). Siehe hierzu: Kuo, BMC Medical Informatics and Decision Making 2023;
Geber/Ho, Information, Communication & Society 2023.

25 RedaktionsNetzwerk Deutschland, Erste Reaktionen auf die Corona-Warn-App: Ein
grofer Kritikpunkt bleibt.

26 Der Spiegel, Gesamtkosten fiir Corona-Warn-App steigen auf 220 Millionen Euro.

27 Sharon, Ethics and Information Technology 2021.

28 Bei Google Apple Exposure Notification (GAEN) handelt es sich um eine Betriebssys-
temschnittstelle fiir KVAs, welche 2020 in Android und iOS implementiert wurde.
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»sector creep“? und bezeichnet dies als Beispiel fiir das allgemeinere Phi-
nomen der ,Gesundheits-Googlisierung*3? Paradoxerweise erhielt die tech-
nische Spezifikation der Schnittstelle durch zwei Gatekeeper, die in der
Regel eher fiir invasive Datenpraktiken bekannt sind, weitreichende’ -
obgleich nicht einvernehmliche®? - Anerkennung in der Privacy-Fachwelt.
Dies starkte mutmafilich die rigorose Durchsetzbarkeit von GAEN: Ver-
schiedene Reprisentant:innen nationaler Regierungen berichteten davon,
dass Google und Apple etwa das korrekte Funktionieren ihrer Apps un-
terbanden, sofern diese nicht die GAEN-Schnittstelle verwendeten, und
hinterfragten, mit welchem Ausmafl diese Konzerne ,einer demokratisch
gewihlten Regierung oder ihren Gesundheitsbehorden vorschreiben kénn-
ten, was ihre App leisten darf und was nicht“?34

Diese Probleme betten sich in eine wachsende, immer schérfer gefiihrte
Debatte um die Regulierung grofer Technikkonzerne ein, die auf europai-
scher Ebene mittlerweile sehr prisent gefithrt wird. Digitale Kontaktverfol-
gung als Beispiel eines solchen ,sector creeps® muss in diesem grofleren
Zusammenhang politisch und juristisch diskutiert werden, sie ist eine kon-
krete Instanz eines sich auspragenden Machtungleichgewichts. Die in die-
sem Bereich beobachtbare, deutliche Abhédngigkeit demokratisch gewéhlter
Regierungen von privatwirtschaftlichen Technologieriesen aufierhalb Euro-
pas liefert somit ein weiteres Argument fiir die Notwendigkeit einer sorgfal-
tig abgewogenen Regulierung.

Ist eine authorisierte App installiert und aktiviert, berechnet das Betriebssystem
kryptografische Pseudonyme und sendet diese in kurzen Abstinden per Bluetooth
Low Energy aus, um hierdurch Begegnungen zu ermitteln. GAEN ist dezentralisiert,
was bedeutet, dass Begegnungsdaten lediglich lokal auf dem Smartphone gespeichert
werden. Seit dem 18. September 2023 ist GAEN nicht mehr verfiigbar; ob eine
Evaluation und Weiterentwicklung der Schnittstelle vorgesehen ist oder passiert, ist
unklar.

29 Sharon, Ethics and Information Technology 2021.

30 Sharon, Personalized Medicine 2016.

31 Sharon, Ethics and Information Technology 2021.

32 Hoepman, A Critique of the Google Apple Exposure Notification (GAEN) Frame-
work, 2021.

33 Scott u.a., How Google and Apple outflanked governments in the race to build
coronavirus apps.

34 Ilves, Why are Google and Apple dictating how European democracies fight coron-
avirus?
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3.3 Privatanbieter

Im Bereich allgemeiner digitaler Kontaktverfolgungslosungen® stellt sich
grundlegend die Frage, wie viel privatwirtschaftlicher Wettbewerb zwi-
schen verschiedenen Anbietern zuzulassen und wiinschenswert ist. Es lief3e
sich erwarten, dass die Wahlfreiheit zwischen verschiedenen Anwendungen
das Vertrauen in Kontaktverfolgung allgemein zu steigern vermag, indem
sie die digitale Kontaktverfolgung dem Nimbus einer staatlichen Uberwa-
chung entzieht: Hat eine Anwenderin etwa Misstrauen in die nationale
App, nutzt sie an deren Stelle moglicherweise ein anderes Produkt. Auf
der anderen Seite sind negative Auswirkungen auf Effektivitit, Sicherheit
und Rezeption nicht auszuschliefSen; es gilte hierbei, eine allzu grofle
Fragmentierung inkompatibler Okosysteme zu vermeiden,* das Risiko auf-
tretender Sicherheitsliicken abzuwégen® sowie einzuschitzen, in welchem
Mafle derartige Liicken zu einer Kollektivbewertung von ,digitaler Kon-
taktverfolgung allgemein“ beitragen (bspw. konnten Méngel einer einzelnen
KVA pauschalisierend als Defekt aller KVAs wahrgenommen werden). Vor
diesem Hintergrund kann es durchaus profitabel erscheinen, das Angebot
digitaler Kontaktverfolgungslosungen, insbesondere KVAs, zu beschrénken.

In Deutschland hatten sich auf diesem Markt eine Vielzahl von Anbie-
tern wie SmartMeeting oder die Darfichrein GmbH etabliert. Fiir Irritatio-
nen sorgte hier die Zweigleisigkeit zwischen der Bundesregierung und eini-
gen Landesregierungen. Wahrend erstere weiterhin die aus Steuermitteln
finanzierte CWA bewarb, kauften letztere Lizenzen im Umfang von tber
20 Millionen Euro?® fiir die Nutzung der Luca-App der culture4life GmbH.
Investitionen in diese App wurden nicht nur von Datenschiitzer:innen au-
Bert kritisch gesehen. Auch die Start-up-Initiative ,WirFiirDigitalisierung®
kritisierte eine exklusive Férderung der Luca-App und forderte stattdessen
eine ,kollaborative, offene und gemeinsame Schnittstelle®

35 Dies umfasst neben KVAs beispielsweise auch Online-Check-in-Systeme umfasst.

36 Auf europiischer Ebene wurde zwischen Oktober 2020 und Februar 2023 unter dem
Namen European Federation Gateway Service ein Dienst in Betrieb genommen, der
eine grenziiberschreitende Interoperabilitit der Apps aus 18 EU-Mitgliedslindern
sowie Norwegen ermdglichte.

37 Die Sicherheit der Luca-App der culture4life GmbH wurde wegen ihrer zentrali-
sierten Architektur und diverser Sicherheitsmangel vielfach kritisiert. Siehe: Weifs,
Sicherheitsforscher: Risiken der Luca-App ,vollig unverhaltnismafig®

38 Kover/Fanta, Mehr als 20 Millionen Euro fur Luca.

39 ZEIT ONLINE, Start-up-Initiative gegen Einfithrung der Luca-App.
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Fiir KVAs speziell wurde die Entwicklung einer solchen Schnittstelle
erfolgreich von Google und Apple zugunsten ihrer eigenen GAEN-Schnitt-
stelle verhindert (vgl. Abschnitt 3.2). Der Submarkt der digitalen KVAs
ist folglich hochgradig unfrei und unterliegt Bedingungen, die von zwei
Gatekeepern dominiert wurden und werden. Wie argumentiert, kann dies
im Hinblick auf KVAs durchaus als wiinschenswert angesehen werden.
Angesichts jiingerer europdischer Regulationen*’ und Klagen des US-Justiz-
ministeriums gegen Apple*! ergeben sich jedoch praktische Fragen, etwa
ob eine Beschrankung der GAEN-Schnittstelle auf von Google und Apple
authorisierte Apps tiberhaupt zuléssig ist.

4. Schluss

Die meisten Kontaktverfolgungsapps sind aus den App-Stores verschwun-
den; die reale oder empfundene Bedrohung durch COVID ist stark gesun-
ken. Untersuchungen zur Technikakzeptanz mit echten Nutzer:innen wird
somit zunehmend schwieriger und sind allenfalls retrospektiv durchfiihr-
bar. Mit dem zumindest nach auflen kommunizierten Ende des Supports
des GAEN-Frameworks ist eine quantitative Untersuchung wichtiger tech-
nischer Komponenten der Corona-Warn-App stark erschwert.

Das gesellschaftliche Wohl im Blick, ist es aber offensichtlich, dass es
sich lohnt, sich frithzeitig um die Technik und deren Akzeptanz zu kiim-
mern. Ansonsten werden wir bei der nachsten Pandemie wieder beobach-
ten, dass auf ,schnelle und einfache® Losungen zuriickgegriffen wird, die
im Zweifel weder demokratisch legitimiert noch ausgereift sind. Mit den
Worten Ulrich Kelbers: ,Die Software braucht also eine stindige Pflege
und Weiterentwicklung, auch wenn gerade keine Krise ist. Der digitale
Austausch muss gewiéhrleistet sein. Die Rechtsgrundlagen miissen evaluiert
und angepasst werden“4?

40 Insbesondere Digital Markets Act, Data Act und Data Governance Act.

41 Ein Anklagepunkt ist des US-Justizministeriums ist exakt, Apple schrianke den Zugriff
auf Hardware- und Software-Schnittstellen fiir Dritte ein, siehe: U.S. Department of
Justice Office of Public Affairs, 2024.

42 Kelber, in: Schmoeckel (Hrsg.), Herausforderung der Rechtsordnung durch die Pan-
demie, 2021, 195 (210).
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Betroffenenrechte in der digitalen Selbstvermessung

Fabiola Boning und Uwe Laufs

Zusammenfassung

Der Beitrag verdeutlicht die Wichtigkeit der Beschiftigung mit der effek-
tiven, individualisierten und einfachen Ausiibung der Betroffenenrechte
im Zeitalter der ubiquitdren Datafizierung, die auch vor den eigenen Kor-
pervorgangen keinen Halt macht. Selbstvermesser haben ein gesteigertes
Interesse an der Verarbeitung ihrer Daten. Mit dem Umfang der Datenver-
arbeitung steigt auch die Notwendigkeit, die nutzerfreundliche Ausiibung
der in der Datenschutz-Grundverordnung (DS-GVO) kodifizierten Betrof-
fenenrechte zu ermdglichen. Im Beitrag wird anhand des in Art.15 DS-
GVO normierten Auskunftsrechts die Funktion des im Projekt TESTER!
entwickelten und erforschten Privacy-Assistenten zur Unterstiitzung der
Selbstvermesser erldutert. Dabei erfolgt die Ausiibung der Betroffenenrech-
te bei dem Anbieter eines Selbstvermessungsgerites selbst direkt {iber eine
Schnittstelle oder mittels eines Anfragengenerators und dem Einsatz vorge-
fertigter Templates, die individualisiert und an die Bediirfnisse der Nutzer
angepasst werden konnen.

1. Einleitung

Die Datenverarbeitung durch private und 6ffentliche Stellen wird auch in
den néchsten Jahren stetig zunehmen. Diese Tatsache entspricht zum einen
der generellen Marktentwicklung im Bereich der Datenverarbeitung? und
wird zum anderen auch durch die nationalen und europiischen Gesetz-
geber gefordert, die sich durch ein vermehrtes Datenteilen gesamtgesell-

1 Das Projekt ,TESTER - Digitale Selbstvermessung selbstbestimmt gestalten® wird im
Rahmen der BMBF-Forderrichtlinie ,,Forschung Agil® fiir eine Dauer von drei Jahren
bis August 2024 gefordert. Es tragt das Forderkennzeichen KISGAGSE022; s. https://w
ww.tester-projekt.de/.

2 Statistisches Bundesamt, Umsatz der Branche Datenverarbeitung und Hosting in
Deutschland von 2012 bis 2019 und Prognose bis zum Jahr 2025, 2021.
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schaftliche Vorteile — gerade auch im Bereich der Gesundheitsversorgung -
erhoffen.?

1.1 Selbstvermessung

Ein Teilaspekt der umfassenden Datafizierung der Umwelt ist die wachsen-
de Bedeutung der digitalen Selbstvermessung,* bei der digitale Technolo-
gien eingesetzt werden, um tagliche Erfahrungen, Gewohnheiten und kor-
perliche Prozesse aufzuzeichnen und in Daten umzuwandeln. Ermdglicht
wird dies durch zunehmend erschwingliche und leicht handhabbare intel-
ligente Sensortechnologie. Der Einsatz dieser Technologien im privaten
Umfeld kann einen Einfluss auf die eigene Korperwahrnehmung haben,
was in positiver Hinsicht als ein wichtiger Schritt auf dem Weg hin zu einer
praventiven und personalisierten Gesundheitsversorgung gesehen werden
kann. Dariiber hinaus kommen Selbstvermessungstechnologien auch in der
Versorgung zunehmend zum Einsatz. Ein negativer Aspekt der digitalen
Selbstvermessung kann ein zunehmend zwanghaftes Verhalten der Nutzer
sein.> Mit der Zunahme der Verwendung von Wearables zum Zwecke der
Selbstvermessung® steigt auch die Datenverarbeitung durch Anbieter in
diesem sensiblen Bereich kontinuierlich, was wiederum zu ethischen und
rechtlichen Fragestellungen fiihrt

3 S. z.B. BMG, Digitalstrategie fir das Gesundheitswesen und die Pflege, 2023 und
Europdische Kommission, COM(2022) 197 final vom 03.05.2022; s. zum européischen
Datenraum insgesamt Rofsnagel, ZRP 2021, 173.

4 Auch bekannt als Self-Tracking, Self-Monitoring, Self-Logging, Lifelogging oder Per-
sonal Informatics.

5 S. insgesamt zum Begriff und zur Geschichte der Selbstvermessung bereits Boning
u.a., in: Friedewald u.a. (Hrsg.), Daten-Fairness in einer globalisierten Welt, 2023,
247 (2481t.); s. zum Gegenstand der digitalen Selbstvermessung dariiber hinaus z.B.
Rode/Stern, in: Lessenich (Hrsg.), Geschlossene Gesellschaften. Verhandlungen des 38.
Kongresses des Deutschen Gesellschaft fiir Soziologie, 2016.

6 S. zum Absatz von (Core-)Wearables in Deutschland zwischen 2015 und 2023 gfu,
Absatz von Wearables in Deutschland in den Jahren 2015 bis 2023 (in Millionen Stiick),
2024 und zum erwarteten weltweiten Absatz von Wearables IDC, Absatz von Wearables
weltweit von 2014 bis 2022 und Prognose bis 2027, 2024.
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1.2 Probleme bei der Ausiibung von Betroffenenrechten

Die Kombination aus dem gesellschaftlichen Wandel, der auf der digitalen
Teilhabe einzelner Personen basiert, der steigenden Anzahl von Datenver-
arbeitungsvorgiangen und der potentiell stark steigenden Anzahl von daten-
verarbeitenden Stellen kann zu einer Uberforderung der einzelnen Person
fithren, wenn es darum geht, in der DS-GVO kodifizierte Betroffenenrechte
auch auszuiiben. Dies kann zum einen erschwert sein, weil schon keine
Kenntnis {iber bestehende Betroffenenrechte besteht.” Zum anderen kann
die Ausiibung der Betroffenenrechte an sich problematisch sein, weil un-
terschiedliche rechtliche Voraussetzungen gegeben sein miissen, die die
betroffene Person nicht notwendigerweise nachvollziehen kann.

Technische Losungen kénnen einen Beitrag zur Starkung der informatio-
nellen Selbstbestimmung der betroffenen Personen leisten, was letztlich der
gesamten Gesellschaft zugutekommen kann.

1.3 Uberblick iiber TESTER

In dem Projekt ,TESTER - Digitale Selbstvermessung selbstbestimmt ge-
stalten” wird das Ziel verfolgt, Selbstvermesser beim Umgang mit den
aus der Selbstvermessung generierten Daten durch die Herstellung von
Transparenz und Intervenierbarkeit zu unterstiitzen. Hierfiir wird ein Pri-
vacy-Assistent entwickelt und erforscht, der den Nutzern zunéchst in in-
teraktiver und personalisierter Weise Informationen tiber die von den ver-
schiedenen Anbietern von Selbstvermessungsgeriten verarbeiteten Daten
ver- und tibermittelt. Die weitere Funktion des Privacy-Assistenten besteht
in der Erleichterung der Ausiitbung von Betroffenenrechten, durch die der
Nutzer bei der Datenverarbeitung durch Anbieter von Selbstvermessungs-
gerdten intervenieren kann. Den Privacy-Assistenten wird es dabei zum
einen als allgemeine Variante geben, iiber die der Nutzer Einblick in die
Datenverarbeitung durch verschiedene Gerdte der Selbstvermessung hat,
und zum anderen als eingebettete Variante, die in die Softwareumgebung
der Anbieter von Selbstvermessungsgeriten integriert werden kann.

7 S. zur Problematik der Informiertheit der betroffenen Person schon Béning u.a., in:
Friedewald u.a. (Hrsg.), Daten-Fairness in einer globalisierten Welt, 2023, 247.
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1.4 Die Ausiibung der Betroffenenrechte mithilfe von TESTER

Das im Privacy Assistenten entwickelte System zur Intervention funktio-
niert zum einen {iber eine Softwareschnittstelle und zum anderen {iber
einen Generator fiir Datenschutzanfragen zur Ausiibung der Betroffenen-
rechte per E-Mail oder per Brief.

Die vorgesehene Schnittstelle wird sowohl {iber den Webstandard REST?®
als auch nativ iiber eine Java-Schnittstelle bereitgestellt. Diese Schnittstelle
hat eine zweifache Funktion. Zum einen ermdglicht sie die Authentifizie-
rung des Anwenders. Hierbei wird unter Einsatz eines sicheren Authentifi-
zierungsverfahrens festgestellt, um welchen Nutzer es sich handelt und ob
es tatsdchlich dieser Nutzer ist. Zum anderen ermdglicht die Schnittstelle
die direkte Durchfithrung spezifischer Interventionen auf dem System des
Anbieters. Der Privacy-Assistent oder in die Selbstvermessungs-Apps inte-
grierte Privacy-Funktionen, welche die Schnittstelle verwenden, kénnen
hierbei im kontrollierten Rahmen Daten uber die Schnittstelle abrufen,
dndern oder 16schen. Die Schnittstelle wird im Projekt exemplarisch im
Produkt eines Anwendungsunternehmens aus dem Bereich Telemedizin
umgesetzt, ist aber grundsitzlich dafiir geeignet, auch in anderen Umge-
bungen eingesetzt zu werden.

Fur den Fall, dass ein Anbieter diese Softwareschnittstelle nicht unter-
stiitzt, ist als Rickfallldsung ein Generator fiir Datenschutzanfragen vor-
gesehen. Dieser Generator erstellt Dokumente fiir die betroffene Person,
die iiber den traditionellen Weg (wie E-Mail oder Brief) an den Verant-
wortlichen zugestellt werden konnen. Der Text fiir diese Dokumente wird
anhand vorgefertigter Textbausteine (Templates) generiert, die mittels einer
Template Engine® zu einer vollstindigen Datenschutzanfrage in einem
Textdokument kombiniert werden. Die Textbausteine sind vorgefertigte
Textblocke fiir die jeweilige Intervention (z.B. Ausiibung des Auskunfts-
rechts), welche um die konkreten und im Hinblick auf die betroffene Per-
son individualisierten Daten erganzt werden.

8 https://www.w3.0rg/2001/sw/wiki/REST.
9 https://velocity.apache.org/.
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2. Technische Grundlagen

Die Entwicklung des TESTER Privacy-Assistenten erfolgt auf Basis von
Javal® als einer der am weitesten verbreiteten und bekanntesten Program-
miersprachen,!! wobei grundsitzlich auch die Verwendung anderer Pro-
grammiersprachen in Betracht kommt.

Das im Rahmen von TESTER entwickelte System zur Intervention funk-
tioniert zum einen iber eine Softwareschnittstelle und zum anderen {iber
einen Generator fiir Datenschutzanfragen zur Ausiibung der Betroffenen-
rechte per E-Mail oder Brief.

Die Geschiftslogik von TESTER zeigt auch die folgende Abbildung, die
einen Ausschnitt aus der Gesamtarchitektur darstellt:

@Geschéftslogik \

Web-Service (REST-Schnittstelle)
=

Generator flr
Datenschutzanfragen

Velocity

.

-

K Anwendungslogik TESTER /

Abbildung 1: Interventionsmodell von TESTER

J

10 Meyer, Touch of Class. Learning to Program Well with Objects and Contracts, 2009,
S.321-360.

11 TIOBE, TIOBE Index for March 2024. Als plattformunabhéngige und etablierte Pro-
grammiersprache bietet Java eine Vielzahl frei verfiigbarer Softwarebibliotheken. So-
mit kann bei der Umsetzung der benétigten Funktionalititen auf ein umfangreiches
Angebot zuriickgegriffen werden.
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2.1 Schnittstelle zur Intervention

Die Schnittstelle zur Intervention stellt exemplarisch einen produktiber-
greifenden Standard dar. Ein solcher Standard ermdglicht es Anbietern,
eine konsistente Reihe von Datenschutzfunktionen zu implementieren, die
von Drittanbietertools und -diensten genutzt werden konnen, um die Inter-
operabilitit und Nutzerfreundlichkeit zu verbessern. Die Schnittstelle bie-
tet eine Reihe generischer Funktionen, die es Anwendungen ermdglichen,
Nutzern einen konsistenten und verstindlichen Zugang zu ihren Daten zu
gewidhren. Funktionen wie authenticateUser, listData, listDataDescriptors,
listDataOperations, deny und delete sind so gestaltet, dass sie in einer
Vielzahl von Systemen ohne spezifische Anpassungen integriert werden
kénnen.

Durch die Standardisierung dieser Funktionen konnen verschiedene Sys-
teme und Anwendungen in der Lage sein, miteinander zu kommunizieren
und Daten gemifl den Nutzerpriferenzen zu verarbeiten. Dies erleichtert
es den Nutzern, ihre Datenschutzeinstellungen tiber verschiedene Dienste
hinweg zu verwalten.

Eine zentrale Funktion der Schnittstelle ist die Moglichkeit abzufragen,
welche Aktionen fiir bestimmte Datentypen unterstiitzt werden. Diese
Funktion ist entscheidend, um sicherzustellen, dass keine Daten geloscht
oder manipuliert werden, die fiir die grundlegende Funktionalitit des Sys-
tems unerlésslich sind. Zum Beispiel kann eine supportedActions(DataDe-
scriptor)-Funktion eine Liste von Aktionen zurtickgeben, die fiir bestimmte
Daten verfiigbar sind.

Wihrend die Schnittstelle generische Funktionen definiert, liegt es an
den einzelnen Anbietern zu entscheiden, welche Funktionen fiir welche
Daten freigegeben werden. Dadurch konnen Anbieter sicherstellen, dass
die Integritit und Funktionalitit ihrer Systeme gewahrt bleibt, wahrend
sie gleichzeitig Flexibilitdt und die Kontrolle des Nutzers iiber seine Daten
erh6hen.

Fiir die Nutzer bietet dieser Ansatz eine transparente und kontrollierte
Moglichkeit, ihre Datenschutzrechte auszuiiben. Fiir Anbieter bietet er eine
klare Richtlinie zur Implementierung von Datenschutzfunktionen, die die
Einhaltung gesetzlicher Vorschriften wie der DS-GVO erleichtern und das
Vertrauen der Nutzer stiarken kénnen.

Die Implementierung einer solchen Schnittstelle wiirde einen signifikan-
ten Fortschritt bedeuten. Dies sowohl in Bezug auf die technische Aus-
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fithrung von Datenschutzfunktionen als auch in der Harmonisierung der
Nutzererfahrung iiber verschiedene Plattformen und Dienste hinweg.

Um Zugriff auf die Daten zu erhalten, muss der Nutzer sich zuerst au-
thentifizieren. Dies erfolgt durch die authenticateUser-Funktion, die Nut-
zernamen und Anmeldeinformationen als Parameter verwendet, um die
Identitdt des Nutzers zu bestétigen.

Die Funktion listData gibt eine Ubersicht iiber alle gespeicherten Da-
ten des Nutzers. listDataDescriptors bietet eine Beschreibung der Daten,
was flir eine transparente Datenverarbeitung sorgt. Mit listDataOperations
kann der Nutzer eine Auflistung aller Datenverarbeitungsaktivititen einse-
hen, die mit seinen Daten durchgefithrt wurden.

Durch deny(ID), deny(DataOperation) und denyAll()!? kann der Nutzer
spezifische oder alle Datenverarbeitungen verbieten. Diese Funktionen er-
lauben es den Nutzern, Widerspruch gegen bestimmte Verarbeitungsarten
einzulegen, zum Beispiel gegen die Weitergabe der Daten zu Werbezwe-
cken.

Die delete(DataDescriptor)-Funktion erméoglicht es dem Nutzer, die Lo-
schung spezifischer Datentypen durchzufithren. Mit deleteAll kann er die
Loschung aller iiber ihn gespeicherten Daten beantragen. Alternativ kann
er die Daten selbst loschen, falls der Verantwortliche dies zulédsst. Dies
kénnte z.B. bei der E-Mail-Adresse der Fall sein, falls sie nur fiir die Zusen-
dung von Newslettern und Werbung verwendet wird und fiir das System
nicht zwingend benétigt wird.

Alle Daten werden im JSON-Format!® iibertragen, das fiir seine Leichtge-
wichtigkeit und Kompatibilitat mit Web-Technologien bekannt ist.

2.2 Anfragengenerator

Zur Generierung der Texte zur Ausiibung der Betroffenenrechte, die die
betroffene Person selbst per E-Mail oder Brief an den Verantwortlichen
verschicken kann, wird eine Template Engine verwendet, die auf Basis der
im System vorhandenen Informationen iiber den Umgang mit den perso-
nenbezogenen Daten gezielt nach Wunsch des Nutzers Anfragen erstellt.
Template Engines konnen den Prozess der Generierung von Daten-
schutzanfragen erheblich vereinfachen und standardisieren. Sie bieten eine

12 () istin diesem Fall kein Ubergabeparameter, da es um alle vorhandenen Daten geht.
13 https://www.json.org/json-en.html.
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flexible und effiziente Methode, um individuelle und professionelle Doku-
mente zu erstellen, ohne diese jedes Mal von Grund auf neu zu schreiben.
Die in TESTER verwendete Template Engine Apache Velocity bietet hierfiir
eine einfache Syntax, um Textvorlagen mit konkreten Daten zu individuali-
sieren.

3. Rechtliche Grundlagen von Art. 15 DS-GVO

Das Auskunftsrecht nach Art.15 DS-GVO™ ist wegen der grundsitzlichen
Individualisierbarkeit des Auskunftsersuchens ein exzellentes Beispiel, um
die Funktionen des Privacy-Assistenten vorzustellen.””> Vorbereitend werden
die relevanten rechtlichen Grundlagen in den folgenden Ausfithrungen
erldutert.

3.1 Antragsberechtigung

Den Antrag auf Auskunft nach Art.15 DS-GVO kann eine betroffene Per-
son stellen.'® Die Betroffenheit muss dann nicht vorliegen, wenn der Ver-
antwortliche der Person eine sogenannten , Negativauskunft® auf der ersten
Stufe gibt,”” also durch den Verantwortlichen keine personenbezogenen
Daten verarbeitet werden. In diesem Fall ist die DS-GVO entsprechend
Art.2 Abs.1 DS-GVO grundsatzlich nicht anwendbar, sodass eigentlich
kein Auskunftsrecht nach Art. 15 DS-GVO gegeben ist.

14 S. ausfithrlich zum Auskunftsanspruch z.B. Peisker, Der datenschutzrechtliche Aus-
kunftsanspruch, 2023.

15 S.zu den Beispielen fiir die Funktion des Privacy-Assistenten die Ausfithrungen unter
4 und 5.

16 S. zu Fragen des Personenbezugs z.B. Hornung/Wagner, CR 2019, 565; EuG, Urteil
vom 26.4.2023 - T-557/20, eur-lex, Rn. 60 ff. m. Anm. Baumgartner, ZD 2023, 399;
EuGH, Urteil vom 20.12.2017 - C434/16, curia, Rn. 27 ff.

17 Franck, in: Gola/Heckmann (Hrsg.), DS-GVO BDSG, Art.15 DS-GVO, Rn.28; s.
dazu auch die Ausfithrungen unter 3.3.
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3.2 Identifizierung des Antragsstellers

Bei begriindeten Zweifeln des Verantwortlichen an der Identitit der aus-
kunftsersuchenden Person kann jener nach Art.12 Abs. 6 DS-GVO zusitz-
liche Informationen anfordern, die zur Bestatigung der Identitdt der betrof-
fenen Person erforderlich sind.!® Dabei ist der Grundsatz der Datenmini-
mierung zu beachten. Es muss ein angemessenes Verhaltnis zwischen dem
Umfang und der Sensitivitat der iibermittelten Daten und den Anforderun-
gen an die Identititspriifung bestehen.!” Die zum Zwecke der Identifizie-
rung der auskunftsersuchenden Person erhaltenen Daten darf der Verant-
wortliche auch nur zur Identifizierung verwenden und muss sie danach
16schen.?? Kann die auskunftsersuchende Person nicht identifiziert werden,
so fithrt dies dazu, dass der Verantwortliche der betroffenen Person keine
Auskunft erteilen muss und darf, 2! damit nicht eine unberechtigte Person
Auskunft erhalt.

Nach EG 64 DS-GVO, der als Gesetzesbegriindung im Sinne des
Art.296 Abs.2 AEUV fiir die Auslegung herangezogen werden kann,??
soll der Verantwortliche alle vertretbaren Mittel nutzen, um die Identi-
tat einer auskunftssuchenden Person zu tberpriifen. Die Notwendigkeit
einer Identitatspriifung wird fiir Online-Dienste und Online-Kennungen
in EG 64 S.1 DS-GVO betont. Im Falle der Ubermittlung von Informatio-
nen an eine nicht berechtigte Person drohen dem Verantwortlichen Scha-
densersatzanspriiche, Sanktionen und zivilrechtliche Anspriiche.?® In der
Anwendung TESTER kann die betroffene Person grundsitzlich anhand des
Login-Mechanismus identifiziert werden, im Schriftverkehr zum Zwecke
der Intervention in der Form der Ausiibung von Betroffenenrechten, indem

18 S. auch Kremer, CR 2018, 560 (566 {.); Bienemann, in: Sydow/Marsch (Hrsg.), DS-
GVO | BDSG, Art. 15 DS-GVO, Rn. 21; Piltz, K&R 2016, 629 (631).

19 S. Engeler/Quiel, NJW 2019, 2201 (2205); Bienemann, in: Sydow/Marsch (Hrsg.),
DS-GVO | BDSG, Art.15 DS-GVO, Rn.22; Schmidt-Wudy, in: Wolff u.a. (Hrsg.),
BeckOK Datenschutzrecht, Art. 15 DS-GVO, Rn. 37.

20 S. Schmidt-Wudy, in: Wolff u.a. (Hrsg.), BeckOK Datenschutzrecht, Art.15 DS-GVO,
Rn. 39.

21 S. Paal, in: Paal/Pauly (Hrsg.), DS-GVO/BDSG, Art. 15 DS-GVO, Rn. 10; Bienemann,
in: Sydow/Marsch (Hrsg.), DS-GVO | BDSG, Art. 15 DS-GVO, Rn. 21.

22 S. z.B. Calliess, in: Calliess/Ruffert (Hrsg.), Art. 296 AEUV, Rn. 111t; s. zu den Gren-
zen der Auslegung, die anhand des Wortlauts des Gesetzestextes zu bestimme sind
aber z.B. EuGH, Urteil vom 26.10.2023 — C-307/22, curia, Rn. 44.

23 S. ndher Bienemann, in: Sydow/Marsch (Hrsg.), DS-GVO | BDSG, Art. 15 DS-GVO,
Rn. 21
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sie entsprechende Merkmale wie beispielsweise die Kundennummer oder
die Anschrift eingibt.?* Diese Anforderung steht auch in einem angemesse-
nen Verhiltnis zum Auskunftsbegehren der betroffenen Person, weil durch
die Eingabe der identifizierenden Merkmale verhindert werden kann, dass
der Anbieter die Daten an einen unbefugten Dritten herausgibt.

3.3 Mogliche Mehrstufigkeit des Antrags

Das Auskunftsrecht wird durch die betroffene Person - theoretisch - in
zwei Stufen ausgeiibt. Zunéchst erfolgt der Antrag der betroffenen Person,
ohne den der Verantwortliche nicht titig werden muss.?> Der betroffenen
Person muss dann eine Mitteilung dariiber gemacht werden, ob personen-
bezogene Daten iiber sie verarbeitet werden. Diese Mitteilung muss in
Form einer ,Negativauskunft“?® auch dann gemacht werden, wenn keine
personenbezogenen Daten verarbeitet werden.”” Werden personenbezoge-
ne Daten verarbeitet, kann die betroffene Person mit einem zweiten Antrag
Auskunft dariiber verlangen, welche personenbezogenen Daten verarbeitet
wurden.?

Es ist umstritten, ob die betroffene Person zusatzlich zu dem Antrag auf
die Mitteilung der Bestitigung der Verarbeitung personenbezogener Daten
einen Antrag auf Auskunft iiber diese personenbezogenen Daten und die
in Art.15 Abs.1 DS-GVO aufgezdhlten Informationen stellen muss.?® Ein
Antrag auf die Erteilung einer Auskunft dariiber, ob durch den Verantwort-
lichen personenbezogene Daten des Nutzers verarbeitet werden, wire nach
dieser Logik ein Antrag auf der ,ersten Stufe” Ein Antrag auf die Erteilung
einer Auskunft dariiber, welche Daten verarbeitet werden, wire ein Antrag
auf der ,zweiten Stufe®

24 Ausfiihrlich zur Identifizierung Steiger, ZD 2024, 143; zu beachten sind im diesem
Kontext jedoch weiterhin die Datenschutzgrundsitze, zu denen auch der Grundsatz
der Datenminimierung gehort.

25 S. Dix, in: Simitis u.a. (Hrsg.), Datenschutzrecht, Art.15 DS-GVO, Rn. 3, der von
einer ,Holschuld® der betroffenen Person spricht.

26 Paal, in: Paal/Pauly (Hrsg.), DS-GVO/BDSG, Art. 15 DS-GVO, Rn. 19.

27 S. Franck, in: Gola/Heckmann (Hrsg.), DS-GVO BDSG, Art. 15 DS-GVO, Rn. 5.

28 S. Dix, in: Simitis u.a. (Hrsg.), Datenschutzrecht, Art. 15 DS-GVO, Rn. 12.

29 S.zum Uberblick tiber die Struktur der Vorschrift z.B. Bienemann, in: Sydow/Marsch
(Hrsg.), DS-GVO | BDSG, Art. 15 DS-GVO, Rn. 6 ff. und weitergehend zum Detaillie-
rungsgrad Schmidt-Wudy, in: Wolff u.a. (Hrsg.), BeckOK Datenschutzrecht, Art. 15
DS-GVO, Rn. 50 ff.
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Ein Auskunftsersuchen, das sich explizit darauf bezieht, welche Daten
durch den Verantwortlichen verarbeitet werden, enthlt bei lebensnaher
Auslegung auch einen Antrag auf Auskunft dariiber, ob der Verantwortli-
che tiberhaupt personenbezogene Daten verarbeitet.>* Hingegen kann man
sich in dem Fall, in dem im Antrag zunichst ein Auskunftsersuchen nach
Art.15 Abs.1 Hs.1 DS-GVO enthalten ist, also die Auskunft, ob der Ver-
antwortliche {iberhaupt personenbezogene Daten der betroffenen Person
verarbeitet, einerseits auf den Standpunkt stellen, dass fiir die erste und die
zweite Stufe jeweils ein eigenstdndiger Antrag zu stellen ist.3! Andererseits
kann man auch in diesem Fall argumentieren, dass der Antrag in Bezug
auf die Frage, ob iiberhaupt personenbezogene Daten verarbeitet werden,
auch den Antrag enthilt, welche personenbezogenen Daten verarbeitet
werden.?> Wenngleich das Antragsbegehren grundsitzlich ausgelegt werden
kann, empfiehlt es sich fiir die betroffene Person - und damit auch fiir
den Privacy-Assistenten TESTER - die Antridge so konkret wie mdglich zu
formulieren und deutlich zu machen, ob lediglich Auskunft dariiber erteilt
werden soll, ob Daten durch den Verantwortlichen verarbeitet werden,
oder ob auch Auskunft tiber die Kategorien der verarbeiteten Daten erteilt
werden soll.3* Mithilfe der Individualisierung der Textbausteine soll indes
moglichst eine Einstufigkeit des Auskunftsersuchens in der Form erreicht
werden, dass keine Nachfrage des Verantwortlichen mehr notwendig ist.

30 S. Paal, in: Paal/Pauly (Hrsg.), DS-GVO/BDSG, Art.15 DS-GVO, Rn.2l; so wohl
auch EDSA, Guidelines 01/2022 on data subject rights — Rights of access: “This con-
firmation [whether or not personal data are being processed] may be communicated
separately, or it may be encompassed as part of the information on the personal data
being processed”

31 S. z.B. Paal, in: Paal/Pauly (Hrsg.), DS-GVO/BDSG, Art.15 DS-GVO, Rn.21 und
Ddubler, in: Daubler u.a. (Hrsg.), EU-DSGVO und BDSG, Art. 15 EU-DSGVO, Rn. 8;
offenlassend aber auf die inhaltliche Mehrstufigkeit verweisend Krdmer/Burghoff, ZD
2022, 428 (429).

32 S. Kamlah, in: Plath (Hrsg.), DSGVO BDSG TTDSG, Art. 15 DSGVO, Rn. 3; Dix, in:
Simitis u.a. (Hrsg.), Datenschutzrecht, Art. 15 DS-GVO, Rn. 13.

33 S. fiir die Verbindung der beiden Antrage auch Kamlah, in: Plath (Hrsg.), DSGVO
BDSG TTDSG, Art. 15 DSGVO, Rn. 3.
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3.4 Inhalt des Antragsbegehrens

Es ist nicht erforderlich, dass die betroffene Person den Antrag begriindet
oder auf ihr rechtliches oder berechtigtes Interesse verweist.>* Der Verant-
wortliche muss aus der Anfrage der betroffenen Person erkennen kdnnen,
was diese will,> ohne dass allzu hohe Anforderungen an die Artikulierung
des Antragsbegehrens zu stellen sind.3®

3.5 Prizisierung des Auskunftsersuchens

EG 63 S.7 DS-GVO sieht vor, dass der Verantwortliche, der eine grofle
Menge an Informationen iiber die betroffene Person verarbeitet, verlangen
kann, dass die betroffene Person prézisiert, auf welche Information oder
welche Verarbeitungsvorgiange sich ihr Auskunftsersuchen bezieht, bevor er
ihr Auskunft erteilt. Fraglich ist, ab wann der datenschutzrechtlich Verant-
wortliche grofle Mengen von Informationen iiber die betroffene Person ver-
arbeitet. Dies konnte der Fall sein, wenn zwischen der betroffenen Person
und dem Verantwortlichen tiber mehrere Jahre hinweg ein Dauerschuld-
verhiltnis besteht.’” Im Kontext der digitalen Selbstvermessung kann eine
vertragliche Beziehung zwischen dem Verantwortlichen und der betroffe-
nen Person unter Umstinden ebenfalls einen langen Zeitraum umfassen.
Charakteristisch fiir die Selbstvermessung ist gerade die Erfassung und
Auswertung von Daten iiber einen langen Zeitraum hinweg. Ebenfalls sind
Nutzer von Selbstvermessungsgeriten eher ambivalent, wenn es darum
geht, das Gerat bzw. die Anwendung zu wechseln.?® Insofern kann im Ein-
zelfall auch im Rahmen der digitalen Selbstvermessung davon ausgegangen
werden, dass der Verantwortliche grofle Mengen an Informationen tiber die
betroffene Person verarbeitet.

34 S.z.B. EuGH, Urteil vom 26.10.2023 — C-307/22, curia, Rn. 38.

35 S. Klein/Schwartmann, in: Schwartmann u.a. (Hrsg.), DS-GVO/BDSG, Art. 15 DS-
GVO, Rn. 8.

36 S.Kamlah, in: Plath (Hrsg.), DSGVO BDSG TTDSG, Art. 15 DSGVO, Rn. 4.

37 Starke, ZD 2024, 63.

38 S. dazu schon Boning u.a., in: Friedewald u.a. (Hrsg.), Daten-Fairness in einer globa-
lisierten Welt, 2023, 247 (266).
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Die Moglichkeit der betroffenen Person, diese Prizisierung vorzuneh-
men, setzt ihre ausreichende Informiertheit voraus.*® Die Prézisierungsan-
frage des Verantwortlichen fiithrt nicht dazu, dass die betroffene Person ihr
Auskunftsersuchen auch prizisieren muss.*? Erfolgt keine Prézisierung, so
muss umfassend Auskuntft erteilt werden.*! Dennoch kann es auch im Sinne
einer Vereinfachung der Ausiibung der Betroffenenrechte und im Sinne der
angestrebten Transparenz fiir die betroffene Person von Vorteil sein, wenn
sie ihr Auskunftsersuchen entsprechend prazisiert. Es ist durchaus denkbar,
dass die betroffene Person Auskunft {iber einzelne Datenkategorien wie z.B.
Blutdruck oder Kalorienverbrauch erhalten méchte.

3.6 Zurverfiigungstellung einer Kopie

Nach Art.15 Abs.3 S.1 DS-GVO hat die betroffene Person auch einen
Anspruch auf die Zurverfiigungstellung einer unentgeltlichen ersten Kopie
der personenbezogenen Daten, die Gegenstand der Verarbeitung beim
Verantwortlichen sind.*?> Im Falle eines elektronischen Antrags sind nach
Art.15 Abs. 3 S.3 DS-GVO die Informationen grundsitzlich in einem gén-
gigen elektronischen Format zur Verfligung zu stellen.

Beziiglich des Verhiltnisses von Art.15 Abs.1 DS-GVO zu
Art.15 Abs.3 S.1 DS-GVO hat der EuGH mittlerweile entschieden, dass
Art.15 Abs.1 DS-GVO und Art.15 Abs.3 S.1 DS-GVO Teilaspekte des

39 S. Klein/Schwartmann, in: Schwartmann u.a. (Hrsg.), DS-GVO/BDSG, Art.15 DS-
GVO, Rn. 10.

40 S. Laue u.a., in: Laue u.a. (Hrsg.), Das neue Datenschutzrecht in der betrieblichen
Praxis, § 4, Rn.28; Dix, in: Simitis u.a. (Hrsg.), Datenschutzrecht, Art.15 DS-GVO,
Rn. 1L

41 S. Dix, in: Simitis u.a. (Hrsg.), Datenschutzrecht, Art.15 DS-GVO, Rn. 11, der sich
jedoch fiir die Zuriickweisung eines pauschalen Auskunftsersuchens mit dem Inhalt
des Gesetzeswortlauts ausspricht, so auch Klein/Schwartmann, in: Schwartmann
u.a. (Hrsg.), DS-GVO/BDSG, Art.15 DS-GVO, Rn.10; LG Heidelberg, Urteil vom
6.2.2020 - 4 0 6/19, openjur, Rn.31ft,; zu denken ist in diesem Fall noch an durch
die Verweigerung der Prazisierung rechtsmissbrauchliches Verhalten im Sinne von
Art.12 Abs. 5 DS-GVO, s. dazu FG Berlin-Brandenburg, Urteil vom 26.1.2022 - 16 K
2059/21, openjur, Rn. 94 ff. und Greve, in: Sydow/Marsch (Hrsg.), DS-GVO | BDSG,
Art. 12 DS-GVO, Rn. 28.

42 Bei der Zurverfiigungstellung weiterer Kopien kann nach Art. 15 Abs. 3 S.2 DS-GVO
ein angemessenes Entgelt verlangt werden.
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Auskunftsrechts sind** und das Recht auf die Zurverfiigungstellung einer
Kopie kein vom ,eigentlichen® Auskunftsanspruch getrennter Anspruch
ist.** Fiir einen einheitlichen Anspruch konnte dabei der Wortlaut von
Art.15 Abs. 3 S.1 DS-GVO sprechen, wenn man davon ausgeht, dass dieser
lediglich die Modalititen des Auskunftsrechts festlegt.> Fiir die Trennung
der Anspriiche aus Art.15 Abs.1 DS-GVO und Art.15 Abs.3 S.1 DS-GVO
konnte unter anderem eine mégliche Uberforderung der betroffenen Per-
son bei der bloffen Ubermittlung einer Kopie als Ersatz fiir eine (aufberei-
tete) Auskunft sprechen.*¢

Fir beide Ansichten wird jeweils die Entstehungsgeschichte von
Art. 15 DS-GVO herangezogen. Beziiglich Art.12 DS-RL, der kein Recht
auf die Zurverfiigungstellung einer Kopie enthielt, entschied der EuGH,
dass die Ubermittlung einer Ubersicht der personenbezogenen Daten zur
Wahrung dieses Auskunftsrechts geniigt.#” Die Einfithrung eines Rechts
auf die Zurverfiigungstellung einer Kopie in Art.15 DS-GVO kann man
einerseits so interpretieren, dass sich Art.15 Abs.3 DS-GVO inhaltlich an
Art. 12 DS-RL orientieren soll und der Anspruch auf die Zurverfiigungstel-
lung einer Kopie den Auskunftsanspruch aus Art. 15 Abs.1 DS-GVO nicht
erweitert.*8 Andererseits kann man sich auch auf den Standpunkt stellen,
dass gerade die Einfithrung des Art.15 Abs.3 DS-GVO der betroffenen
Person ein zusitzliches Recht auf die Zurverfiigungstellung einer Kopie
»des Dokuments oder der Originaldatei“ einrdumt, da der Gesetzgeber
ansonsten die Formulierung des Art. 12 DS-RL beibehalten hatte.%’

Zum Umfang des Rechts auf die Ubermittlung einer Kopie hat der
EuGH entschieden, dass Art. 15 Abs. 3 S.1 DS-GVO der betroffenen Person
ein Recht auf den Erhalt einer originalgetreuen und verstdndlichen Repro-
duktion aller personenbezogenen Daten zugesteht, die Gegenstand der

43 EuGH, Urteil vom 4.5.2023 — C-487/21, curia, Rn. 33; s. zuvor schon z.B. Paal, in:
Paal/Pauly (Hrsg.), DS-GVO/BDSG, Art. 15 DS-GVO, Rn. 33 mw.N.; Zikesch/Sorup,
ZD 2019, 239 (240); Wybitul/Brams, NZA 2019, 672 (675).

44 So z.B. Koreng, NJW 2021, 2692 (2693) mit einem Fokus auf die Rechtsfolgenseite;
Bicker, in: Kiihling/Buchner (Hrsg.), DS-GVO/BDSG, Art. 15 DS-GVO, Rn. 39; Hr-
ting, CR 2019, 219 (220 £.).

45 So wohl EuGH, Urteil vom 4.5.2023 — C-487/21, curia, Rn. 30 ff.

46 Bcker, in: Kihling/Buchner (Hrsg.), DS-GVO/BDSG, Art. 15 DS-GVO, Rn. 39.

47 S. EuGH, Urteil vom 17.7.2014 — C-141/12 und C-372/12, curia, Zweiter Leitsatz.

48 So wohl BayLDA, 8. Tatigkeitsbericht 2017/2018, 46 f.; Wybitul/Brams, NZA 2019, 672
(675).

49 S. Koreng, NJW 2021, 2692 (2693), Rn.15; i.d.S. auch OVG Miinster, Urteil vom
8.6.2021 - 16 A 1582/20, openjur, Rn. 141.
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Verarbeitung sind.>® Dafiir spricht, dass die Abbildung des tatsachlichen
Verarbeitungsprozesses die Uberpriifung der Rechtmifigkeit der Datenver-
arbeitung sowie der Richtigkeit und Vollstindigkeit der Daten erheblich er-
leichtern kann.>! Dagegen spricht, dass die Datenschutz-Grundverordnung
auch an anderen Stellen zwischen Daten und den die Daten enthaltenen
Dokumenten unterscheidet.>

Problematisch ist im Kontext der Selbstvermessung die Einschrankung
des EuGH dahingehend, dass ein Anspruch auf eine Kopie in Form von
Ausziigen aus Dokumenten, ganzen Dokumenten, Ausziigen aus Datenban-
ken etc. nur besteht, wenn die Zurverfiigungstellung einer solchen Kopie
unerlasslich ist, um der betroffenen Person die wirksame Ausiibung ihrer
Rechte zu ermdglichen.>® Im Kontext der Selbstvermessung werden iiber-
wiegend keine Daten aus Dokumenten verarbeitet, sondern Daten verar-
beitet, die die betroffene Person dem Verantwortlichen selbst zur Verfiigung
gestellt hat. Es ist insofern unwahrscheinlich, dass es auf die genaue Repro-
duktion der Daten ankommt, wie sie beim Verantwortlichen vorliegen.

Weiterhin driangt sich die - in dhnlicher Form bei der Einwilligung
diskutierte — Frage auf, ob durch eine Ubermittlung aller beim Verant-
wortlichen vorhandenen Daten die betroffene Person iiberfordert wird.>*
Allerdings ist die Situation, in der sich die betroffene Person befindet, bei
der Ausiibung des Auskunftsrechts eine ganz andere als vor der Entschei-
dung dariiber, ob die Einwilligung in die Datenverarbeitung des Verant-
wortlichen erteilt werden soll, weil kein (subjektiv empfundener) zeitlicher
Druck besteht, den gewiinschten Dienst des Anbieters in Anspruch neh-
men zu wollen. Im Zweifel kann die betroffene Person sich ausfiihrlich

50 EuGH, Urteil vom 4.5.2023 - C-487/21, curia, Rn.45 und EuGH, Urteil vom
26.10.2023 — C-307/22, curia, Rn. 35; dhnlich weit gehend schon Koreng, NJW 2021,
2692 (2693), Rn.10; fir die Ubermittlung der Rohdaten z.B. Laoutoumai/Hoppe,
K&R 2019, 296 (297); Schwartmann/Klein, in: Schwartmann u.a. (Hrsg.), DS-GVO/
BDSG, Art. 15 DS-GVO, Rn. 28, wenn die in einem Dokument enthaltenen Daten auf
eine andere Art zur Verfiigung gestellt werden kénnen; BayLDA, 8. Titigkeitsbericht
2017/18, 46; restriktiver z.B. Zikesch/Sorup, ZD 2019, 239 (241).

51 S. EuGH, Urteil vom 4.5.2023 - C-487/21, curia, Rn.39ff,; EuGH, Urteil vom
26.10.2023 - C-307/22, curia, Rn.79; Bienemann, in: Sydow/Marsch (Hrsg.), DS-
GVO | BDSG, Art. 15 DS-GVO, Rn. 33.

52 Bienemann, in: Sydow/Marsch (Hrsg.), DS-GVO | BDSG, Art.15 DS-GVO, Rn. 33
mit Verweis auf Art. 86 DS-GVO und EG 154 DS-GVO; Laoutoumai/Hoppe, K&R
2019, 296 (297).

53 EuGH, Urteil vom 4.5.2023 — C-487/21, curia, Rn. 45.

54 So auch angedeutet bei Bdcker, in: Kithling/Buchner (Hrsg.), DS-GVO/BDSG,
Art. 15 DS-GVO, Rn. 39.
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mit der Kopie der iibermittelten Daten beschiftigen, ohne dass dieses zu
einem unmittelbaren Nachteil fiir sie fithrt. Der Transparenzgrundsatz aus
Art.5 Abs.1 lit.a DS-GVO kann aufgrund der kognitiven Uberforderung
gleichwohl tangiert sein.

Im Hinblick auf eine Softwareschnittstelle zum System des Anbieters
von Selbstvermessungsgerdten werden die Daten als strukturierte und auf-
bereitete Daten {ibermittelt. Beziiglich des Anfragengenerators kann auf die
oben aufgefiihrte Rechtsprechung des EuGH verwiesen werden, nach der
im Zweifel Kopien von Dokumenten oder Ausziige daraus verlangt werden
diirfen. Ob den Nutzern damit jedoch geholfen ist, bleibt zweifelhaft, wes-
wegen die Anfrage dahingehend konkretisiert werden sollte, ob die Nutzer
tatsichlich eine Kopie der verarbeiteten Daten oder eine zusammengefasste
Auskunft begehren.

4 Die Austibung des Auskunftsrechts iiber die Schnittstelle

Die Schnittstelle zur Intervention schafft Nutzern von Selbstvermessungs-
geriten auf technischem Weg den Zugang und die Kontrolle {iber ihre
Daten, bei denen es sich ganz liberwiegend um personenbezogene Daten
handelt. Durch einen standardisierten Ansatz kénnen Nutzer ihre Daten
bei verschiedenen, die Schnittstelle unterstiitzenden Anbietern von Selbst-
vermessungsgeraten abfragen und einsehen. Dies umfasst die Moglichkeit,
eine Liste aller gespeicherten personenbezogenen Daten zu erhalten, sowie
eine Beschreibung dieser Daten und der durchgefithrten Datenverarbei-
tungsaktivititen.>> Auch zusitzliche Informationen wie beispielsweise der
Zweck der Datenverarbeitung sollen zukiinftig abrufbar sein.

5 Die Austibung des Auskunftsrechts mithilfe des Anfragengenerators

Ein beispielhaftes Template fiir das Auskunftsrecht nach Art.15 DS-GVO
verdeutlicht die Individualisierbarkeit der Anfrage. Die nach dem Schema
$Variable®® aufgebauten Teile des Templates sind Platzhalter, welche von

55 S.dazu auch die Ausfithrungen unter 2.1.

56 Das Schema $Variable ist ein feststehendes Schema bei der Verwendung von Velocity.
Die Variablen beginnen standardmaf3ig mit $, bevor der Name der Variable eingefiigt
wird.
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der Template Engine durch die jeweiligen Daten ersetzt werden. Indivi-
dualisiert werden kann die Ausiibung des Auskunftsrechts im Hinblick
auf die Daten, iiber die die betroffene Person Auskunft erhalten méchte,
im Hinblick auf mogliche Beschrdnkungen sowie im Hinblick auf die in
Art.15 Abs.1 S.2 DS-GVO aufgefiihrten Informationen und das Verlangen
der Zurverfiigungstellung einer Kopie der gespeicherten Daten.>”

5.1 Erstes Beispiel

Sehr geehrte Damen und Herren,

hiermit iibe ich mein Auskunftsrecht gemdfs Art. 15 DS-GVO aus.

Ich méchte wissen, ob mich betreffende personenbezogene Daten verarbei-
tet werden.

Dariiber hinaus bezieht sich mein Auskunftsersuchen ausdriicklich nicht
auf die in Artikel 15 Abs. 1 Hs. 2 DS-GVO aufgefiihrten Informationen.

In diesem Beispiel mochte der Nutzer lediglich wissen, ob beim Anbieter
personenbezogene Daten iiber ihn verarbeitet werden. Dementsprechend
wird die Anfrage auch nicht im Hinblick auf einzelne Daten konkreti-
siert. Klargestellt wird jedoch, dass der Nutzer kein Interesse an den in
Art. 15 Abs. 1 Hs. 2 DS-GVO aufgezéhlten Informationen hat.

5.2 Zweites Beispiel

Sehr geehrte Damen und Herren,

hiermit iibe ich mein Auskunftsrecht gemdfs Art. 15 DS-GVO aus.

Meine Anfrage umfasst sowohl die Frage danach, ob Sie mich betreffende
personenbezogene Daten verarbeiten, als auch die Frage danach, welche
personenbezogenen Daten verarbeitet werden.

Meine Anfrage betrifft alle Daten, die Sie in der Vergangenheit iiber mich
verarbeitet haben und aktuell verarbeiten.

Dariiber hinaus bezieht sich mein Auskunftsersuchen auf die in Arti-
kel 15 Abs. 1 Hs. 2 DS-GVO aufgefiihrten Informationen.

Uber die inhaltliche Zusammenfassung der mich betreffenden durch Sie
verarbeiteten personenbezogenen Daten hinaus, fordere ich Sie dazu auf,

57 S. dazu die Ausfithrungen unter 3.

317

https://doi.org/10,5771/9783748840173 - am 18.01,2028, 08:53:17.



https://doi.org/10.5771/9783748940173
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Fabiola Béning und Uwe Laufs

Ihrer Pflicht zur Ubermittlung einer Kopie der gespeicherten personenbezoge-
nen Daten an mich nachzukommen.

In diesem Beispiel stellt der Nutzer klar, dass er sowohl wissen mochte,
ob Daten Uber ihn verarbeitet werden, als auch, welche Daten verarbeitet
werden. Der Nutzer prazisiert sein Auskunftsersuchen in der Hinsicht,
dass er ausdriicklich Auskunft iiber alle Daten verlangt, die Gegenstand
aktueller oder vergangener Datenverarbeitungsvorginge sind oder waren.
Er hat dariiber hinaus ein Interesse an den in Art.15 Abs.1 Hs.2 DS-GVO
aufgezdhlten Informationen und an einer Kopie der verarbeiteten Daten.

6. Fazit

Die zunehmende Datenverarbeitung durch private und 6ffentliche Stellen
in Form der Datafizierung der Umwelt schldgt sich auch in der vermehrten
Selbstvermessung mittels Wearables nieder. Durch die potentielle Uberfor-
derung der Selbstvermesser aufgrund vermehrter Datenverarbeitungsvor-
ginge, wird eine effektive und einfache Ausiitbung der Betroffenenrechte
gegeniiber den Anbietern von Selbstvermessungsanwendungen und -gera-
ten immer wichtiger. Dabei kann TESTER die betroffenen Personen in
der Form unterstitzen, dass die Betroffenenrechte zum einem uber eine
Schnittstelle direkt bei den Anbietern ausgeiibt werden und zum anderen
per Brief oder E-Mail bei denjenigen Anbietern ausgeiibt werden konnen,
welche die Schnittstelle nicht unterstiitzen.

Bei der Ausiibung des Auskunftsrechts konnen rechtliche Probleme und
Fragen aufkommen, die sich auf die Ausiibung dieses Rechts iiber die
Schnittstelle oder den Anfragengenerator auswirken. Die Ausiibung des
Auskunftsrechts setzt die tatsdchliche Betroffenheit der betroffenen Per-
son voraus, wenngleich auch die Auskunft erteilt werden kann, dass der
Anbieter gar keine Daten iiber die entsprechende Person verarbeitet. In
jedem Fall muss von dem Verantwortlichen sichergestellt werden, dass die
das Auskunftsrecht ausuibende Person identifiziert werden kann, da eine
Auskunft an eine nicht betroffene Person rechtswidrig wiére. Die Identifizie-
rung der betroffenen Person kann durch die Eingabe entsprechender Merk-
male, wie z.B. der Anschrift, sichergestellt werden. Im Hinblick auf den In-
halt des Antrags kann man danach unterscheiden, ob die betroffene Person
lediglich Auskunft dariiber enthalten mochte, ob personenbezogene Daten
uber sie verarbeitet werden, oder ob sie auch wissen mochte, welche Daten
tiber sie verarbeitet werden. Obwohl der Verantwortliche erkennen kénnen
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muss, worauf sich das Auskunftsbegehren bezieht, besteht keine Pflicht
der betroffenen Person, den Antrag zu begriinden oder auf ein rechtliches
oder berechtigtes Interesse hinzuweisen. Beziiglich eines moglichen Prézi-
sierungsverlangens des Verantwortlichen stellt sich die Frage, ab wann
im Rahmen der Selbstvermessung grofie Mengen an Informationen {iber
die betroffene Person verarbeitet werden. Diese Einschétzung ist einzelfall-
abhingig, kann aber in den Fillen angenommen werden, in denen eine
langjahrige Vertragsbeziehung zwischen dem Anbieter und dem Nutzer
besteht. Zu beachten ist jedoch, dass die betroffene Person im Zweifel einen
Anspruch auf die Ubermittlung der vollstindigen Informationen hat. Dazu
gesellt sich der Anspruch der betroffenen Person auf die Ubermittlung
der in Art.15 Abs.1 Hs.2 DS-GVO aufgefithrten Informationen, die sich
zum Teil von den nach Art. 13 DS-GVO zu iibermittelnden Informationen
unterscheiden. Zum Auskunftsanspruch aus Art.15 DS-GVO gehort auch
das Recht der betroffenen Person, eine Kopie, also nach dem Verstidndnis
des EuGH eine originalgetreue und verstdndliche Reproduktion der verar-
beiteten Daten, zu erhalten, wenn dies unerlasslich dafur ist, dass die be-
troffene Person ihre Recht wirksam ausiiben kann. Die Unerlésslichkeit der
Ubermittlung ganzer Dokumente oder Ausziigen aus Dokumenten kann im
Kontext der Selbstvermessung fraglich sein, weil tiberwiegend nur Daten
vom Verantwortlichen verarbeitet werden, die die betroffene Person ihm
selbst durch die Eingabe oder die Aufzeichnungen der Daten zur Verfiigung
gestellt hat.

Die Schnittstelle zur Intervention im Projekt TESTER kann es als pro-
duktiibergreifender Standard dem Anbieter ermdglichen, eine konsistente
Reihe von Datenschutzfunktionen zu implementieren, die zur Verbesse-
rung der Interoperabilitdit und Nutzerfreundlichkeit fiihren konnen. Dies
erfolgt mithilfe generischer Funktionen, die in eine Vielzahl von Systemen
integriert werden konnen. Der Anfragengenerator bietet den betroffenen
Personen die Moglichkeit, die Ausiibung ihrer Betroffenenrechte entspre-
chend ihrer Bediirfnisse zu individualisieren.

Durch den hohen Grad an Individualisierbarkeit und die Vereinfachung
der Intervenierbarkeit hinsichtlich der Datenverarbeitung aus Selbstver-
messungsgeriten kann TESTER einen Beitrag zur Starkung des informatio-
nellen Selbstbestimmungsrechts von Selbstvermessern leisten.
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Daten informiert teilen: Die Moglichkeiten von Differential
Privacy fiir die Gesellschaft nutzbar machen!

Daniel Franzen, Claudia Miiller-Birn

Zusammenfassung

Die Nutzung personenbezogener Daten, beispielsweise Mobilitdtsdaten, ist
fir die Bewiltigung aktueller gesellschaftlicher Herausforderungen von
grofler Bedeutung. Allerdings konnen die bendtigten Daten auch einen
Eingriff in die Privatsphédre der Datengebenden bedeuten. Die Einschit-
zung, ob ein Privatsphérenrisiko verhéltnismaf3ig ist, hangt unter anderem
vom verwendeten Anonymisierungsverfahren und dem individuellen Pri-
vatsphérebediirfnis ab und sollte, im Rahmen einer sogenannten informier-
ten Entscheidung, von den Datengebenden getroffen werden. Wir schlagen
daher ,Privacy Decision User Interfaces“ vor, in denen Datengebenden
verstandlich kommuniziert wird, wie das verwendete Anonymisierungsver-
fahren das Privatsphérenrisiko beeinflusst.

Ein solches Anonymisierungsverfahren ist Differential Privacy (DP),
das besonders geeignet ist, informierte Entscheidungen zu unterstiitzen:
Im Vergleich zu anderen Verfahren erlaubt DP eine feinere Kontrolle des
Kompromisses zwischen der Genauigkeit der weitergebenen Daten (die
verrauscht werden) und dem damit verbundenen Privatsphérenrisiko. Al-
lerdings ist die Vermittlung dieses Kompromisses an bisher wenig erforscht.
Dadurch wird das Potenzial von DP, informierte Entscheidungen fiir den
Einzelnen aber auch fiir die Gesellschaft unter Wahrung der Privatsphire
zu unterstiitzen, bisher zu wenig genutzt.

In unserem Beitrag geben wir einen Uberblick iiber die Herausforderun-
gen und bisherigen Erkenntnisse zur Kommunikation von DP, berichten
iber unsere Ergebnisse aus zwei empirischen Studien zur Kommunikation
des Privatsphareschutzes durch den FEinsatz von Privacy Decision User

1 Der vorliegende Beitrag entstand im Rahmen des Verbundprojekts ,freemove - Trans-
disziplinare Erforschung der Datenschutz-bewussten Verfiigbarmachung von Bewe-
gungsdaten fiir nachhaltige urbane Mobilitat", das seit 2021 vom Bundesministerium
fiir Bildung und Forschung gefordert wird (Férderkennzeichen: 01UV2090B).
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Interfaces und diskutieren, was diese Ergebnisse fiir informierte Entschei-
dungen iiber die Weitergabe von personenbezogenen Daten bedeuten.

1. Der Wertekonflikt zwischen Genauigkeit und Privatsphdre in Datensitzen

Um die gegenwirtigen Herausforderungen unserer Gesellschaft zu bewalti-
gen, werden Daten bendtigt, die die Bediirfnisse der Gesellschaft genau
widerspiegeln. Beispielsweise sind fiir nachhaltige Mobilititskonzepte Be-
wegungsdaten erforderlich, die Aufschluss dariiber geben, wie Biirger:in-
nen die bestehenden Angebote nutzen und an welchen Stellen Engpdsse
bestehen. Die Erhebung und Nutzung solcher Daten unterliegt allerdings
héufig einem Wertekonflikt. Ein solcher Wertekonflikt bezeichnet eine Si-
tuation, in der es einen Widerspruch zwischen konkurrierenden oder un-
vereinbaren Interessen oder Zielen gibt, die von Individuen oder Gruppen
als wichtig fur ihr Leben empfunden werden (Friedman u. a. 2019). In
der Datenerhebung und -nutzung steht der Bedarf an mdglichst genauen
Daten, um einen Mehrwert fiir das Gemeinwohl zu erzeugen, dem Bediirf-
nis des Einzelnen nach Schutz der Privatsphire gegeniiber, da eine solche
Datensammlung haufig auch sensible Informationen enthélt. Bewegungs-
daten konnen beispielsweise Aufschluss tiber den Wohn- und Arbeitsort
von Individuen geben. Der Vergleich von Bewegungsdaten Einzelner mit
denen anderer Personen erlaubt potenziell die Identifikation von sozialen
Beziehungen und der Abgleich mit markanten Orten erlaubt Riickschliisse
auf Hobbys, religiése oder politische Einstellungen, sexuelle Orientierung,
sowie die medizinische Verfassung.

Zum Schutz der Datengebenden, aber auch um das Vertrauen von Da-
tengebenden in offentliche Datensammlungen zu fordern, sollte deshalb
dieses Privatsphérerisiko einer Verletzung der Privatsphire mit effektiven
Verfahren reduziert werden. Eine ,naive“ Anonymisierung, wie das Entfer-
nen von Namen und dhnlichen eindeutigen Identifikatoren, reicht im All-
gemeinen nicht aus, da héufig aus vermeintlich nicht personenbezogenen
Daten in einem Datensatz auf die Identitit oder sensible Informationen
der Datengebenden geschlossen werden kann (de Montoje u. a. 2013). Aus
diesem Grund modifizieren fortgeschrittene Anonymisierungsverfahren?
die Daten zusitzlich so, dass das Risiko eines solchen Privatsphéreverlusts
verringert wird.

2 Als Anonymisierung bezeichnen wir hier nicht nur das Entfernen von Identifikatoren
(des Personenbezugs), sondern auch die Verringerung des Risikos, dass selbst ohne
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Die rechtliche Situation in Bezug auf personenbezogene oder anonymi-
sierte Daten ist in der Datenschutz-Grundverordnung (DSGVO) geregelt:
Personenbezogene Daten unterliegen strengen Anforderungen und miissen
angemessen geschiitzt werden, wahrend die Verwendung ,anonymisierter
Daten durch die DSGVO nicht grundsétzlich eingeschrankt wird. Diese
bindre Einteilung spiegelt jedoch die Bandbreite der technischen Anonymi-
sierungsmethoden nur unzureichend wider. Auch fortgeschrittene Anony-
misierungsmethoden konnen eine Verletzung der Privatsphare nicht ginz-
lich ausschlieflen, sondern lediglich das Risiko einer solchen Verletzung
reduzieren. Das Schutzniveau, also wie stark dieses Risiko reduziert wird,
bewegt sich auf einem kontinuierlichen Spektrum und héngt von der ge-
wihlten Methode und von den gewiahlten Parametern der Methode ab. Ein
hoheres Schutzniveau (,bessere” Privatsphére) geht dabei auch mit einem
hoheren Verlust an Datengenauigkeit einher.

Wir erweitern daher die bindre Sichtweise auf Anonymitat im Sinne der
DSGVO um dieses Kontinuum und widmen uns aus der menschzentrier-
ten Perspektive (Human-Centered Design, Kling u. a. 1998 und Moggridge
2007) dem Wertekonflikt zwischen Datengenauigkeit und Schutz der Pri-
vatsphére. Uns interessiert, wie das Schutzniveau von Anonymisierungsme-
thoden mit dem individuellen Bediirfnis der Datengebenden nach Privat-
sphire in Einklang gebracht werden kann, um individuelle Mobilititsdaten
fiir die Gesellschaft wertebasiert nutzbar zu machen.

1.1 Informierte Entscheidung zum Teilen von persdnlichen Daten

Moderne Anonymisierungsmethoden stellen, analog zu dem anfangs ange-
sprochenen Wertekonflikt, einen Kompromiss zwischen Datengenauigkeit
und Privatsphdreschutz dar: Um die Privatsphire stirker zu schiitzen,
miissen Daten stirker modifiziert werden, was sich jedoch negativ auf die
Genauigkeit und damit auch auf den Nutzen der Daten fiir die Analyse
auswirkt. Verfahren wie beispielsweise k-Anonymitit erreichen dies durch
die Entfernung einzelner Datensitze (Ausreifler) oder durch eine Verallge-
meinerung der Daten (Alter: ,20-25“ statt ,,23“). DP hingegen modifiziert
die Daten durch einen Zufallsprozess (vgl. Abschnitt 2.1). Der Parameter
e von DP erlaubt es den Kompromiss zwischen Schutzniveau und Datenge-

Identifikatoren sensible Informationen aus den gesammelten Daten abgleitet werden
konnen.
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nauigkeit prazise einzustellen. Dabei gilt: Je hoher der Wert fiir den Para-
meter & gewahlt wird, desto weniger weichen die modifizierten Daten von
den tatsichlichen Daten ab. Das resultiert in hoherer Datengenauigkeit,
allerdings gleichzeitig in einem hoheren Risiko fiir die Privatsphére. Das
angemessene Schutzniveau (d. h. der geeignete Wert fiir den Parameter ¢)
ist vom jeweiligen Anwendungsfall abhiangig, unter anderem davon, welche
Daten von welchen Datengebenden erhoben werden. Wird der Parameter
e (Schutzniveau) zu niedrig gewéhlt vermittelt DP als fortgeschrittene An-
onymisierungsmethode ein hohes wahrgenommenes Schutzniveau, jedoch
besteht eine hohe Wahrscheinlichkeit, dass Angreifende auf die sensiblen
Daten der Datengebenden schlieflen konnen. Mobilitdtsdaten sind fiir eine
solche Verletzung der Privatsphédre in besonderem Mafle gefihrdet, da
hier typischerweise die einzelnen Messpunkte mit Zeitstempeln versehen
und in Trajektorien verbunden sind. Das bietet zahlreiche Gelegenheiten
die Identititen von Personen aus den vermeintlich anonymisierten Daten
wiederherzustellen.

Da es bisher an einer rechtlichen Regelung oder allgemein akzeptierten
Standards zum erforderlichen Schutzniveau in unterschiedlichen Kontex-
ten fehlt (Dwork u. a. 2019), ist eine gingige Vorgehensweise, ein angemes-
senes Schutzniveau zu finden, die sogenannte ,informierte Entscheidung:
Datengebende sollen alle ndtigen Informationen bekommen und auf dieser
Grundlage selbst entscheiden, ob das gewidhlte Schutzniveau dem Zweck
der Erhebung angemessen ist oder ob ein hoheres Schutzniveau gegeben
sein miisste, um dem Privatsphirebediirfnis zu entsprechen. Unter einer
informierten Entscheidung verstehen wir gemaf der Definition von Bekker
u. a. eine Wahl, die (1) unter Beriicksichtigung aller relevanten Informatio-
nen und (2) in Ubereinstimmung mit den individuellen Uberzeugungen
getroffen wird (Bekker u. a. 1999). Von entscheidender Bedeutung ist hier-
bei, dass die wichtigen Informationen in einer verstindlichen Art und
Weise zur Verfiigung gestellt werden, sodass diese Informationen von den
Datengebenden in die Entscheidung einbezogen werden kénnen. Die tech-
nischen Details von DP sind allerdings zu kompliziert, um sie fiir Laien
verstandlich auszudriicken und selbst die Bedeutung des Parameters ¢ ist
schwer zu kommunizieren. Um den Privatsphireschutz verstandlicher zu
machen, kann ¢ allerdings als ein Privatspharenrisiko formuliert werden:
~Wie wahrscheinlich ist es, dass aus den Daten korrekte Informationen iiber
mich abgeleitet werden konnen?“ Das Konzept des ,,Privatsphérerisikos® ist
in der allgemeinen Bevélkerung noch nicht geldufig, aber Risiken im Allge-
meinen sind aus anderen Kontexten wie Wettervorhersagen, Gliicksspiel
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oder der Medizin bekannt. Das Forschungsgebiet der Privacy Decision
User Interfaces iibertragt die Erkenntnisse zur Risikokommunikation aus
diesen Kontexten auf die Privatsphére. Ziel ist es, eine informierte Entschei-
dung fiir oder gegen das Teilen von Daten zu unterstiitzen.

1.2 Unser Beitrag

Im Rahmen unserer Forschungsarbeit befassen wir uns mit der folgenden
tibergreifenden Forschungsfrage: ,Wie kann die informierte Entscheidung
von Laien bei der Nutzung von Differential Privacy mittels Privacy Deci-
sion User Interfaces (PD-UIs) effektiv unterstiitzt werden?“ Nach einer
kurzen Einfithrung zu den Eigenschaften von DP (Kap. 2), beschreiben
wir das Design unserer Interfaces und unserer Studien (Kap. 3). Anschlie-
lend présentieren wir die Ergebnisse der Untersuchungen dar(Kap. 4) und
diskutieren auf Basis dieser Ergebnisse verschiedene Konsequenzen und
Vorgehensweisen fiir den Einsatz von DP zum Nutzen der Gesellschaft
(Kap. 5).

2. Das Potenzial und die Herausforderungen von DP

Der Privatsphéreschutz, der durch DP erreicht werden kann, birgt ein gro-
8es Potenzial fiir informierte Entscheidungen. Allerdings sind noch einige
Herausforderungen zu bewiltigen, bevor DP dieses Potenzial vollstindig
entfalten kann. Das folgende Kapitel beleuchtet diese Dualitit aus Potenzial
und Herausforderungen.

2.1 Differential Privacy und die Vorteile gegeniiber anderen
Anonymisierungsverfahren

Datensitze, die von urbanen Mobilitdts-Dienstleistenden oder offentlichen
Nahverkehrsanbietenden, aber auch von Citizen Science-Projekten gesam-
melt werden, kénnen der Gesellschaft helfen, bedarfsgesteuerte Losungen
zu finden. Um bei der Datennutzung die Privatsphére der Datengebenden
zu schiitzen, werden Daten mit unterschiedlichen Verfahren anonymisiert.
Naive Mafinahmen, wie das Entfernen eindeutiger Identifikatoren (z.B.
Namen), sind nicht ausreichend, um die Privatsphére der Datengebenden
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effektiv zu schiitzen. Der Bezug zu Individuen kann oft leicht wiederherge-
stellt werden, indem die Daten mit offentlich verfiigbaren Datenquellen,
wie beispielsweise Zensusdaten, verkniipft werden (Douriez u. a. 2016,
Narayanan u. a. 2008). Gerade bei Bewegungsdaten hat eine Studie gezeigt,
dass schon die Kenntnis von zwei Punkten mit Aufenthaltsort und -zeit
einer Person ausreicht, um 50% aller Individuen in einem typischen Daten-
satz eindeutig zu identifizieren (de Montoje u. a. 2013). Selbst ohne eine
solche Identifikation konnten sensible Information ermittelt werden. Wenn
beispielsweise die Menge aller moglichen Taxifahrten, die eine Zielperson
in einem Zeitraum durchgefiihrt haben konnte, alle an einem sensiblen
Ort enden, kann geschlossen werden, dass die Zielperson diesen Ort auf-
gesucht hat ohne ihre exakte Taxifahrt zu kennen. Daher sind gerade bei
Bewegungsdaten effektivere Schutzverfahren nétig.

Zusitzlich zur Entfernung von Identifikatoren modifizieren fortge-
schrittene Anonymisierungsverfahren, wie beispielsweise k-Anonymitat
(Sweeney 2002), die Daten auf gezielte Art und Weise um eine Re-iden-
tifikation oder das Lernen einer sensiblen Information zu erschweren. Je
mehr die Daten verdndert werden, desto starker ist der Privatsphareschutz,
aber desto ungenauer werden die Daten. Allerdings erlauben auch diese
fortgeschrittenen Verfahren keine differenzierten Aussagen zum Schutz
der Privatsphire, beispielsweise hinsichtlich der Wahrscheinlichkeit, dass
sensible Informationen aus den Daten erschlossen werden konnen. Statt-
dessen werden die Daten nach Anwendung des Anonymisierungsverfahren
typischerweise als anonym angenommen. Falls jedoch ein neuer Datensatz
gefunden wird, der durch einen Abgleich die Re-Identifikation einer Person
ermoglicht, ist der Schutz plotzlich sehr gering. Folglich konnen Daten-
gebenden lediglich sehr ungenaue Angaben zur Hohe oder Qualitat des
Schutzes der Privatsphire kommuniziert werden.

Eine mogliche Losung konnte DP darstellen. DP wurde als eine mathe-
matische Anonymisierungs-Eigenschaft definiert (Dwork 2006) und kann
durch verschiedene Algorithmen erreicht werden (Dwork 2006, Kairouz
u. a. 2015, Wang u. a. 2016)3. Anonymisierungsverfahren, die die DP-Eigen-
schaft erfiillen, garantieren exakte Obergrenzen fiir das Privatspharenrisiko

3 Die mathematische Definition und die technische Funktionsweise von Differential
Privacy wird an dieser Stelle aus Platzgriinden nicht im Detail vorgestellt. Im Rest des
Beitrags reicht es zu verstehen, dass mit dem Parameter € der Kompromiss zwischen
Genauigkeit der Daten und dem Privatsphireschutz eingestellt werden kann. Fiir eine
einfache Beschreibung der Arbeitsweise von DP, verweisen wir auf unsere Veroffentli-
chung (Franzen u. a. 2022).
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der Datengebenden. Die DP-Garantie ldsst sich vereinfacht wie folgt be-
schrieben: ,Wenn die DP-geschiitzten Daten weitergegeben werden, dann
steigt die Wahrscheinlichkeit, dass jemand Informationen erraten kann,
hochstens um diesen Faktor: X Die Hohe des Faktors kann von den
Datensammelnden iiber den Parameter € exakt justiert werden, um den
Kompromiss zwischen der Genauigkeit der Daten und dem Schutz der
Privatsphire fiir den jeweiligen Anwendungsfall zu optimieren.

Anonymisierungsverfahren, wie auch DP, nutzen ein Angriffsmodell um
zu beschreiben, welcher Privatsphireschutz erreicht wird. Das Angriffsmo-
dell beschreibt, welches zusitzliche Wissen und welche Fahigkeiten hypo-
thetische Angreifende haben miissen, um sensible Informationen iiber eine
Zielperson aus den Daten zu lernen. Im Unterschied zu allen anderen
Anonymisierungsverfahren nimmt das Angriffsmodell von DP an, dass An-
greifende bereits alle Informationen aufler der sensiblen Information iiber
die Zielperson kennen. Da die Schutzgarantie von DP auf dieser Grundla-
ge gegeben wird, behilt sie auch mit der Veréffentlichung von weiteren
zukiinftigen Datensdtzen ihre Giiltigkeit. Des Weiteren nimmt DP an, dass
Angreifenden stets eine fundierte Vermutung tiber die sensible Information
der Zielperson moglich ist, welche mit einer gewissen Wahrscheinlichkeit
korrekt ist. Diese Wahrscheinlichkeit betrdgt 100 %, wenn die Information
zweifelsfrei aus anderen Quellen verfiigbar ist. Aber selbst ohne niitzliche
Hintergrundinformationen, konnen Angreifende beispielsweise Ja/Nein-At-
tribute (wie eine medizinische Diagnose) iiber einen einfachen Miinzwurf
mit einer Wahrscheinlichkeit von 50 % korrekt raten. Basierend auf dem
Konzept der Wahrscheinlichkeit der Vermutung, modifiziert DP die Daten
so, dass sich die Wahrscheinlichkeit der Korrektheit der Vermutung durch
die neue Datenweitergabe hochstens um einen bestimmten Faktor (abhén-
gig von dem Parameter €) vergrofSern kann. Der Parameter ¢ stellt damit
den Kompromiss von DP zwischen Privatsphireschutz und Genauigkeit
der Daten dar. Je kleiner der Parameter & gewdhlt wird, desto kleiner wird
dieser Faktor und desto weniger kdnnen Angreifende iiber die Zielperson
herausfinden, aber gleichzeitig verringert sich die Genauigkeit der Daten
fur die Auswertung.*

4 Die Definition und die Funktionsweise von Differential Privacy wird an dieser Stelle
aus Platzgriinden nicht im Detail vorgestellt. Im Rest des Beitrags reicht es zu verste-
hen, dass mit dem Parameter & der Kompromiss zwischen Genauigkeit der Daten und
dem Privatsphireschutz eingestellt werden kann. Fiir eine einfache Beschreibung der
Arbeitsweise von DP, verweisen wir auf unsere Veroffentlichung (Franzen u. a. 2022).
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Dieses besondere Angriffsmodell von DP erlaubt es, eine numerische
Grenze fiir das Privatsphérenrisiko zu garantieren, statt lediglich eine unge-
naue Versicherung anzugeben, dass ,fast kein Risiko“ besteht. Da bei DP
laut Annahme Angreifende bereits iiber das maximale Wissen verfiigen, ist
der Privatsphareschutz auch nicht davon abhingig, welche Datensitze in
der Zukunft verfiigbar werden (im Gegensatz zu Verfahren wie k-Anonymi-
tat). DP ermdglicht somit eine Kommunikation des genauen Risikos fiir
die Privatsphére an Datengebende und kann damit eine Grundlage fiir eine
informierte Entscheidung bereitstellen.

2.2 Die Herausforderung von Differential Privacy

DP wird bereits in unterschiedlichen Datenerhebungen eingesetzt, bei-
spielsweise von Microsoft, Apple und Google (Domingo-Ferrer u. a. 2021)
oder von der U.S. Zensusbehorde (Kenny u. a. 2021). Allerdings ist die
Angabe, dass DP fiir eine Datensammlung genutzt wird, alleine nicht aus-
sagekriftig. Der Schutz fiir die Privatsphire ist mafigeblich abhingig von
dem Parameter €. Mit sinnvoll kleinen e-Werten stellt DP einen guten Pri-
vatsphéreschutz dar, aber grofiere Werte konnen unter Umstdnden keinen
aussagekraftigen Schutz der sensiblen Daten gewahrleisten. Ohne Angabe
des Parameters ist es den Datengebenden somit nicht méoglich, den Schutz
ihrer Daten einzuschitzen (Dwork u. a. 2019).

Die Kommunikation des Privatspharenrisikos von DP ist mit zwei He-
rausforderungen konfrontiert: einerseits die Komplexitat von DP (Wie er-
reicht DP den Schutz?) und andererseits die Komplexitit von Risikokom-
munikation (Was bedeutet ein Risiko von 34% und wie kann es verstand-
lich erklart werden?). In Anbetracht dieser Komplexitidt konnte seitens
der Datensammelnden die Befiirchtung bestehen, dass eine leichtfertige
Erwahnung des ,Risikos“ Datengebende von der Weitergabe ihrer Daten
abschrecken konnte. Erschwerend kommt hinzu, dass Risikokommunikati-
on kontextabhéngig ist, d. h. die Effekte der Kommunikation auf das Risi-
koverstdndnis der Datengebenden von dem Kontext des Risikos abhéngen.
Aus diesem Grund ist die Ubertragung der Ergebnisse aus der Forschung
zu Risikokommunikation in anderen Fachbereichen, wie beispielsweise aus
der Medizin oder dem Katastrophenschutz auf die Privatspharekommuni-
kation méglicherweise nicht ohne Weiteres méoglich. Das fiihrt dazu, dass
in der Praxis der gewdhlte e-Wert oder die dadurch abgeleiteten Privatspha-
regarantien den Datengebenden tiblicherweise nicht kommuniziert werden
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(Cummings u. a. 2021) und das Potenzial von DP somit nicht genutzt
werden kann.

Die bisherigen Forschungsarbeiten zum Thema ,Kommunikation von
DP* beschrankten sich auf qualitative Beschreibungen von DP, wie sie
in der Praxis verwendet werden, im Gegensatz zu einer moglichen quan-
titativen Kommunikation der Hohe des Privatsphéreschutzes: Cummings
u. a. identifizierten aus 76 DP-Beschreibungen, die in der Praxis genutzt
werden, sechs verschiedene Themen (z. B. ,Methode®, ,Vertrauen® oder
»Risiko“). In ihrer Vergleichsstudie (Cummings u. a. 2021) zur Wahrneh-
mung dieser Themen haben die Autorinnen herausgestellt, dass verschie-
dene Themen verschiedene Privatsphéreerwartungen der Datengebenden
wecken. Xiong u. a. untersuchten in zwei aufeinander aufbauenden Studien
den Effekt von Beschreibungen von DP auf die Bereitschaft von Datenge-
benden, ihre Daten weiterzuzugeben. In der ersten Studie (Xiong u. a.
2020) wurden verschiedene Beschreibungen von DP verglichen. Dabei
konnte festgestellt werden, dass einige Faktoren (z. B. die Bekanntheit
und das Vertrauen in die datensammelnde Organisation) einen grofieren
Einfluss auf die Weitergabebereitschaft der Datengebenden haben, als
die Unterschiede der DP-Beschreibungen. Mit mehrfach verbesserten Be-
schreibungen von DP ist es Xiong u. a. gelungen das Verstindnis der
Studienteilnehmenden beziiglich DP unter bestimmten Voraussetzungen
zu verbessern. In ihrer zweiten Studie (Xiong u. a. 2022) untersuchten
die Autor:innen zusitzlich den Einfluss von Symbolen und Animationen
in PD-Uls. Die Ergebnisse zeigen, dass statische Symbole keinen Nach-
teil gegeniiber Animationen aufweisen, und dass die Teilnehmenden zwar
einen starkeren Privatsphireschutz bevorzugen, jedoch auch gewillt sind,
Privatsphérerisiken fiir sinnvolle Zwecke zu akzeptieren. Die Ergebnisse
dieser bisher durchgefiihrten Studien sind vielversprechend, was die Kom-
munikation von Privatsphérerisiken angeht, beziehen sich aber alle auf
qualitative Beschreibungen von DP bei denen der Wert des Parameters ¢
und der daraus resultierender Privatsphireschutz nicht einbezogen wurde.

AbschliefSend sei eine weitere Herausforderung fiir die Kommunikation
von Privatsphirerisiken genannt: die individuellen statistischen Kenntnis-
se, die sogenannte ,Numeracy® (Cokely u. a. 2012). Personen mit geringen
statistischen Kenntnissen {iberschatzen, im Gegensatz zu Personen mit bes-
seren statistischen Kenntnissen, oft ihre Fahigkeiten Risiken einzuschitzen
(Kruger u. a. 2000). Eine nicht abgestimmte Risikokommunikation kénnte
diesen Personen ein unbegriindetes Sicherheitsgefithl vermitteln und sie
damit verleiten, haufiger zu teilen, ohne die wirklichen Konsequenzen ver-
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standen zu haben. Dadurch konnten sensible Daten unbeabsichtigt preisge-
geben werden.

Zusammenfassend lasst sich sagen, dass DP als erstes Anonymisierungs-
verfahren das Potenzial birgt das quantifizierte Privatsphérenrisiko einer
Datenweitergabe verstandlich zu kommunizieren und damit zu einer infor-
mierten Entscheidung beizutragen. Um dieses Potenzial allerdings voll zu
entfalten, miissen neue Kommunikationsansitze fiir DP entwickelt werden.

3. Privacy Decision User Interfaces fiir DP

Im Folgenden beschreiben wir die Uberlegungen, die letztlich zur Gestal-
tung der von uns vorgeschlagenen und evaluierten Kommunikationsansat-
zen gefithrt haben.

3.1 Das Ziel von Privacy Decision User Interfaces

Das Ziel unserer User Interfaces ist die Unterstiitzung einer informierten
Entscheidung. Fiir eine informierte Entscheidung (Bekker u. a. 1999) miis-
sen die Datengebenden entscheiden konnen, ob sie das Risiko der Daten-
weitergabe als fiir den Zweck angemessen empfinden. Dieses Empfinden
héngt von individuellen Faktoren ab. Daher ist nicht zu erwarten, dass
alle Teilnehmenden sich in der jeweiligen Situation gleich entscheiden, wo-
durch die Weitergabebereitschaft kein angemessenes Messinstrument fiir
eine informierte Entscheidung darstellt. Stattdessen nehmen wir an, dass
eine informierte Entscheidung vorliegt, wenn die Entscheidung der Teil-
nehmenden mit ihren Privatsphdrebedenken korreliert: Wir erwarten, dass
Teilnehmende mit niedrigem Privatsphérebediirfnis bei gleichem Grund
und erhofften Nutzen der Erhebung auch in unserer Studie 6fter ihre Da-
ten teilen als Teilnehmende mit héherem Privatsphirebediirfnis. Um diese
informierte Entscheidung zu unterstiitzen, ist es essenziell, dass Datenge-
bende die Konsequenzen ihrer Entscheidung verstehen. Die technischen
Details von DP sind selbst fiir Expert:innen schwer nachzuvollziehen (Lee
u. a. 2011). Daher ist eine Kommunikation der vollstindigen Funktionswei-
se von DP nicht zielfithrend, um die Konsequenzen einer Datenweitergabe
verstindlich zu machen. Die Gestaltung der hier vorgeschlagenen PD-Uls
fokussiert sich stattdessen auf die Kommunikation der Auswirkungen von
DP unter Beriicksichtigung des gewéhlten Privatsphire-Parameters e. Die
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User Interfaces sollen Datengebenden helfen, die Frage zu beantworten
~Was bedeutet die Weitergabe meiner Daten fiir mein Privatsphérenrisiko?“
DP ist fiir diese Art der Kommunikation aus zwei Griinden besonders
geeignet:

1. Der Schutz durch DP ist unabhéngiger von dufleren Faktoren, da DP auf
der Annahme basiert, dass Angreifende bereits alles potenziell verfiigbare
Wissen, aufler der sensiblen Information, besitzen.

2. Die Definition von DP selbst beschreibt die Eigenschaft der Privatspha-
re-Garantie, nicht aber den Algorithmus, wie diese Garantie erreicht
wird. Die Garantie kann durch verschiedene Algorithmen umgesetzt
werden und ist daher auch unabhingig vom genutzten Algorithmus for-
muliert.

Statt also die Funktionsweise eines DP-Algorithmus zu erklaren, zielen
die hier vorgeschlagenen PD-Uls darauf ab, den Datengebenden das Pri-
vatsphdrenrisiko zu kommunizieren. Wir nutzen dazu ein Risiko-Modell
(Mehner u. a. 2022) fiir DP. Dieses Modell berechnet aus dem Privatspha-
re-Parameter ¢ ein Privatsphérenrisiko, welches angibt, wie wahrscheinlich
es ist, dass Angreifende die sensible Information iiber die Zielperson richtig
vermuten kénnen®.

Um das Privatspharenrisiko verstandlich zu vermitteln, beziehen wir
Beriicksichtigung bestehender Forschung zur generellen numerischen Risi-
kokommunikation, zwei Aspekte ein: die textuelle Vermittlung von Risiken
und der Einsatz von interaktiven UI-Elementen. Um den Effekt dieser
Aspekte auf die informierte Entscheidung zu untersuchen, wurden zwei
aufeinander aufbauende empirische Studien durchgefiihrt. Im Folgenden
werden die betrachteten Optionen fiir beide Aspekte vorgestellt.

3.2 Studie 1: Textuelle Risikoformate

In der medizinischen Forschung wurden bereits vielféltige Erkenntnisse
zur effektiven Risikokommunikation erzielt. Eine Richtung der Forschung
in der Medizin fokussiert sich auf die Frage, welche textuellen Formate Pati-
ent:innen ein realistisches Risikoempfinden ermdglichen. Aus den empfoh-
lenen Risikoformaten in der Medizin haben wir zwei besonders geeignete

5 Weitere Informationen zu diesem Modell und wie es in den PD-UlIs genutzt wird findet
sich in unserer Veroffentlichung (Franzen u. a. 2022).
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Grundformate, Prozente (z. B. ,52%“) und Haufigkeiten (z. B. ,26 aus
50), ausgewahlt, die auf Privatsphérerisiken {ibertragbar sind. Zusitzlich
werden in der Medizin verschiedene Variationen der Risikokommunikati-
on unabhéngig vom gewdhlten Grundformat empfohlen. Im Rahmen der
Risikokommunikation von DP-Privatsphirerisiken haben wir zwei vielver-
sprechende Variationen ausgewihlt: Eine negative Formulierung ,Das Ri-
siko tritt in 52 % der Fille ein® kann einen anderen Effekt auf die Ent-
scheidung haben als die dquivalente positive Formulierung ,Das Risiko
tritt in 48 % der Fille nicht ein“ (sog. ,Framing Effect®). Unsere Variation
»=Outcome Framing“ beschreibt daher explizit beide Wahrscheinlichkeiten.
In der Medizin wird ferner empfohlen Risiken mit anderen bekannten Risi-
ken zu vergleichen, um einen intuitiveren Zugang zu ermoglichen. Da DP
per Definition immer einen Vergleich zwischen dem Risiko vor und nach
der Datenweitergabe darstellt, geben wir in der Variation ,Comparison to
status quo® explizit beide diese Wahrscheinlichkeiten an.

Insgesamt ergaben sich aus den Grundformaten und Variationen sechs
Risikobeschreibungen: jedes Grundformat jeweils ohne Variation, mit
»Outcome Framing“ oder mit ,Comparison to status quo“. Als siebte Risiko-
beschreibung nutzen wir eine gebrduchliche Beschreibung von DP, die kein
numerisches Privatspharenrisiko explizit nennt. Diese sieben Beschreibun-
gen wurden fiir die erste Studie in eine typische Benutzeroberfliche ein-
gebettet und Studienteilnehmenden im Kontext einer Ride-Sharing App
présentiert (Beispiele in Abb. 1).6

3.3 Studie 2: Grafische User Interface-Elemente

Die Reprasentation des Risikos in den verschiedenen textuellen Formaten,
kann durch grafische Elemente sinnvoll unterstiitzt werden. Daher haben
wir in einer Vorstudie zunéchst aus Antworten zu qualitativen Fragen her-
ausgearbeitet, dass vor allem drei Aspekte fiir das Verstindnis des DP-Risi-
kos wichtig sind:

Erstens ist numerisches Risiko an sich schwer zu verstehen und beson-
ders Datengebende mit geringen statistischen Kenntnissen benétigen Un-
terstiitzung, um mit den angezeigten Zahlen umzugehen. Eine vielverspre-
chende Methode ist die grafische Darstellung des Risikos. Wir visualisieren

6 Weitere Informationen zum Design der genutzten UIs und zum Studiendesign konnen
nachgelesen werden in unserer Veroffentlichung zu dieser Studie (Franzen u. a 2022).
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das Risiko als Icon Array, das 100 Kreise in einer zweidimensionalen An-
ordnung zeigt. Einige Kreise sind ausgefiillt und verdeutlichen, wie viele
Personen von 100 von dem beschriebenen Risiko betroffen wiren. Bei
einem Risiko von 22 % wiren beispielsweise 22 der 100 Kreise ausgefiillt.
Wir vermuten, dass Icon Arrays aufgrund ihrer Anschaulichkeit eine intui-
tive Darstellung von Risiken bieten und damit insbesondere Personen mit
geringen statistischen Kenntnissen helfen konnen, das Privatspharenrisiko

zu verstehen.

@ -

To respect your personal information
privacy and ensure best user
experience, the data shared with the
app will be processed via the
differential privacy technique.

With differential privacy, at most
26 out of 50 statistics will reveal
whether you visited alocation.
For 24 out of 50 statistics, however,
your visit remains undetected.

OK

@ a

To respect your personal information
privacy and ensure best user
experience, the data shared with the
app will be processed via the
differential privacy technique.

With differential privacy, at most
52% of the statistics will reveal
whether you visited alocation. In
comparison, by guessing without
knowledge from the statistics, your
visit would be revealed in 50% of the
statistics, which is only marginally
different from sharing the statistics.

OK

@ a

To respect your personal information
privacy and ensure best user
experience, the data shared with the
app will be processed via the
differential privacy technique.

That is, the app company will store
your data but only use the
aggregated statistics with

modification so that your personal
information cannot be learned.

However, your persondl information

may be leaked if the company’s
database is compromised

OK

Abbildung 1: Uls mit textuellen Risikoformaten

Quelle: Franzen u.a. 2022

Abbildungslegende: Beispiele der benutzen Uls mit Risikoformaten. Gezeigt sind von
links nach rechts: Haufigkeiten mit Outcome Framing, Prozente mit Vergleich zum
Status Quo und Beschreibung ohne explizite Nennung des numerischen Risikos
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Abbildung 2: Icon-Arrays
Quelle: Franzen u.a. 2024

Abbildungslegende: Beispiele fiir die Icon Array-Visualisierung, links 20%, rechts 22%

Der zweite Aspekt beim Verstindnis von DP ist der Umstand, dass DP
zwei Risiken vergleicht: DP nimmt an, dass bereits vor der Datenweitergabe
ein gewisses Vorrisiko existiert. Das bedeutet, dass Angreifende schon vor
der betroffenen Datenerhebung mit einer gewissen Wahrscheinlichkeit eine
korrekte Vermutung zur sensiblen Information anstellen konnen. DP ver-
gleicht, wie sehr die neue Datenweitergabe dieses Vorrisiko im schlimmsten
Falle anheben konnte. Dieser Vergleichscharakter von DP muss vermittelt
werden. Eine Moglichkeit ist eine Gegeniiberstellung der beiden Risiken.
Wir haben daher unsere Benutzeroberfldche vertikal in zwei Halften zum
Risiko vor bzw. nach der Datenweitergabe unterteilt (vgl. Abb. 3).

Auflerdem kann die Icon Array-Visualisierung auch den Unterschied
zwischen den beiden Risiken in einer anderen Farbe darstellen (vgl. Abb.
2, rechts in grau), um die Intuition iiber den relativen Anstieg des Risikos
weiter zu unterstitzen.

Drittens hangt das Vorrisiko, mit dem DP vergleicht, von zahlreichen
individuellen Faktoren ab, beispielsweise davon, wie oft eine Person bereits
Daten geteilt hat, um welche Daten es sich handelt oder wie die Verteilung
der sensiblen Information in der Allgemeinbevélkerung ist. Dariiber hinaus
kénnen selbst fiir die gleiche Person unterschiedliche Informationen (wie
z. B. verschiedene Orte) unterschiedliche Vorrisiken haben. Ein PD-UI
kann daher nicht ein einziges Risikopaar préisentieren. Datengebende miis-
sen vielmehr in der Lage sein, diese Risikopaare fiir verschiedene Situatio-
nen und Vorrisiken zu erkunden. Eine solche Exploration ist in unserem
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Even without donating, If you donate your
there is always a risk of data, Differential Privacy
others guessing your visit guarantees that this risk is

at a place. This risk is higher only a little higher:
for busy places:

Do not Donate data

donate data using DP

Abbildung 3: Gegeniiberstellung der Risiken in der Benutzeroberfliche
Quelle: Franzen u.a. 2024

Abbildungslegende: Benutzeroberfliche, die den Vergleich der beiden Risiken erleich-
tert. Links: Informationen zum Vorrisiko mit Bedienfeld ,Nicht teilen’, rechts: Infor-
mationen zum Risiko nach der Datenweitergabe mit Bedienfeld ,Teilen®

Privacy Decision UI durch verbundene Slider realisiert (vgl. Abb. 4). Je
ein Slider visualisiert das Risiko vor bzw. nach der Datenweitergabe. Daten-
gebende konnen die Slider auf verschiedene Werte anpassen, wodurch der
jeweils andere Slider automatisch anhand des durch DP garantierten Zu-
sammenhangs auf die entsprechende Position gesetzt wird. Auf diese Weise
kénnen Datengebende entweder auf der linken Seite das Vorrisiko ihrer in-
dividuellen Situation anpassen und so das Risiko nach der Datenweitergabe
auf dem rechten Slider sehen oder sie kénnen rechts das maximal tolerierte
Risiko nach der Datenweitergabe einstellen und auf dem linken Slider
ablesen, bis zu welchem Vorrisiko ihre Informationen durch DP geschiitzt
sind. Dadurch ist es Datengebenden maglich, den Privatsphéireschutz von
DP auch fiir mehrere unterschiedliche Situationen zu explorieren und ein
mentales Modell aufzubauen.

Wir erwarten, dass jedes dieser Elemente einen Einfluss auf die infor-
mierte Entscheidung haben konnte. Daher haben wir unterschiedliche
Kombinationen dieser Elemente in PD-Uls realisiert und fiir die zweite
Studie in eine fiktive Car-Sharing App eingebettet. Exemplarische Darstel-
lungen dieser Benutzeroberfldchen sind in Abb. 5 dargestellt.
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Risk: without donating

—~

Riskc with donating using DP

Abbildung 4: Verbundene Slider
Quelle: Franzen u.a. 2024

20% not too busy h f_( 22% guaranteed by DP h

Abbildungslegende: Slider, mit denen Datengebende den Privatsphdreschutz erfor-
schen kénnen. Links: Slider mit Vorrisiko, rechts: Slider mit Risiko nach Datenweiter-
gabe. Die Bedienung eines Slider fithrt automatisch zur Anpassung des anderen Sliders,
in Ubereinstimmung mit der DP-Garantie.
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Abbildung 5: Uls mit unterstiitzenden UI-Elementen
Quelle: Franzen u.a. 2024

Abbildungslegende: Beispiele der erstellten Benutzeroberflichen mit unterschiedlichen
Elementen. Gezeigt sind von links nach rechts: ,Hybrid“ mit Slider und Icon-Arrays,
sInteractive® nur mit den verbundenen Slidern und “Beschreibung qualitativ”’ ohne
weitere UI-Elemente
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3.4 Studiendurchfithrung

Um den Effekt der textuellen und grafischen Risikokommunikation auf
die informierte Entscheidung zu vergleichen, haben wir die Benutzerober-
flichen mittels Crowdsourcing auf der Plattform ,Mechanical Turk® von
Amazon’ evaluiert. Die Eckdaten der beiden Studien sind in der Tabelle 1
zusammengefasst. Im Rahmen der Studien wurden verschiedene Variablen
erhoben, darunter die Entscheidung fiir oder gegen die Datenweitergabe,
bestehende Privatsphiarebedenken, das Verstandnis der gezeigten Informa-
tionen sowie die Zufriedenheit im Umgang mit den Uls. Zusétzlich wurden
Kompetenzen und Personlichkeitsmerkmale der Teilnehmenden, beispiels-
weise statistische Kenntnisse, erfasst, um zu evaluieren, ob diese Faktoren
einen Einfluss auf die Effektivitat der Uls haben.

Studie 1: Studie 2:
Textuelle Formate Grafische Elemente
Kontext Ride-Sharing App Car-Sharing App
Haupteinfluss Risikoformate UI-Elemente
Zielvariable Verstandnis Informierte
(subjektiv, objektiv) Entscheidung

(Entscheidungen vgl. mit
Privatsphéarebedenken)

Rekrutierung Crowdsourcing (Amazon Mechanical Turk)
Teilnehmende 343 378
Gruppen 7 (~49 pro Gruppe) 5 (~75 pro Gruppe)
Studiendesign Zwischenindividueller Vergleich Zwischenindividueller Vergleich
Zuséatzlich Privatsphéarebedenken, statisti- Usability, Einpragsamkeit des Ri-
betrachtete sches Vorwissen, Geschlecht sikos / Entscheidung, statistisches
Variablen Vorwissen, Entscheidungstyp, Ko-
gnitionsbediirfnis

Tabelle 1: Eckdaten der Studiendesigns

4. Kommunikation von Privatsphdrerisiken fiir informierte Entscheidungen

Im Folgenden geben wir einen Uberblick iiber die Ergebnisse der beiden
Studien.

7 https://www.mturk.com/
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4.1 Textuelle Risikokommunikationsformate

Unsere erste Studie untersuchte verschiedene textuelle Risikoformate. Die
Ergebnisse zeigen, dass das objektive Verstindnis der Teilnehmenden, ge-
messen mit Kontrollfragen zu Fakten iiber den Schutz der Privatsphire,
bei allen sieben Risikoformaten etwa gleich ist. Auffallend ist jedoch, dass
das Verstdndnis im Mittel mit durchschnittlich 1,8 von maximal 4 Punkten
generell schlecht ist. Dies unterstiitzt die Vermutung, dass die Vermittlung
von Privatsphirerisiken mittels textueller Risikoformate nicht effektiv ist
und alternative Ansitze zur Unterstiitzung notwendig sind.

Die Teilnehmenden wurden auch gefragt, wie gut sie sich auf einer
Skala von 1 bis 7 informiert fiihlen. Hierbei hat das Risikoformat ohne
numerische Risikoangaben zu einer hoheren Selbsteinschatzung (5,6 von
7) gefiihrt als die sechs numerischen Risikoformate. Das schlechteste Risi-
koformat, ,Frequenzen mit Vergleich zum Status Quo”, ergab eine signifi-
kant schlechtere Einschitzung (4,6 von 7). Die anderen fiinf Risikoformate
schnitten schlechter (4,9 - 5,1) als das nicht-numerische Format ab, aller-
dings nicht statistisch signifikant schlechter. Die Tatsache, dass die Teilneh-
menden ahnlich viel verstanden haben, sich aber schlechter informiert
fithlten, legt nahe, dass Menschen bei der numerischen Risikokommunika-
tion mehr Unterstiitzung benétigen, um die vermittelten Informationen in
eine informierte Entscheidung einflieffen lassen zu konnen.

Dartber hinaus haben wir den Einfluss personlicher Merkmale auf das
Risikoverstindnis untersucht. Dabei konnte bestitigt werden, dass das ob-
jektive Verstdndnis von DP, das mit Kontrollfragen gemessen wurde, nicht
von diesen Faktoren abhingt. Bei der Analyse der Selbsteinschitzungen
zeigte sich jedoch ein Zusammenhang zwischen statistischen Kenntnissen
und der Selbsteinschitzung: In einigen Varianten unserer Uls schétzen
Teilnehmende mit geringeren statistischen Kenntnissen ihr Verstindnis
von DP signifikant héher ein als Teilnehmende mit hoheren statistischen
Kenntnissen. Dies ist, dhnlich dem Dunning Kruger-Effekt, dadurch er-
kldrbar, dass Personen mit geringeren statistischen Kenntnissen sich ihrer
Schwichen nicht bewusst sind. Diese Selbstiiberschatzung verhindert eine
informierte Entscheidung, da sich Personen mit niedrigen statistischen
Kenntnissen sicherer fiihlen, als es ihrem Verstindnis des Privatsphére-
schutzes entspricht. Dadurch besteht die Mdglichkeit, dass sie ihre Daten
mit einem hoheren Privatspharenrisiko weitergeben als beabsichtigt. Ohne
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geeignete Gegenmafinahmen konnte dieser Effekt zu einer Benachteiligung
dieser Bevolkerungsgruppen fithren®.

4.2 Grafische Elemente der Risikokommunikation

In unserer zweiten Studie wurde untersucht, welche Elemente einer Benut-
zeroberflache die Datengebenden unterstiitzen konnen, eine informierte
Entscheidung zu treffen. Diese Elemente werden zusétzlich zu den textu-
ellen Risikoinformationen eingesetzt. Um eine informierte Entscheidung
zu messen, wurde der Zusammenhang zwischen Entscheidung und Pri-
vatsphédrebedenken untersucht. In der Benutzeroberfliche, die sowohl Sli-
der als auch Icon-Arrays enthilt (,Hybrid", sieche Abb. 5), konnte dieser
Zusammenhang bestatigt werden. Datengebende, die sich bei dieser Be-
nutzeroberfliche fiir eine Datenweitergabe entschieden haben, haben im
Durchschnitt geringere Privatsphirebedenken (2 5,6 von 7 Punkten) als
Datengebende, die sich gegen eine Datenweitergabe entschieden haben
(# 6,25). Im Vergleich zu den anderen Benutzeroberfldchen ist dieser Effekt
drei- bis sechsmal groler (vgl. Abb. 6) und deutet darauf hin, dass die Da-
tengebenden bei dieser Benutzeroberfliche die Risikoinformationen besser
in ihre Entscheidung einbeziehen kénnen.

Wir empfehlen daher die Verwendung von PD-Uls, die sowohl eine in-
teraktive Risikoexploration als auch eine grafische Risikovisualisierung be-
inhalten.

Dariiber hinaus haben wir untersucht, wie sich die Benutzeroberflichen
auf die Bereitschaft zur Datenweitergabe auswirken: Der Anteil der Perso-
nen, die sich fiir die Datenweitergabe entschieden haben, ist unabhingig
von der verwendeten Benutzeroberfliche in etwa gleich (63 %-72 %). Wir
konnten in unserer Studie also keinen negativen Einfluss der Risikokom-
munikation auf die Bereitschaft zur Datenweitergabe feststellen. Stattdessen
haben sich bei der Benutzeroberfliche mit Slider und Icon Array andere
Teilnehmende, namlich vor allem diejenigen mit weniger Privatsphérebe-
denken, fiir die Datenweitergabe entschieden.

Auch in dieser Studie konnte ein Einfluss der statistischen Kenntnisse
nachgewiesen werden: Bei einigen Benutzeroberflichen fiihrte ein gerin-
geres statistisches Vorwissen dazu, dass eher geteilt wurde, wahrend bei

8 Mehr Details zu diesen Ergebnissen sind in unserer Veréffentlichung zu dieser Studie
(Franzen u. a. 2022) verfiigbar.
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Abbildung 6: Zusammenhang zwischen Privatsphdrebedenken und
Weitergabebereitschaft

Quelle: Franzen u.a. 2024

Abbildungslegende: Das Diagramm zeigt den Zusammenhang zwischen Privatsphare-
bedenken (x-Achse) und der Weitergabebereitschaft (y-Achse). Die Benutzeroberfliche
mit Slider und Icon-Arrays (Hybrid, durchgezogene Linie) zeigt einen deutlichen
Zusammenhang im Vergleich zu den Daten aller anderen Benutzeroberflichen (gestri-
chelte Linie)

anderen Benutzeroberflichen eher Teilnehmende mit besseren statistischen
Kenntnissen teilten. Dariiber hinaus fanden wir weitere kleinere Effekte
von personlichen Merkmalen, die die Einprdgsamkeit von Risikoinforma-
tionen und Zufriedenheit mit den angezeigten Informationen beeinflussen.
Die Moglichkeit solcher Effekte sollte bei der Gestaltung von PD-Uls be-
ricksichtigt werden®.

5. Das Potenzial von DP fiir die Gesellschaft nutzbar machen.

Unsere Studien geben erste Einblicke wie Risikokommunikation die infor-
mierte Entscheidung von Datengebenden unterstiitzen kann. Diese Unter-
stitzung hat das Potenzial grof3e Datensétze zu generieren, die aus vielen
einzelnen informiert gegebenen Datenpunkten bestehen. Diese konnen

9 Mehr Details zu der Methodik und den Ergebnissen dieser Studie sind in der Verdf-
fentlichung zu dieser Studie verfiigbar (Franzen u. a. 2024).
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der Gesellschaft helfen, nétige Entscheidungen zu aktuellen Herausforde-
rungen bedarfsgerecht und reprasentativ zu treffen. Um dieses Ziel zu
erreichen, leiten wir aus den Ergebnissen unserer Studien nachfolgend
Handlungsempfehlungen ab.

5.1 Transparente Kommunikation als Motivator zur Datenweitergabe

In unseren Studien zur Kommunikation von Privatspharerisiken beim Ein-
satz von DP haben wir festgestellt, dass quantitative Privatsphérerisiken
durchaus zu einer informierten Entscheidung beitragen. Befiirchtungen,
dass die Erklairung von Risiken das Verstandnis von DP negativ beeinflus-
sen konnte, konnten wir in unserer ersten Studie nicht feststellen. Auch
die Teilungsbereitschaft wurde durch die transparente Kommunikation
von Privatsphérerisiken in der zweiten Studie nicht negativ beeinflusst.
Im Gegenteil konnten wir bei der Nutzung von interaktiven und grafisch
visualisierten Risikobeschreibungen einen signifikanten Anstieg der Infor-
miertheit der Entscheidung feststellen, d. h. eine Ubereinstimmung der
Entscheidung mit den Privatsphiarebedenken. Diese Ergebnisse sehen wir
als klares Zeichen, dass die transparente Kommunikation von Privatsphare-
risiken praktikabel und sogar erstrebenswert fiir die Kommunikation mit
Datengebenden ist. Wir sprechen uns daher Klar fiir eine verbesserte trans-
parente Kommunikation von Privatspharerisiken aus. Transparenz kann
perspektivisch das Vertrauen in Datensammlungen unterstiitzen und damit
auch weitere Gruppe von Datengebenden motivieren, Daten zur Verfiigung
zu stellen.

5.2 Gesellschaftlicher Lernprozess zu Privatsphérerisiken

Das Ziel unserer Forschung ist es, das Potenzial von DP fiir die Gesellschaft
nutzbar zu machen. Nicht alle Datengebenden kénnen iiber Nacht zu Risi-
ko-Expert:innen werden. Vielmehr verfolgen wir eine mehrstufige Vision:
Zunichst muss den Datengebenden wihrend der Entscheidung zur Daten-
weitergabe die Information zu dem gewihlten Kompromiss verstandlich
kommuniziert werden. Damit kénnen Datengebende unterstiitzt werden
bei der bewussten Entscheidung fiir oder gegen die Datenweitergabe. Ne-
ben individuellen Faktoren, wie momentane Aufmerksamkeit, Umgebungs-
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einflisse oder personliche Kompetenzen, stellt die Risikokommunikation
lediglich einen weiteren Einfluss auf die Privatsphédreentscheidung dar.
Selbst bei optimaler Kommunikation kann nicht jede Entscheidung per-
fekt mit den Privatsphdrebedenken der Datengebenden {iibereinstimmen.
Die vorgeschlagene Gestaltung von Benutzeroberflichen fiir informierte
Entscheidungen wird jedoch mit der Zeit mittels vieler solcher Entschei-
dungen in der Gesellschaft zur Entwicklung von Normen beitragen, die
sinnvolle Werte fiir den Privatsphéreschutz fiir unterschiedliche Datenka-
tegorien offenlegen. Beispielsweise konnte herausgestellt werden, ob das
allgemeine Privatspharebediirfnis in der Bevolkerung bei Mobilitdtsdaten,
die aus einzelnen anonymisierten Punkten bestehen, geringer ist als bei
verbundenen Punkten, die mittels eines Pseudonyms zu einem umfassende-
ren Bewegungsprofil verkniipft werden konnen. In einem zweiten Schritt
konnen diese etablierten Normen die Politik informieren, verpflichtende
Mindestwerte fiir Anonymisierung in verschiedenen Datenkategorien zu
formulieren (vgl. Dwork u. a. 2019). Die Einfithrung von Richtwerten
fiir angemessene Anonymisierungsniveaus konnte auch rechtlich zu mehr
Klarheit beitragen, beispielsweise hinsichtlich der Frage, welcher Grad
der Anonymisierung erforderlich ist, um eine Beziehung zu einer identi-
fizierbaren natiirlichen Person auszuschlieflen (vgl. DSGVO Erwégungs-
grund 2619).

In einem dritten Schritt konnten diese Richtwerte schliefflich wieder
in das Bewusstsein und die Intuition von Biirger:innen eingehen und so
ein gemeinsames Verstdndnis von akzeptablen Risikoniveaus schaffen. Ein
solches Verstindnis wiirde im Endeffekt die Risikokompetenzen in der
Gesellschaft stirken. Die neue Risikokompetenz konnte erfahrenen Daten-
gebenden mittels einer Variante von DP, der lokalen DP (Kasiviswanathan
u. a. 2008), sogar ermdglichen selbst das gewiinschte Privatsphireniveau
auszuwiahlen, bevor Daten weitergegeben werden, und damit den Kompro-
miss fiir die individuellen Bediirfnisse zu optimieren: so privat wie nétig,
aber so prézise wie damit moglich.

5.3 Individuelle Kompetenzen und Haltungen einbeziehen

Die PD-UIs, die in unseren Studien einen positiven Effekt auf die in-
formierte Entscheidung bewiesen haben, enthalten viel Information und

10 https://dsgvo-gesetz.de/erwaegungsgruende/nr-26/ (zuletzt aufgerufen 4. Juni 2024)
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Komplexitit und sind daher nicht fiir alle Nutzer:innen gleichermafien
geeignet. Mit weiteren Erkenntnissen aus der Risikokommunikation in ver-
wandten Forschungsbereichen konnte diese Komplexitdt moglicherweise
noch reduziert werden. Aber selbst mit einfachen UI-Elementen haben un-
sere Studien an mehreren Stellen aufgezeigt, dass personliche Eigenschaf-
ten einen Einfluss auf die Effektivitit der Risikokommunikation haben
kénnen. Das konnte beispielsweise dazu fithren, dass Datengebende mit
geringen statistischen Kenntnissen benachteiligt werden, wie wir oben
diskutiert haben. Um dem entgegenzuwirken, schlagen wir PD-Uls vor,
die adaptiv auf personliche Eigenschaften eingehen koénnen. Im Bereich
der Privacy Usability wurden Benutzeroberflichen mit unterschiedlichen
Detailebenen umgesetzt (Schaub u. a. 2015). Hier werden standardméflig
einfach verstandliche Privatsphire-Icons angezeigt, die aber bei Interesse
in einer weiteren Ansicht genauer erkldrt werden. Fiir Nutzer:innen mit
hoherem Informationsbediirfnis werden auf der dritten Ebene detaillierte
Dokumente verfiigbar gemacht. Eine dhnliche Umsetzung kénnte auch
bei der Nutzung von DP die Informationsbediirfnisse von verschiedenen
Datengebenden erfiillen, ohne zu {iberfordern.

Fiir besonders wichtige Entscheidungen konnten allerdings auch perso-
nalisierte Uls sinnvoll sein. Dazu ist zunichst eine Analyse der Kompeten-
zen der Datengebenden erforderlich. Auf Basis dieser Analyse kénnte dann
eine Benutzeroberflichenvariation ausgewdhlt werden, die spezifisch ent-
worfen wurde, um Datengebende in diesem Kompetenzbereich optimal zu
unterstiitzen. In einer typischen Entscheidungssituation ist sicherlich nicht
genug Zeit, um zunichst ein personliches Profil zu erstellen. In Fillen, in
denen es um eine langfristige oder wiederholte detaillierte Aufzeichnung
von Bewegungsdaten geht, konnte dieser Schritt jedoch angemessen sein.
Beispielsweise kdnnte eine Erhebungsplattform, die einen Pool mit wieder-
kehrenden Teilnehmenden verwaltet, bei der Registrierung sinnvolle Kom-
petenzen mittels kurzer Befragungen ermitteln und darauthin die PD-Uls
individuell anpassen.

6. Fazit und Zusammenfassung
Differential Privacy ermdglicht, im Unterschied zu anderen Anonymisie-
rungsverfahren, die prizise Kommunikation des Privatspharenrisikos un-

abhingig vom Wissen der Angreifenden. Dadurch eréffnet sich ein enor-
mes Potenzial, Datengebende in die Lage zu versetzen, eine (wirklich)
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informierte Entscheidung zu treffen. Um dieses Potenzial jedoch nutzen
zu kénnen, muss der Privatsphireschutz den Datengebenden verstandlich
kommuniziert werden. Unsere Studien legen nahe, dass eine Kombination
aus interaktiver Exploration der Risiken mit grafischen Risikovisualisierun-
gen dazu beitragen kann, Datengebende bei einer informierten Entschei-
dung zu unterstiitzen. Allerdings miissen bei der Umsetzung personliche
Kompetenzen beriicksichtigt werden, um eine Benachteiligung bestimmter
Gruppen zu vermeiden. Die Kombination dieser Ergebnisse verspricht
eine verantwortungsvollere Datensammlung und somit eine nachhaltige
Losung fiir den seit jeher bestehenden Konflikt zwischen dem Schutz der
Privatsphére der Datengebenden und dem gesellschaftlichen Mehrwert, der
durch die Daten generiert werden kann.
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