Die Zeit der Datenmaschinen
Zum Zusammenhang von Affekt, Wissen und Kontrolle

im Digitalen

Anja Breljak

»The Internet is a delicate dance between control and free-
dom.« (Galloway 2004: 75)

1 Vom Surfer zum User

Wir sind User. Frither waren manche von uns noch Surfer. Es gab den Einstieg
und ein Ende dieser Aktivitit. Vor allem aber handelte es sich dabei um eine Akti-
vitdt. Es ging mitunter darum, ein neues Gebiet zu entdecken, sich anonym zu be-
gegnen, Pornos zu schauen, Wissen, Erfahrung, Bilder einzuholen und zu teilen.
Es gab eine Zeit—und diese tickte in Minuten' —, da wurde das Internet als Ort der
Freiheit und demokratischen Gleichheit gefeiert,> an dem Teilhabe theoretisch al-
lein durch den Anschluss (den Computer, das Telefon, das Modem) gewihrleistet
war. Das Surfer-Subjekt schien darin befreit von den Normen und Normalisie-
rungen, den Einschlieffungen und Repressionen des Alltags. Die Hoffnung war,

1 | Inden 1990ern, als das Internet einer breiteren Masse bekannt wurde, funktionierte der Zu-
gang noch nach dem Paradigma des Telefonierens: Uber das Modem oder die ISDN-Karte wéhlte
man sich in das Telefonnetz ein und wurde minutenweise abgerechnet. Heute, unter Bedingun-
gen des Breitbands, funktioniert umgekehrt das Telefon nach dem Paradigma des Internets: Die
Stimme wird nun Ublicherweise tiber Rechnernetze (VolP) libertragen.

2 | Paradigmatisch fir den Techno-Optimismus dieser Zeit: Nicholas Negropontes Being Digital
von 1996, demzufolge die Effekte des Internets (»decentralizing, globalizing, harmonizing, and
empowering« friiher oder spéter zu einer Revolution fiihren miissen (Negroponte 1996: 229).
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dass ein second life, ein my space, ein alta vista moglich sind.> Anders, gemeinsam
und fiir alle gleich. Dafiir musste nur dieses amorph-anarchische Gebilde aus
Knoten und Verbindungen betreten werden, dessen Form noch offen und dessen
Zusammensetzung noch unbestimmt war.

Heute ist fast niemand mehr kein User. Nur hatte das nicht zur Konsequenz,
dass Freiheit und Gleichheit um sich gegriffen hitten. Stattdessen ist etwas ent-
standen, das im Anschluss an Gilles Deleuze als Kontrollgesellschaft bezeichnet
wird (Deleuze 1993), auch wenn damals, als Deleuze {iber diese Gesellschafts-
form nachdachte, das heutige Ausmaf der Kontrolle noch nicht bekannt war: Je-
de User-Bewegung, sei es ein Klick, ein Schritt oder gar ein Gemiitszustand, ist
heute auswertbar, weil sie in der >smarten< Umgebung datifziert werden kann.
Selbst jene, die keine netzfihigen Gerite nutzen, produzieren Daten: Weil Kame-
ras, Sensoren, Funkmasten, Satelliten und Drohnen potenziell jede Bewegung
in ihrer Reichweite erfassen, sind auch Nicht-User betroffen. Diese Entwicklung
hin zur Datifizierung allen Geschehens ist eine politische, sie hat gesellschaftliche
Folgen und bringt Machtverschiebungen mit sich.

Der vorliegende Text unternimmt es, eine Entstehungsgeschichte der Kon-
trollgesellschaft zu erzihlen. Zentral dafiir ist das Aufkommen und der ubiqui-
tire Einsatz von Datenmaschinen. Unter dem Begrift der Datenmaschine lassen
sich all jene soziotechnischen Vorrichtungen zusammenfassen, die ein Gesche-
hen datifizieren, das heift es erfassen, speichern und auswerten kénnen. Mit dem
beginnenden 21. Jahrhundert sind die Datenmaschinen zur dominanten Maschi-
nenform aufgestiegen; sie durchziehen nahezu alle Gesellschaftsbereiche und
dringen zusehends tiefer in Politik, Wirtschaft, Wissenschaft und Alltag ein. Thr
Aufstieg begann aber tatsichlich schon mit der Zeit der Industriellen Revolution,
in der sich protodigitale Datenmaschinen ausmachen lassen, die uns auch etwas
tiber deren Einsatz in der digitalen Gesellschaft verraten kénnen. Diese Entwick-
lung steht hier im Vordergrund und soll nachfolgend auf ihre subjektivierenden
Effekte hin befragt werden.

2 Die Revolution der Kontrolle

Anders als der Begriff der »Datengesellschaft«, der sich an der Frage nach dem
zentralen >Rohstoff«< orientiert, und anders als der Begriff der »digitalen Gesell-
schaft«, der einen Modus der Kommunikation und Organisation benennt, richtet
sich die Perspektive der »Kontrollgesellschaft« auf die dahinterliegende Machtfor-
mation. Mit diesem Begriff stellt sich die Frage, wie genau Subjekte im Kontext

3 | Die Namen dieser digitalen Produkte sprechen nicht nur fiir sich, sie sind langst Internetle-
genden: Second Life war ein Online-Spiel, welches die erste umfassende virtuelle Infrastruktur
stellte, Myspace ein Prototyp des sozialen Netzwerks, AltaVista eine der ersten Suchmaschinen
im Netz.
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digitaler Medialitdt hervorgebracht werden, wie sie fiihren und gefiihrt werden,
wie sie produziert und produktiv werden, kurz: welcher dominante Modus der
Subjektivierung vorherrscht. Dabei ist Kontrolle zwar eine Spielart der Uberwa-
chung, ist aber tatsichlich ein ausgekliigelteres, interventionistischeres Verfah-
ren.* Fiir Kontrolle braucht es mehr als das menschliche Auge, die Vision ist hier
nicht hinreichend. Stattdessen vollzieht sich in der Kontrolle eine Teilung, eine
Di-Vision der Welt: Das Geschehen wird moglichst umfassend registriert (rolle)
und mit seiner Vergangenheit und Zukunft stindig verglichen (contre).> Das Ziel
von Kontrollverfahren ist es, dasjenige, was dem Auge, dem Bewusstsein oder
der Wahrnehmung entgeht, systematisch erfassbar zu machen. Es geht darum,
das Verborgene, Unterschlagene, ja gar das Nichtbewusste durch das Einbinden
eines registrierenden Mittlers zu entern. Dafiir bedarf es eines wie auch immer
gearteten »sensiblen< Mediums, das das Geschehen verlisslich registrieren und zu
einem Datum machen kann, um dieses dann wiederum im Folgegeschehen ein-
setzen zu kénnen. Und zugleich hat der Einsatz dieser Daten im Folgegeschehen
eine modulierende Riickwirkung, die geliufigerweise als »Feedback« bezeichnet
wird und zum Kern des Kontrollverfahrens gehort: Werden Informationen {iber
das Geschehen in dieses wieder eingespeist, verindert das auch dessen Verlauf,
beeinflusst und prigt es das Geschehen. Insofern steckt in der Kontrolle eine si-
tuative Macht der >Wirkungswirkungen-.

Kontrolle ist ein uraltes Verfahren: So lassen sich etwa die Etablierung des
Kalenders oder der Einsatz von Kerbholzern und Knochen zur Registrierung von
Schulden als frithe Kontrollverfahren verstehen. Systematisch entwickelt wurden
Verfahren der Kontrolle seit dem 19. Jahrhundert im Windschatten der Industriel-
len Revolution (Beniger 1986: 10), als Effekt einer Krise der Information:® Die neue
maschinengetriebene Schnelligkeit der Produktion und Auslieferung von Giitern

4 | Uberwachung (surveillance) deutet auf die zentrale Rolle optischer Medien zur Uberwin-
dung von Ferne hin, wéhrend Kontroll- und Disziplinarverfahren iber die Néhe und den Kontakt
funktionieren (sousveillance), vgl. (Bauman 2013). Zielt die Disziplinierung vornehmlich auf die
Gewohnheiten des Korpers beziehungsweise der Seele und normiert diese durch stdndige Wie-
derholung oder Einiibung (Foucault 1993), richtet sich die Kontrolle auf Prozesse jedweder Art.
Den Informationsfluss des Geschehens anzuzapfen, sei dieses nun maschinisch oder organisch,
ist hierfiir zentral.

5 | Die Registrierung des Geschehens impliziert nicht, dass das Geschehen sichtbar sein muss,
das heifdt fiir das menschliche Auge erfassbar. Das Registrieren selbst ist nicht auf menschliche
Wahrnehmung beschrénkt, es kann auch durch zum Beispiel sensorische Erfassung vonstatten
gehen. Es gilt auch zu beachten, dass Uberwachung, Disziplinierung und Kontrolle sich durchaus
nicht gegenseitig ausschlieBen, sondern, gerade wenn es um die menschlichen Kdrper geht,
iblicherweise miteinander verkniipft werden.

6 | Beniger dagegen spricht von einer »Krise der Kontrolle« (ebd.: 6). Allerdings setzt er das
Prinzip der Kontrolle als iiberzeitliches Naturprinzip und unterschldgt damit seine eigene Unter-
suchung liber die Revolution der Kontrolle als Effekt der Industriellen Revolution.
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forderte auch beschleunigte Verfahren der Erfassung und Kommunikation tiber
ihre Lage, ihre Menge, ihren Zustand. Was bis dahin face-to-face-kommunizierbar
war, bedurfte nun entfernungsfihiger Technologien des Registrierens, die grofe-
re Distanzen zwischen Geschehen und seiner Ubermittlung zu iiberwinden er-
laubten: Schreibmaschine (1808), Fotografie (1826), Telegrafie (1833), Film (1888),
Radio (1900), Fernseher (1926), Magnetband-Rekorder (1928), transatlantische
Kabel (1956) etc.” Kontrolle wurde durch diese Entwicklungen telekommunikativ
und massenmedial. Thre Vorbilder aus der Domine des Militirs (die Erfindung
des Grofdverbandes, der Division, zur taktischen Verfiigung tiber die Truppe), aus
dem Bereich der Schifffahrt (die Erfindung des Logbuchs zur Bestimmung der
Beweislage), aus dem Reich des Geldes (die Erfindung des Kerbholzes zur Doku-
mentation des schuldnerischen Verhaltens), aus den ersten staatlichen Biiros (die
Erfindung der Statistik zur Regierung der wachsenden Menschenmassen), hat sie
bis heute nicht eingebiifdt.

Populdr wurde das Konzept der Kontrolle erst in der Mitte des 20. Jahrhun-
dert mit einer von der Kybernetik erdachten Urszene:* Das Kommunikationssys-
tem des Thermostats als Paradigma eines Feedbacksystems sollte nicht nur ein
funktionales Anschauungsbeispiel fiir das Prinzip liefern, nach dem Ingenieure
Ist und Soll in ein dynamisches Zusammenspiel gebracht haben. Herbeiassozi-
iert wird damit auch der heimelige Komfort des beheizten Wohnzimmers, die
Errungenschaften der modernen Technologie und ihre Fihigkeit, das aufwendi-
ge Manuelle gegen das magische Automatische einzutauschen — die Suprematie
der Technik zeigt sich dort, wo sie den Alltag erobert: Herd, Fohn, Kiithlschrank.
Kontrollverlust, so lisst sich daraus folgern, ist dann das, was den Alltag ins Wan-
ken bringt, er findet dort statt, wo Ist und Soll auseinanderdriften und das nicht-
registrierte (oder nicht-registrierbare) Geschehen das Kontrollsystem zu sprengen
droht. Kontrollverlust ist die stetige Drohung der Kontrollgesellschaft, weshalb ih-
re Verteidigung immer zuerst die Ausweitung der Registrierung und, wenn dies
nicht geniigt, das Aussperren? ist — notfalls auch mit militirischen Mitteln. Denn

7 | Da Erfindungen oftmals eine vertrackte Geschichte haben und sich weder an einem Pa-
tent noch an einem einzelnen Geréat festmachen lassen, sind diese Jahreszahlen als Richtwerte
anzusehen, vgl. Simondon 2012.

8 | Norbert Wiener, der den Begriff der Kybernetik in den 1940er Jahren ins Spiel gebracht
hatte, um eine Wissenschaft von der Regelung von Lebewesen und Maschinen zu benennen,
beruft sich auf das Thermostat als Urbild, um das Feedbackprinzip zu erldutern. Dabei rutschen
organische und maschinische Prozesse ineinander: »Note [...] that a badly designed thermostat
may send the temperature of the house in to violent oscillations not unlike the motions of the
man suffering from cerebellar tremor.« (Wiener 1965: 97)

9 | Es geht hier also nicht um die In-/Exklusion durch die Gemeinschaft und ihre Normen,
sondern um die Einrichtung technischer (und letztlich also physischer) Barrieren und Beschrén-
kungen (beziehungsweise eine Verhandlung von Ein-/Ausschluss im Gewand technischen Voka-
bulars), die das Funktionieren der Gemeinschaft, der Community, verbriefen.
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tatsdchlich ist das die andere, die eigentliche Ursprungsgeschichte der Kyberne-
tik: Entstanden im Zweiten Weltkrieg, perfektioniert im Kalten Krieg, wurzelt die
Kybernetik in der Betrachtung von Raketen und ihren Flugbahnen und in der
Frage, wie eine dynamische Adaption an deren prinzipiell nicht vorhersagbaren
Verlauf moglich ist, um den Gegner vom Himmel holen zu kénnen (Kittler 2013;
Mirowski 2002). Das Feedback ist die Waffe nicht des Ausschlusses, sondern des
Abschusses.

3 Datenmaschinen

Ebenfalls im Windschatten der Industrialisierung kam, neben der Frage nach
der Bewegung von Gilitern und Kérpern, von Kapital und Informationen, auch
die Frage nach der Disziplinierung der Arbeiter_innen auf. Industrielle und Fa-
brikbesitzer_innen jener Zeit waren entriistet iiber das Benehmen derer, die ih-
nen die Ware Arbeitskraft zu liefern hatten. Unzuverlidssigkeit, Verspitungen,
»blaue Montage«, Mittagsschlaf und Sexspiele am Arbeitsplatz, Alkohol, derbe
Witze, Priigeleien, Beschimpfungen und Diebstihle beklagten sie in Bezug auf
ihre Beschiftigten.”® Denn die vornehmlich aus der Land- und Subsistenzwirt-
schaft stammende Arbeiterschaft war an den saisonalen Rhythmus, den verhilt-
nismifig frei einteilbaren Tag des Bauernhofs oder der Werkstatt gewohnt. Die
Gegenseite bedachte dies mit erzieherischer Gewalt und repressiven Strafen, um
die arbeitenden Kérper dem Takt der Maschinen zu unterwerfen, um diese, je-
denfalls aus Industriellensicht, Krise des Benehmens zu beenden.

Eben diesem Problem, dieser Krise des Benehmens, nahm sich ab 1800 auch
der Unternehmer und Frithsozialist Robert Owen an. Owen wollte der repressiven
Unternehmenskultur mit seiner Baumwollfabrik im schottischen New Lanark ei-
ne Alternative entgegensetzen und startete einen bemerkenswert zukunftswei-
senden Testversuch. Seine Vision von einer sanften Einwirkung auf die Arbei-
ter_innen bestand aus zwei >Erfindungen<: Zum einen sollte die Baumwollfabrik
nicht nur ein Ort des Arbeitens sein, sondern eine Lebensumgebung werden.
Owen lief} Wohnhiuser auf dem Fabrikgelinde bauen, Gemeinschaftsriume, ei-
ne Schule und einen Kindergarten einrichten, er etablierte eine Krankenversiche-
rung, verbannte Alkohol und schrinkte die Kinderarbeit ein (Owen 1813: 21 ff.).
Aus der Fabrik sollte so eine Community werden. Zum anderen wurde ein Apparat

10 | Vgl. Pollard 1963, Reid 1976 und Thompson 1963, die vor allem die Seite des Fabrikma-
nagements zu Wort kommen lassen. Insbesondere das starre Zeitraster der Fabrikarbeit schien
ein zentrales Problem fiir die Arbeiter_innen darzustellen. So kam es in den Anfangsjahren der
Industrialisierung oft zum handfesten Streit um die Fabrikuhr, die im Verdacht stand, von den Auf-
seher_innen manipuliert zu werden, um Mehrarbeit zu erschleichen, vgl. Negrey 2012. Ich danke
Benjamin Streim fiir die Hinweise zur Frage der Disziplinierung der Arbeiter_innen wéhrend der
Industrialisierung.
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eingefiihrt, den Owen als Silent Monitor bezeichnete: ein an einer Kette befestigter
Holzwiirfel, dessen Seiten mit vier verschiedenen Farben bemalt waren und der
iiber jedem Arbeitsplatz aufgehingt werden konnte. Aufseher_innen bekamen
die Aufgabe, den Wiirfel abhingig vom Verhalten derjenigen, die unter dem Wiir-
fel arbeiteten, einzudrehen, sodass fiir alle sichtbar die entsprechende Farbe ange-
zeigt wurde: weifd fur gutes, gelb fiir akzeptables, blau fiir verbesserungswiirdiges
und schwarz fiir schlechtes Benehmen. Jeden Tag wurde der Wiirfel-Stand in das
sogenannte Book of Character eingetragen, um so die konstante Uberpriifung und
langfristige Verbesserung des Verhaltens sicherzustellen (Podmore 1906: 9o f.).
Owen griindete daftir eigens das Institute for the Formation of Character, eine Bi-
bliothek, in der eine umfassende Auswertung der Ergebnisse des Silent Monitors
und das Studium des menschlichen Verhaltens vorgenommen werden konnte."
Owen hat mit New Lanark nicht nur das Community-Prinzip digitaler Platt-
formen und zeitgendssischer Arbeitsumgebungen, die mittels der gezielten In-
volvierung von Beschiftigten eine Verbesserung der Produktivitit zu erreichen
suchen, vorweggenommen. Mit dem Silent Monitor hat er ein (wenn auch ana-
loges) Feedback-Device erfunden, welches in der Lage war, Daten in Echtzeit zu
sammeln und Bewertungen mit vier mal einem Pixel (den vier Farben des Wiir-
fels) anzuzeigen.” Dieses protodigitale Device zur »sanften Fithrung« (Brockling
201y) erlaubte, das situative Betragen von Individuen zu registrieren, um es so
nicht nur dem Fabrikbesitzer zuginglich zu machen, sondern auch dem Blick und
der Bewertung der Anderen sowie dem Studium durch die Betroffenen selbst zu
oftnen. Der Silent Monitor, der das Prinzip der Kontrolle auf den jeweiligen Men-
schen und sein situatives Verhalten ibertrigt, ist damit eine prototypische Da-
tenmaschine — eine technische Vorrichtung, welche verspricht, kontinuierliches
Geschehen erfassen und durch Feedback verindern zu kénnen, indem sie dieses
in diskrete Datenpunkte umsetzt und speichert, auswertet und anzeigt. Dabei ist
den Datenmaschinen, wie allen Maschinen, ein Moment der Tiuschung inhéirent
(Burckhardt 2018). Aufgeladen mit dem Versprechen einer Erméglichung, einer
Wende auf der Bithne des Geschehens, suggerieren die Datenmaschinen niamlich
eine vermeintlich unmittelbare Erfassung aller Prozesse und damit ein neues,

11 | Owens Fabrik avancierte iibrigens zum Musterbetrieb und fand Nachahmer weit liber das
damalige Grofibritannien hinaus (Podmore 1906: 161 ff.). So wird der Silent Monitor auch heute
noch genutzt, wenn auch in abgewandelter Form, etwa in Call-Centern, wo er zum Mitschneiden
von Telefonaten eingesetzt wird (vgl. https://oneview.mitel.com/s/article/Using-Silent-Monitor-
092815).

12 | Der Begriff der Echtzeit (engl. real-time) bedeutet keineswegs, dass es sich um die »echtec
Zeit (real time) handelt, sondern um eine simultane Zeit. Die Norm DIN 44300 legt dazu fest,
dass es sich bei der Echtzeit um die »Verarbeitungsergebnisse innerhalb einer vorgegebenen
Zeitspanne« (Scholz 2006: 39) handelt. Damit ist auch Owens eigentlich nur tagesaktueller
Silent Monitor dennoch als ein Real-time-Device zu verstehen, der nach heutigen Mastdben
eben eine recht lange »vorgegebene Zeitspanne« umfasste.
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unverstelltes Wissen iiber alles und jeden. Tatsdchlich aber werden sie der Rea-
litat nie gerecht werden kénnen, weil die Erfassbarkeit immer mit einer techno-
epistemischen Grenze des Erfassen-Kénnens und mit einer politékonomischen
Grenze des Erfassen-Wollens einhergeht.

In der digitalen Situation sind Datenmaschinen zur Umsetzung des Kontroll-
prinzips unumginglich, und sie sind allgegenwirtig. Sie hingen nicht mehr an
einem sichtbaren Ort und miissen nicht einmal mehr hindisch eingerichtet wer-
den. Heute sind sie immer dabei und eigentlich #iberall, in die Umgebung ein-
gelassen: als netzwerkfihige Gerdte und Sensoren, Satelliten, Funkmasten, Ka-
meras, ja sogar als Mikrofone und Lautsprecher. Thre Gegenwart ist selbstver-
stindlich geworden; sie erfassen uns in unserem Tun und Fithlen, und einen
Teil dieser Erfassung spielen sie direkt an uns zuriick: in Form von Rankings,
Ratings, Scores und Sternchen, Shares, Likes oder Retweets. Sie sollen uns santft,
aber bestimmt, fiihren; durch Blinken, Signaltone oder Vibrationen unterstiitzt
sehen wir, was andere von uns und unseren Aussagen oder Regungen halten und
wie diese Anderen sich verhalten. Zugleich nehmen wir damit teil an der wohl
grofiten Sammlung von Verhaltensdaten, die es je gegeben hat und deren Auswer-
tung und Verwendung einer kaum tiberschaubaren Zahl von Werbe- und Tech-
Unternehmen obliegt. Und auch hier ist eine dhnliche Ambivalenz am Werk, wie
sie dem Owen’schen Frithsozialismus eigen ist: Die politische Empérung tiber
das allumfassende Sammeln und kapitalistische Aus-Nutzen der Datenmaschi-
nen bricht sich an den (vermeintlichen) Verbesserungen der Arbeits- und Lebens-
situation, der Steigerung von Bequemlichkeit und Komfort und der Erweiterung
unseres Wissens iiber uns selbst.

4 Die Medialitat der Affekte

Parallel zur Entstehung neuer, medientechnologisch zunehmend versierterer Ver-
fahren der Kontrolle >objektiven< Geschehens hat sich auch ein Wandel der Selbst-
beziiglichkeit, die heute im Visier der Datenmaschinen ist, vollzogen. Die mit
dem 19. Jahrhundert anwachsende Verfiigbarkeit von Papier und Schreibzeug
brachte auch die Moglichkeit mit sich, subjektiv-privates Erleben, Fiihlen und
Reflektieren medial festzuhalten (Dusini 2005). Die alltigliche Selbsterkundung,
etwa in Form des Tagebuchs oder Briefs, etablierte sich ab dem 18. Jahrhundert
als Verfahren zur Erlangung eines neuen Wissens tiber sich selbst, das nun nicht
mehr nur in adeligen oder klosterlichen Kreisen genutzt wurde, sondern das auf-
kommende Biirgertum in seinem neuen Selbstbewusstsein bestirkte — als Aus-
einandersetzung mit sich selbst im Aufschreiben (Kittler 1985). Mit dieser Arbeit
an sich selbst sucht das Subjekt den Zugriff auf seine eigene Innenwelt, weil es
iiber sich selbst ins Klare kommen will, schreibend, notierend, im Modus der
Frage »Was geht in mir vor’«.
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Spielt diese Art der Arbeit an sich selbst auch im beginnenden 21. Jahrundert
eine wichtige Rolle (Blogs, Timelines, Tweets, Video-Channels etc.), riickt heute
allerdings eine andere Frage ins Zentrum — ndmlich die Frage »Was geht hier
eigentlich vor?«. Denn digitale Interfaces halten nicht nur die Inhalte fest, die
User auf ihren Oberflichen ablegen. Sie registrieren potenziell jede Interaktion
zwischen User und Oberfliche und erlauben so vielfiltige Analysen im Hinter-
grund, die Aufschluss geben sollen iiber das, was im Vordergrund passiert oder
passieren kann. Die Innenwelt der Gefiihle mag hier noch fiir Selbsterkundungen
von Interesse sein, die 6konomisch und politisch interessanteren Informationen
liefern hier aber die »objektivierbaren« affektiven Konstellationen und Dynami-
ken.

Affekt ist eine relationale Kategorie, die ein Wechselwirken, das primir zwi-
schen Korpern stattfindet, thematisierbar macht (Miihlhoft 2018). Von der Antike
an bis weit iiber die Zeit der Aufklirung hinaus galten Affekte als unbeherrsch-
tes, vom bewussten (und aufgeklirten) Subjekt entkoppeltes, autonomes Gesche-
hen (Meyer-Sickendiek 2005), dass nicht primir (semantisch) gedufert zu wer-
den braucht, sondern sich vielmehr kérperlich ent-duflert (Zornanfall, Schamré-
te, Wutausbruch, Herzrasen, Zittern, Fliichten, Schlagen, Heulen, Schreien, La-
chen). Diese Unbeherrschtheit korperlicher Reaktionen, die lange Zeit als Gegen-
satz zu Vernunft und Bewusstsein gedeutet wurden, ist im spiten 20. Jahrhundert
zu einer neuen Quelle des Wissens tiber die Subjekte geworden.

Denn gerade weil Affekte sich >autonom«ent-duflern, liefern sie entsprechend
unverstellte, unmittelbare Informationen iiber das Geschehen.'* Der Kérper ist
dabei nicht nur Prozessor, sondern zugleich auch Medium: An, in und zwischen
den Korpern passiert etwas, das wesentlich mit der Situation, in der diese sich be-
finden, zu tun hat und am/im/zwischen Kérper/n ablesbar wird. Affekt ist keines-
wegs unmittelbare korperliche Reaktion einer inneren Empfindung, vielmehr ist
der Kérper Uber- und Vermittler der Situation, fiir sich selbst und fiir andere. Das
Subjekt wird dabei in den Hintergrund gerfickt, denn es sind erst einmal die situ-
ierten Korper, die in einer gemeinsamen Dynamik auch unabhingig von der Ebe-
ne der bewussten Intentionen und Reflexionen handeln. Und es sind die Kérper,
die zugleich auch Sensorien fiir das sind, was in diesem Handeln geschieht und
was durch es bewirkt wird. Das 6ffnet Affekte nicht nur der Ansicht durch sich
und durch andere; iiber das Medium des Korpers sind Affekte damit prinzipiell

13 | Mit der Frage »What's going on?» ist Lawrence Grossbergs Projekt einer affektbasierten
Kulturwissenschaft in die deutsche Diskussion getragen worden (Grossberg 2000). Dies ist auch
die zentrale Frage von Erving Goffmans Rahmenanalyse, die das »Hier und Jetzt» einer Situation
in den Fokus der Soziologie riickte und damit auch Affektivitit potenziell einschloss, wenn auch
nicht explizit bearbeitete (Goffman 1980: 16).

14 | Ein Umstand, den sich der Psychologe Silvan Tomkins schon ab den 1940ern zunutze
gemacht hat, um noch néher an die psychische »Natur« seiner Probandin_innen zu kommen, als
es die Freud’sche Triebtheorie erlaubte. Vgl. Tomkins 1962.
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auch durch andere Medien erschlieftbar. Der Medienwissenschaftler Mark Han-
sen hat daraus gefolgert, dass Affekt unter Bedingung der digitalen Medien selbst
zu einer Art Interface wird (Hansen 2003: 5). Im Affekt, so Hansens Argumenta-
tion, kommen Informationsprozess und verkorperte Erfahrung zusammen. Der
Affekt-Korper ist damit aber nicht nur die Schnittstelle von neuen Kunstforma-
ten, wie Hansen behauptet, sondern auch das Einfallstor fiir die Datenmaschinen.
Denn Affekt als Kategorie verspricht ein unverstelltes Wissen, eine wahrhaftigere
Nihe zur Situation, die durch die Entfernung vom Bewusstsein verbrieft wird.
Im Affekt schaltet sich das Bewusstsein, wenn iiberhaupt, spiter ein als der Kor-
per, der schon lingst empfindet und damit eine Wahrheit tiber die Situation, in
der er sich befindet, spricht. Dieses Versprechen, diese Nihe, der Umstand, dass
kein Einverstindnis und auch keine aktive Einspeisung von Worten oder Bildern
durch das bewusste Subjekt nétig ist, macht Affekte interessant fiir die Datenma-
schinen. Dieses Interesse richtet sich also keineswegs auf reflexiv-semantische
Auferungen, es sind die als unverstellt vorgestellten Affekte, die zur wichtigsten
Informationsquelle avanciert sind.

Damit Affekte von Datenmaschinen prozessiert werden konnen, miissen die
Datenmaschinen den Kérpern und ihren Dynamiken zu Leibe riicken. Einerseits
bedarf es dafiir netzwerkfihiger Gerdte und tragbarer Computer, die bestindig
mit den Korpern interagieren und diese sensorisch erfassen kénnen. Andererseits
miissen dafiir kategorische Vereindeutigungen vorgenommen und massive Da-
tenmengen in Kauf genommen werden, um etwa aus der Hohe der Stimme, den
Zuckungen bestimmter Muskeln, der Verinderung der Korpertemperatur oder
bestimmten Bewegungsmustern ein affektives Geschehen folgern zu kénnen. Af-
fekterkennung kann dann auch ohne die Einwilligung der User, allein durch die
und in den Modulationen ihrer Kérper moglich werden:

»|f computers are to utilize the natural channels of emotional communication used by
people, then when computers learn to recognize human emotion, they will have to rely
primarily on sentic modulation, as opposed to having people explicitly tell them the names
of their emotional feelings. To give computers affect recognition requires understanding
the physical manifestations of emotion.« (Picard 1997: 26)

Das hier von Rosalind Picard, der Informatikerin und Visionirin des Affective
Computing, angemahnte understanding affektiver Vorginge wird umso grofier
und wirkungsvoller, je umfassender es mit Daten tiber die physikalischen Ma-
nifestationen korperlicher Ausdriicke gefuttert wird. Picard suggeriert, dass es
»die Computer« seien, denen dieses understanding einfach nur beigebracht wer-
den miisse, wie ein freundliches Verstindnis fur die menschlichen Schwichen
und ihre verzeihlichen Abgriinde. Dahinter steht die Idee einer automatischen
Erfassbarkeit menschlichen Verhaltens, Begehrens und Fiihlens, die nicht nur da-
zu dienen kann, Computer >menschlicher< zu machen, sondern auch umgekehrt
Menschen an die automatische Erfassbarkeit anzupassen. Hierbei kommt es auf
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die philosophischen Spitzfindigkeiten des Affektbegriffs genauso wenig an, wie
auf den Umstand, dass der Korper allein ein recht begrenzter Stellvertreter fiir
das situativ-relationale Geschehen ist, dass sich an ihm zu ent-duflern vermag.

5 Das Wissen iiber sich selbst und die Anderen

Genauso wie Owen, der Unternehmer, sucht auch das »Quantified Self« eine Ant-
wort auf eine Krise. Allerdings stehen die Subjekte der digitalen Gesellschaft nicht
mehr vor einer moralischen Krise des Benehmens, sondern vor einer Krise des ei-
genen Verhaltens.> Mit dem Auftritt des »unternehmerisches Selbst« (Brockling
2007) braucht es namlich keines externen Aufsehers mehr, um sich (seine Pro-
duktivitit, seinen Output, seine Performance) zu verbessern. Da ist die schlechte
Disziplin auf der einen Seite, die Faulheit, Schwerfilligkeit oder Motivationslo-
sigkeit, die an der eigenen Fitness oder Produktivitit nagt. Da ist aber auch das
Unbewusste des eigenen Handelns, die Automatismen, das Unbeabsichtigte, das
Vergessene und Verdringte, welches erschlossen werden muss wie ein unbekann-
tes Territorium. Das quantifizierte Selbst ist dabei in Wirklichkeit ein datifiziertes
Selbst, ein User-Subjekt, welches Anspruch auf Gewissheit, Auskunft tiber sei-
ne Titigkeiten, Regungen und Koérpersifte, und Klarheit iiber seine Fortschritte,
Moglichkeiten und Verhiltnisse zu anderen sucht. Apps tracken dafiir die Schrit-
te, den Blutdruck, die Temperatur und fragen nach der aktuellen Stimmung, der
eingenommenen Mahlzeit, der Stirke der Menstruation. Das Datensammeln er-
folgt hier vordergriindig zum Zwecke der Selbsterkenntnis, die eine Verbesserung
der Performance lostreten soll. Die diagrammatische Darstellung des eigenen Ver-
haltens tiber die Zeit macht das Subjekt mit sich selbst vergleichbar, wihrend
sich die dabei zugrundeliegende Norm aus den Daten der Anderen speist. Das
User-Subjekt steht nicht mehr nur im Vergleich zu seinen fritheren und seinen
moglichen Manifestationen, sondern auch zum Durchschnitt oder den Besten der
User-Community. Hier braucht es keine abstrakten Ideale mehr, die tonangeben-
den Normen werden statistisch aus den aggregierten Nutzerdaten destilliert. Die
Evidenz der aggregierten Information ist hier die Norm.

Was bis ins 20. Jahrhundert vornehmlich eine Auseinandersetzung mit sich
selbst im Medium des Schreibens war (das Tagebuch, der Brief, das Protokoll
(Foucault 1989; Foucault 1993), hat sich mit dem beginnenden 21. Jahrhundert
auf die smarten Devices verschoben. Mit ihrer geradezu permanenten Anwesen-
heit und dem Mittel der algorithmischen Auswertung sollen die smarten Devices
helfen, den Koérper zu verindern, den inneren Schweinehund, das Gedichtnis,

15 | B.F. Skinner, einer der Mitbegriinder des Behaviorismus, merkt dazu an: »When we discover
anindependent variable which can be controlled, we discover a means of controlling the behavior
which is a function of it.« (Skinner 1965: 227)
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die Gefiihle, sogar die Gedanken in den Griff zu kriegen. Dabei geht es um ei-
ne moglichst genaue Erfassung des (Korper-)Geschehens, wobei nicht mehr die
Hiirde des Notierens und Auseinandersetzens im Weg steht, sondern alles Regis-
trieren unbemerkt mitlaufen kann und alle Vorgiinge in Echtzeit einer automa-
tisierten Aufbereitung und Riickspiegelung zugefiihrt werden konnen. Wihrend
Tagebuch oder Briefe mithevoll wieder-gelesen und interpretiert werden miissen,
spuckt das smarte Gerit permanent leicht erfassbare, eindeutige Ergebnisse aus,
nach denen direkt und ohne Verzégerung gehandelt werden kann. Dadurch erhilt
das alltiglichste Tun eine ungewohnte Bedeutsamkeit, die sich in Zahlen und Kur-
ven, Charts und Siulen zeigt. Das User-Subjekt kann durch dieses Wissen iiber
sich selbst, analog zu Robert Owens Vorhaben einer »Formation of Character«, an
seiner eigenen Verbesserung arbeiten. Zugleich unterwirft es sich der aggregier-
ten Normalitit der jeweiligen Community und der algorithmischen Verzerrun-
gen durch die App oder Plattform, der es ganz nebenbei noch als Datenlieferant
dient. Vor allem aber gewdhnt sich das User-Subjekt an die stindige Erfassung
seines Verhaltens durch die immer enger auf den Leib riickenden Datenmaschi-
nen, die vielleicht tatsichlich mehr Selbstbestimmung, mehr Wissen iiber sich
selbst erméglichen, wihrend ihre Nachteile nicht so offen zutage liegen, weil sie
intransparent sind und weiter reichen, als die Performance des User-Subjekts es
zu denken erlaubt.

Korrelativ zur Wissenslage des Subjekts verandert sich durch die zunehmende
Verbreitung von Datenmaschinen auch das Wissen iiber die Gesellschaft. Noch
nie standen uns die Anderen so deutlich vor Augen wie im Zeitalter der Apps
und Plattformen, die immer auch ein kollektives Urteil wiedergeben, indem sie
die Klicks, Besuche, Rezensionen, Bewertungen oder Beipflichtungen, friends und
followers zahlen. Wurde vormals mit Jean-Jacques Rousseau zwischen dem volonté
de tous, der blofRen Summe der tatsichlichen Einzelinteressen, und dem volonté
générale, der politischen Fiktion eines Gemeinwillens, unterschieden, um die re-
prisentative Demokratie zu rechtfertigen (Rousseau 1964), wird nun ein volonté
digitale heraufbeschworen. Ging Rousseau davon aus, dass der Gemeinwille aus
einem »hinreichend informierten Volk« (peuple suffisamment informé) resultiert,
selbst wenn dessen Biirger_innen untereinander »keinerlei Verbindung« (aucune
communication) haben, ist der digitale Wille just das Gegenteil: Er resultiert gerade
aus der Verbindung der kommunizierenden Biirger_innen als User, selbst wenn
diese nicht hinreichend informiert sind und sie sich dabei der Formierung eines
gemeinsamen Willens auch nicht bewusst werden. Denn der digitale Willen erfor-
dert keine explizite Kommunikation oder Bewusstseinsakte, sondern ist statisti-
sches Nebenprodukt der Datenaggregation. Kollektivitit ohne Kollektivsinn. Der
volonté digitale, auch wenn er aus einer Zihlung gewonnen wird, bleibt nichts-
destotrotz eine politische Fiktion. Denn auch hier zihlen nicht alle tatsichlichen
Einzelwillen, vielmehr suggerieren die digital prisenten Meinungsiuflerungen
ob ihrer Masse, Performativitit und echtzeitlichen Verfiigbarkeit eine 6ffentliche

https://dol.org/1014361/9783839444398-002 - am 13.02.2026, 14:01:41.

47


https://doi.org/10.14361/9783839444399-002
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

48

Anja Breljak

Meinung, einen gemeinsamen Willen, der zunehmend politisches Gewicht er-
halt.

Die digitale Gesellschaft dagegen hat mit den am Individuum haftenden und
es umgebenden vernetzten Sensoren und Devices eine neue Gewissheit, ein noch
nie dagewesenes, direktes und oftmals in Echtzeit verfiigbares Detailwissen iiber
ihr Publikum und dessen Meinungs- und Kérperduferungen. Im Vordergrund
steht nicht mehr das An/Aus, die freiwillig abgegebene Ja-/Nein-Antwort, die
hochgezihlt werden muss. Nun geht es um die tatsichlichen und groftenteils
unbewussten Spuren, die das Klicken, das Touchen, die Bewegungen der Maus,
des Gesichts, des Korpers, das Geschriebene, Geteilte, Gestreamte, Hochgeladene
liefern und die genaue Informationen tiber Entscheidungen, Verhaltensweisen,
Interessen, Einstellungen, Begehren und Risiken bergen. Dadurch ist auch eine
Transformation hin zur direkten Offentlichkeit im Gang, wo der Austausch in
situ stattfinden kann. In der antiken Ekklesia, jener stidtischen Vollversammlung
der attischen Demokratie, in der nur ein Bruchteil der wahlberechtigten Biirger
geniigte, um die Vollversammlung zu konstituieren (Blackwell 2003: 4), kam es
darauf an, an einem gemeinsamen Ort (dem Amphitheater)'® zu tagen und sich
also wesentlich affektiv auszutauschen. So ist auch die digitale Arena eine des
affektiven Austauschs, in der zwar nicht am selben Ort, aber dafiir in Echtzeit
erfassbar wird, was das Publikum liebt, ablehnt, ignoriert oder gar was genau es
iiber etwas denkt. Der dazugehorige Publikumstyp funktionierte auch schon in
der attischen Demokratie nach dem Prinzip des Schwarms, in dem die Perform-
anzen der Schnellen, Lauten und Deutlichen tonangebend waren und in dem die
Lust am Affektiven, die Empé6rung, die Neugier, die Verletzung oder die Entlar-
vung zur Politik wird. Was die Anderen machen, denken, lieben, hassen, wie sie
sich geben, verdringt die Frage danach, was sie von x oder y halten (die »Um-
Frage«). Die digitale (wie auch die attische) Politik der Affekte funktioniert nach
dem Prinzip der Demagogie: Jene, die sich in der digitalen Arena bewegen, er-
scheinen schnell als jene Vollversammlung, die sie nicht sind, angefithrt durch
jene mit Einfluss, jene, die den richtigen Nerv treffen, das Vor-sich-Gehende auf
den Punkt bringen, das Unterschwellige oder Schwelende an die Oberfliche zer-
ren und zu verstirken in der Lage sind. Mit Blick auf die attische Ekklesia wird
deutlich, dass politisches Handeln in der direkten Offentlichkeit nicht einfach nur

16 | Klassischerweise wird die Agora, der Marktplatz, als der Ort der demokratischen Versamm-
lung in der Antike angefiihrt. Tatsdchlich aber gab es in der attischen Demokratie fiir die Vollver-
sammlung einen eigenen Ort, das Ekklesiasterion, fiir welches das Amphitheater herangezogen
wurde, um auch architektonisch das offentliche Sprechen und gegenseitige Sehen zu ermégli-
chen. Die Agora hatte sich ndmlich von ihren medialen Bedingungen her fiir das demokratische
Sprechen einer groRen Menge von Menschen als ungeeignet erwiesen. Das romische Reich iiber-
nahm schlieBlich die bauliche Form des Amphitheaters und machten daraus die Arena, den mit
Sand bestreuten Kampfplatz, das Zentrum romischer Massenunterhaltung. Vgl. Whitehead 1994.
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darin besteht, seine jeweilige Meinung oder seinen gemeinsamen Willen kund-
zutun und danach zu handeln oder handeln zu lassen. Meinung oder Wille in der
Arena, dort, wo direkte Reaktionen moglich sind, bestimmen sich tiber affektive
Intensititszonen, tiber das Gruppieren und Verstirken krasser Reaktionen, die
die Leisen und Langsamen, die Zogerlichen und Zuriickhaltenden verdringen,
zum Mitmachen provozieren oder gar zum Schweigen bringen.

6 Das technologisch Unbewusste

Die Daten, die mit jeder User-Bewegung und Zustandsverinderung im Okosys-
tem der vernetzten Gerite und Sensoren »anfallens, bergen die Hoffnung auf un-
geahnte Einsichten in das Verhalten von Lebewesen und Maschinen gleicherma-
en, von Prozessen tiberhaupt. Entsprechend umkampft ist diese seltsame Res-
source, deren Potenziale und Anschlussmdoglichkeiten noch lingst nicht abge-
steckt sind und deren Akkumulation auf zukiinftige Techniken der Auswertung
pocht. Dieser imaginire Uberschuss einer méglichen Ausnutzbarkeit wird auch
genihrt von einer strategischen Unverfiigbarkeit der Daten in der Gegenwart. Der
allergrofite Teil der erhobenen Daten wird den allermeisten Usern vorenthalten
und lisst sich blof erahnen. Das, was sich der digitalen Gesellschaft zeigt, be-
schrinkt sich auf ein Minimum der Datenakkumulation und erprobt zugleich ein
Maximum an sanftem Monitoring zur mdéglichst effizienten Selbstregulierung.
Das, was sich moglichst nicht zeigt, ist diejenige Industrie, die die Datenmaschi-
nen fiir sich einzusetzen weif}, die diese Ressource zirkulieren lisst und zur Pri-
diktion, zur Bestimmung zukiinftigen Geschehens, sei es des Kaufverhaltens oder
moglicher krimineller Handlungen, zu nutzen sucht. Das Big-Data-Versprechen
lebt sodann nicht nur von den zukiinftig zu entwickelnden Verfahren der Analy-
se, sondern auch von der Ausweitung der Erfassung, die immer tiefer eindringen
muss in die analogen, von der Datifizierung fast schon nicht mehr verschonten
Gebiete des Alltags: das Gesicht und seine emotionalen Regungen, die Stimme
und ihre subtilen Variationen, die Kérper und ihre mannigfaltigen Vektoren der
Verinderung und Bewegung, die Subjekte und ihre Reaktionen und Interaktio-
nen, die (neuen) Maschinen und ihre (neuen) Nutzungsweisen und Einsatzméog-
lichkeiten. Das Geschehen, das fiir die Erfassung von primirem Interesse ist, fin-
det unterhalb der Wahrnehmungsschwellen der User statt und {ibersteigt ihre
reflexiven Kapazititen, die Datenindustrie setzt auf das Aggregat und die Wahr-
scheinlichkeiten, die sich aus der massenhaften Erhebung ergeben. Mit den Da-
tenmaschinen einher geht also nicht nur ein neues Wissen tiber das eigene Ver-
halten und das Verhalten der Anderen, sie bringen auch ein »technological un-
conscious« (Thrift 2004) ins Spiel. Analog zu Sigmund Freuds Versuch, mit dem
Begriff des Unbewussten an dasjenige psychische Geschehen heranzukommen,
das eigentlich nicht bewusst gemacht werden kann und dadurch doch, wenn auch
indirekt, bewusst gemacht wird, beschreibt das technologisch Unbewusste den
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Versuch, mittels Technologie dasjenige Feld des Geschehens bewusst zu machen,
dass eigentlich nicht gewusst werden kann.” Allerdings verbleibt dieses Wissen,
wo es sich nichtin neuen Produkten materialisiert, allzu oft im Research and Devel-
opment der Datenindustrie. Nur manchmal lugt es punktuell hervor, in Form von
Leaks oder investigativen Recherchen, durch das Publikwerden automatisierter
Diskriminierung oder als Folge von Datenpannen.

7 Affektive Effekte

Der Technologiekritiker und Privacy-Designer Tijmen Schep hat die sozialen Ef-
fekte, die mit den digitalen Datenmaschinen und dem Sammeln von Massenda-
ten einhergehen, als »social cooling« beschrieben:

»If you feel you are being watched, you change your behavior. Big Data is supercharging
this effect. This could limit your desire to take risks or exercise free speech. Over the long
term these »chilling effects« could »cool down:« society.«'°

Die Datenmaschinen, die gegenwirtig dazu eingesetzt werden, alle moglichen
Daten zu sammeln, sind nicht nur Bestandteil des sensorischen Selbstmanage-
ments und einer digitalen Reputationsékonomie (Mau 2017). Sie schaffen ein
wenn auch nur diffuses Gefiihl stindiger Beobachtung — eine Art immer mitlau-
fender Anstandsdame, deren Anwesenheit allein schon Wirkungen auf das in-
dividuelle Verhalten haben kann. Paradoxerweise wird gerade dieses diffuse Ge-
fithl durch die Diskussionen um massenhafte Uberwachung und Datenschutz
bestirkt. Zugleich ist ein gerichtetes Gefiihl akuter Beobachtung in die Funktions-
weisen digitaler Plattformen eingebaut: Wer teilnehmen will an den sozialen Me-
dien, wer seine Meinung kundtun, Mobel feilbieten, Biicher verkaufen, eine Woh-
nung untervermieten oder Dienstleistungen anbieten will oder diese in Anspruch
nimmt, muss sich auch den Bewertungslogiken dieser Medien unterwerfen. So
spricht etwa Airbnb vom »Designing for Trust« als oberstem Prinzip und verweist
darauf, dass es blof} auf das richtige Interaktionsdesign ankime, um User dazu
zu bewegen, sich nicht daneben zu benehmen. Auch hier steht eine »Formation

17 | Ich danke Marie-Luise Angerer fiir wichtige Anregungen zur Rolle des Unbewussten fiir
digitale Technologien.

18 | Um nur ein Beispiel zu nennen: 2018 wurden die geheim gehaltenen Positionen von US-
Militérbasen in Afghanistan, Irak und Syrien versehentlich 6ffentlich gemacht, weil Soldat_innen,
die mit Fitness-Trackern ausgestattet wurden, weil sie fit bleiben sollten, um das Geldnde der Ba-
sisjoggten und auf einer sogenannten Heatmap registriert wurden.Vgl. https://www.theguardian.
com/world/2018/jan/28/fitness-tracking-app-gives-away-location-of-secret-us-army-bases.

19 | Vgl. https://www.socialcooling.com/ (02.09.2018).
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of Character« an. Dafiir braucht es mehr als nur einen Code of Conduct, es be-
darf des »moral engineering«.*® Gezielt eingesetzt werden dafiir Mechanismen
der sozialen Kontrolle, die in das Interaktionsdesign eingebaut werden: sichtba-
re Beobachtbarkeit (Online? Verfiigbar? Am Tippen?), Schaffung von Anreizen
zur Bewertung (»Du kannst das Feedback von Rado lesen, sobald du selbst eine
Bewertung geschrieben hast«), 6ffentliche Sichtbarkeit der Bewertung, einfache
Erfassbarkeit dieser, etwa durch die allseits beliebten goldenen Sternchen, die das
Verhalten eines Users der Bewertung einer Dienstleistung, eines Hotels oder Re-
staurants durch einen Connaisseur gleichstellen. Unerwiinschtes Verhalten soll
nicht etwa >von oben«< geahndet und bestraft werden, sondern aus den sozialen
Konsequenzen einer negativen Bewertung und der Angst vor dem entsprechen-
den Reputationsverlust priemptiv vermieden werden. Das Vertrauen in die Platt-
form, das sich iiber die Reibungslosigkeit der Interaktion herstellt, wird tiber das
Vertrauen in die Anderen generiert (oder auch gestort). Also muss das Verhalten
der Anderen im Griff bleiben. Wenn aber alles im Griff bleiben muss und stindig
im Begrift ist, getrackt, geratet oder geshitstormt zu werden, dann wird der Raum
fiir Ausfille und Experimente, fiir Risiken und Andersartigkeiten immer kleiner
(oder verschiebt sich in andere Riume). Werden solche Handlungen, die Aufre-
gung, Intensititen, Konflikte hervorrufen, immer unwahrscheinlicher, dann kith-
len auch die sozialen Beziehungen ab. Sie werden vorhersehbarer, normierter,
affektive Valenzen schlagen weniger aus, oder das Verstindnis fiir affektive Va-
lenzen sinkt. Social Cooling ist der Begrift, der helfen soll, diese nicht unmittelbar
greifbaren, langfristigen Effekte der digitalen Datenmaschinen auf das Soziale zu
fassen zu kriegen.

Paradoxerweise wird diese Abkiithlungstendenz der Kontrollgesellschaft zeit-
gleich von einer Tendenz der Uberhitzung konterkariert. Wenn Fotos, Videos,
Nachrichten oder Kommentare viral verbreitet werden, Shitstorms sich iiberschla-
gen, Hass und Falschmeldungen wild zirkulieren und in den Emp6rungsspiralen
redaktioneller Medien republiziert werden, schafft das neben hitzigen Debatten
auch politische Realititen. Hier findet eine Art »Societal Heating« statt: Debat-
ten und Protestaktionen geraten schneller in die Offentlichkeit denn je, gerade
dann, wenn sie provozieren. Zugespitzte Titel, schockierende Bilder, Falschnach-
richten werden, je mehr Emp6rung oder Anteilnahme sie auslosen, je schneller
sie geteilt und wiedergegeben werden, umso weitliufiger durch die Knoten des
Netzes katapultiert. Protestaktionen, je erschreckender, skandalisierbarer, schril-
ler oder iiberraschender sie sind, finden umso mehr Aufmerksamkeit. Dabei gilt:
Die Geschwindigkeit von fetzigen Nachrichten, von empérenden Inhalten, egal
ob wahr oder falsch, trifft auf eine sehr viel langsamere Aufklirungsarbeit und
noch viel langsamere politische Entscheidungsprozeduren. Die Revision ist nicht

20 | Ein Konzept, welches der Soziologe (und Eugeniker) Edward A. Ross bereits 1901 als
wichtigstes Prinzip sozialer Kontrolle erfolgreich in der amerikanischen Soziologie etablierte
(Ross 1901: 6); vgl. dazu auch Scheerer 2000.
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nur zeitlich immer hinterher, sie ist den Dynamiken des Teilens und Trendens
oftmals auch in ihrer affektiven Wirkmacht unterlegen. Weil sichtbar ist, was die
User jetzt gerade interessiert, wird das Jetzt-Gerade der digitalen Aufmerksam-
keits6konomie auch fiir redaktionelle Medien und die parlamentarische Demo-
kratie relevant. Die Datenmaschinen sind dafiir nicht nur Ursache, sie profitieren
doppelt von dieser Aufmerksamkeitsdynamik. Einerseits schafft die Uberhitzung
offentlicher Debatten mehr Interesse, Neugier, mehr Beitrige, Klicks und Likes
auf den Plattformen, mehr Berichte iiber und Beziige auf die Beitrige in den so-
zialen Medien. Diese Uberhitzung kurbelt die Datenproduktion noch weiter an.
Zugleich wird die Kontrolle dieser Dynamiken, sei es durch Zensur oder durch
algorithmisches Filtern falscher, hassschiirender, diskriminierender oder gesell-
schaftlich nicht akzeptabler Beitrige, bei den Plattformen belassen, deren prima-
res Interesse als privatwirtschaftliche Unternehmen vornehmlich darin besteht,
schlechte Publicity zu vermeiden.

In der digitalen Gesellschaft gehen diese zwei Tendenzen — die der sozialen
Abkithlung und die der gesellschaftlichen Uberhitzung — miteinander einher, sie
uiberlagern sich und sie bringen sich gegenseitig hervor. Wird der individuelle
Bewegungsraum durch soziale Kontrollverfahren wie etwa das Scoring, Monito-
ring oder Profiling enger, {iberschlagen sich die gesellschaftlichen Diskussions-
dynamiken und ihre Atmosphiren mit der zunehmenden Geschwindigkeit des
Informationsflusses und der Vervielfiltigung der Sichtbarkeit von Trends und Re-
aktionen. Je umfassender Datenmaschinen dazu eingesetzt werden, das individu-
elle Verhalten subtil zu formen und zu modulieren, umso heftiger das affektive
Hochschaukeln in den sozialen Zwischenrdumen und digital vermittelten Bezie-
hungen. Denn das Feedback ist ein michtiges Prinzip, das gerade dort, wo es
offentlich wird, eine affektive Komponente hat: in der Rache des Rezensierens,
im Ressentiment des Kommentierens, in der Lust des Likens oder der Schaden-
freude des Twitterns. Ist das Feedback also der Kern der Kontrolle, gerit es in der
Zeitlichkeit der digitalen Gesellschaft geradezu »aufser Kontrolle-.

Mit dem Aufkommen der Datenmaschinen einher gehen immer weitergehen-
de Moglichkeiten echtzeitlicher Erfassung. Bislang hat sich nur angedeutet, was
aus dieser Erfassung, aus diesen immer grofler werdenden Datenmengen wird
und was daraus gemacht werden kann: nicht nur »bessere« digitale Produkte, son-
dern neue Formen des Regierens und Einflussnehmens, der Umverteilung von
Reichtum und des Siens von Hoffnungen auf eine besser kalkulierbare, eine »si-
chere<, weil pradiktive Zukunft. Dabei zeigt sich jetzt schon mehr als deutlich: Im
Zeitalter der Datenmaschinen verindern sich mit dem Wissen tiber uns selbst
und dem, was wir von den Anderen wissen kénnen, auch >privates< Erleben und
politisches Handeln. Die Datenmaschinen bringen, so viel ist sicher, eine neue
Art und Weise hervor, wie wir wissen konnen und unter welchen Bedingungen
Wissen als Wissen {iberhaupt bestehen kann. Unsere Zeit, so lisst sich daraus
schliefen, ist die Zeit einer neuen, massendatenbasierten Episteme, die sich in
die politischen, wissenschaftlichen und alltiglichen Prozesse lingst eingegraben
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hat. In der so entstehenden Neuordnung der Seins wird das Wissen iiber das si-
tuative Geschehen, Handeln und Fithlen maf3geblich, und es prigt sich ein in die
moglichen Affektkulturen unserer Epoche.
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