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Abstract
This analysis provides an overview of the enactment of the final European
regulation about harmonised rules on artificial intelligence (AI Act). The
AI Act establishes the first legally binding horizontal regulation on AI. The
paper follows an interdisciplinary approach in combining legal scrutiny
with political analysis in order to clearly define and explain the rationale,
overall structure, and the shortcomings of the provisions. We understand
the crafting of the AI Act as a reaction to the growing centralisation and
power of non-European platforms in developing and providing AI systems,
and the EU’s geopolitical and normative aspirations to shape the adoption
of this technology. Overall, this analysis seeks to familiarise researchers
from other disciplines (from tech to policy) with the complex regulatory
structure and logic of the AI Act. The analysis is structured into three
major parts: first, analysing the regulatory necessity in introducing a coer‐
cive regulatory framework; second, presenting the Act’s regulatory concept
with its fundamental decisions, core provisions, and risk typology; and,
lastly, critically analysing the shortcomings, tensions, and watered-down
assessments of the Act.

1. Regulating AI: an introduction1

The enactment of the Regulation (2024/1689) about harmonised rules on
artificial intelligence (hereafter, the AI Act), adopted on May 21, 2024 by
the Council of the 27 EU member states, establishes the first legally binding
horizontal act on artificial intelligence (AI). The adoption of enforceable
and binding legal requirements relating to the regulatory subject matter
of AI marks a milestone in the diverse development of normative require‐

1 Many of the legal aspects were first developed in by Ruschemeier (2023).
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ments for this nascent technology. Different institutions, and regulatory
levels and subjects are involved in the discussion on normative require‐
ments for AI. To date, no country has enacted a comprehensive legal
framework for AI following a horizontal approach, and no international
treaty providing uniform international guidelines is currently in force.2 The
international regulation of AI is more of a patchwork than a jigsaw puzzle,
due to the different approaches of different states, associations of states,
non-governmental organisations (NGOs), and other institutions, if only
due to the variety of different competences (Ruschemeier, 2023b).

At first glance, AI is not an unusual subject for regulation: legal regu‐
lation in particular has always dealt with new technological developments,
uncertainties, or global impacts, as exemplified by environmental and
technology law. However, there is a growing international consensus that
existing rules at different levels are insufficient for the effective regulation
of AI. The reasons for this are manifold and lie in the socio-technical
implications of AI, the wide individual, systemic, and residual risks that AI
systems can embody, the power centralisation around a few developers and
providers, and its ever-evolving technical specificities. Current legal and
policy initiatives are faced with the difficulties of keeping pace with these
challenges. From a regulatory and societal perspective, the dangers of AI
systems grow in line with their use, as greater adoption can impact such
protected interests as fundamental rights, democratic processes, inclusion,
or public safety. These affected legal interests are not new and are not only
threatened by AI applications. However, due to AI’s growing pervasiveness
in everyday spheres of life in the social, legislative, military, health, and
intimate domains, regulators must be able to carefully weigh the risks and
potentials.

Given this continuity of technological development, AI is not the new
disruptive force befalling society suggested by certain private and public
narratives (Bareis and Katzenbach, 2022). Rather, its uptake depicts a grow‐
ing societal leaning on algorithmic automation, continuously reshaping
human relationships, with new forms of intimacies (e.g., recommender
systems in dating apps), social orders (e.g., the power of Big Tech in provid‐
ing and controlling digital infrastructure), and knowledge authorities (e.g.,

2 Other countries, such as China or the US, have also forwarded AI regulatory initia‐
tives, including the 2023 Chinese “Interim measures of the management of generative
artificial intelligence services” or the 2023 US executive order on “Safe, secure and
trustworthy AI”. However, these interventions address only selective areas, and thus do
not have the scope and depth of the horizontal and comprehensive AI Act.
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societal trust in large language model (LLM) chatbots, such as ChatGPT,
to provide knowledge). Unsurprisingly, such a cross-cutting technology as
AI impact various areas of law, including product safety law, consumer
protection law, copyright law, data protection law, protection of fundamen‐
tal rights, private liability law, criminal attribution issues, and labour law.
Thus, AI is by no means being used in a legal vacuum that now urgently
requires new, detailed regulation in every area. For example, the Digital
Services Act (DSA) (Regulation 2022/2065) does not explicitly mention AI,
but aims to create a “safe and trustworthy” online environment, which is
threatened by the way digital platforms operate (Art. 1 DSA). This includes
the use of AI to display and moderate content (see, for example, the require‐
ments for recommender system transparency in Art. 27 DSA).

The regulation of AI takes different forms: traditional legal regulation
can define preventive prohibitions, repressive sanctions, or requirements
to act. It can apply existing regulations or create new ones; early ethical pro‐
posals can relate to moral requirements, which can, however, become the
basis for legal regulation; technical requirements, such as standardisation
norms, often create de facto obligations (Veale, Matus and Gorwa, 2023).
Consequently, the need for new legislation must be carefully assessed and,
if laid open, regulatory gaps should be filled to meet regulatory objectives.
For example, the GDPR (Regulation 2016/679)3 is reaching its limits in
terms of the regulation of data-driven technologies, such as predictive
analytics or generative AI, since the regulatory object is the single data
processing of data belonging to an identifiable data subject.

Through this chapter, we seek to familiarise researchers from other disci‐
plines with the regulatory structure and key requirements of the AI Act,
and to critically reflect and analyse the Regulation’s fundamental decisions
through our interdisciplinary approach. Our conceptual take to the AI Act
combines sociological and political analysis with the legal scrutiny of the
provisions, thus making the analysis fruitful to legal, policy, social, and
technology scholars. To meet these aims, the analysis is structured into
three parts:

• First, Regulatory necessity introduces the Act’s inception. We open our
analysis of the AI Act in recognition of the rise and perpetuation of larger
power structures, attested to by the pervasive roll-out of AI through
ecosystems of platforms and clouds controlled by a few international

3 For more information about the GDPR, see Chapter 14 ‘EU data protection law in
action: introducing the GDPR’ by Julia Krämer.
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Big Tech companies (van der Vlist, Helmond and Ferrari, 2024). Given
the global influence of US and Chinese tech companies in global AI
development, we underpin our legal analysis with a short depiction of
the EU’s geopolitical and normative aspirations, which influenced the
overall crafting of the AI Act.

• This larger political embedding of the AI Act leads us to the second part,
Regulatory concept of the AI Act. This part presents the Regulation’s core
provisions in addressing the different scopes of application. Here, we also
dive into the various risk-categorisations and their subsequent regulatory
prescriptions, reaching from no restrictions to forbidden practices for
market deployment.

• Finally, Critical analysis reflects upon the shortcomings, tensions, and
watered-down assessments of the AI Act. We argue that these largely
stem from the Act’s overall conflictual aspiration to combine fundamen‐
tal rights protection with a risk-regulatory assessment of harms for
products, while simultaneously aiming towards a harmonised and inter‐
nationally competitive and resilient common AI market.

2. Part I: Regulatory necessity

2.1 Regulating AI is regulating power

Common regulatory objectives for AI are often described as “fairness”,
“transparency”, “explainability”, “trustworthiness”, “safety”, “protection of
fundamental rights”, “sustainability” and “fostering innovation” (Hacker,
2018; Malgieri and Pasquale, 2024; Goh and Vinuesa, 2021; Stahl et al,
2022). However, further to these desirable and laudable goals, there is a fur‐
ther rationale to create new regulatory requirements for AI. The regulation
of AI is the regulation of societal power, and thus a truly constitutional
and public interest issue, because the rule of law serves to simultaneously
legitimise and limit power (for a general overview, see Summers, 1998).
Power dimensions in AI applications are manifold: the centralisation of
infrastructure, AI models, and data appropriation in the hands of a few
Big Tech players; the “black boxing” of AI systems, where people cannot
understand, explain, or comprehend the path to a system’s output which
decides upon them; or the individual and highly systemic dangers that
AI systems can cause without providers taking accountability (see also
Guijarro Santos, 2023).
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Firstly, the key players in AI technologies, who have urged state to take
action and provoked the legal policy debate on AI regulation in the first
place, are large global technology companies. The development and appli‐
cation of AI is not limited to the private sector: open source initiatives,
NGOs, government institutions, and scientific research also play key roles
in the development and dissemination of AI applications. However, the
technologies dominating the market and discussed in public discourse are
primarily those developed and deployed by private sector actors and are
embedded in their platforms. Therefore, it would be vital to make transpar‐
ent the purpose of the economic profit of these actors, who all too often
foster a deregulatory agenda.

Despite the privatisation of AI, it is by no means impossible that many
people (can) benefit from it, or that the technology could be used for the
greater common good. However, pervasive power structures are created
when states and users are forced to rely on private companies for the
use of AI. The current structural dependency on Big Tech players for
infrastructure provision, model development, maintenance, and auditing is
creating lock-in effects. Indeed, as stated by Whittaker (2021, p. 35): “These
companies control the tooling, development environments, languages, and
software that define the AI research process – they make the water in which
AI research swims”. With the recent development towards foundation mod‐
els – i.e., very large pre-trained models on which such popular applications
as ChatGPT or Midjourney run – the centralisation of AI is increasing
further (Burkhardt and Rieder, 2024; van der Vlist, Helmond and Ferrari,
2024). Big Tech use their platforms as bottlenecks in AI development and
provision, assuming a gatekeeper position to certain apps. For example, the
COVID-19 tracing apps could only be successfully launched through the
Google and Apple app stores (Bock et al, 2020), or ChatGPT can only be
used in the Open AI or Microsoft Azure ecosystems, following Microsoft’s
investments into Open AI. While the functioning of the tracking apps does
not directly fall under the definition of AI under the AI Act (Art. 3 (1)),
the risks to digital sovereignty through a heavy reliance on private digital
infrastructures is transferable and growing with AI ecosystems. Currently,
there are already discussions about the use and implementation of LLMs
in the public sector. For instance, Microsoft announced its intension to
implement generative AI in many Office 365 applications, a software which
is heavily used by public authorities despite its non-compliance with the
General Data Protection Regulation (GDPR) – indeed, it is generally per‐
ceived as too big to not use (Ruschemeier, no date; EDPS, 2024).
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Secondly, the power dimension is present with these Big Tech companies
executing data appropriation of users, essentially an assetisation of citizens
with the lure of free-to-use services, a business model also called service-
for-profile (Elmer, 2003; Mager, Norocel, and Rogers, 2023). Alphabet
(Google’s parent company) collects data on the behaviour of users of
its various services, allowing it to build detailed profiles and predictions
of consumer preferences. These sensitive data can then be sold to third
parties and advertisers (Ridgway, 2023). Meta (formerly Facebook, Inc.)
personalises its algorithm to display content and collects data to an extent
to which users are generally unaware (Arias-Cabarcos, Khalili and Strufe,
2023). Hence, these private players exploit extremely large user bases to
fuel and train their AI models to offer service for free. This endows them
with considerable predictive power, having insights in the most intimate,
sensitive social and political spheres – which is historically unprecedented
for the private sector – ranging from highly sensitive information, such as
creditworthiness, to sexual orientation or health status (Mühlhoff, 2023;
Ruschemeier, 2024a; Mühlhoff and Ruschemeier, 2024a; Ruschemeier, no
date). Often, consent is not even requested: Open AI’s ChatGPT only
works as well as it does because it was developed by trawling almost the en‐
tire internet for publicly available information on which to train its model
(Ruschemeier, 2023c). The European Court of Justice (ECJ) recently ruled
that Facebook’s business model – namely, financing through individualised
advertising – does not in itself constitute a legitimate interest in the mass
processing of personal data (Meta v Bundeskartellamt, 2023).

Thirdly, the ubiquity of these digital processes and the proliferation of
AI also carry epistemological implications: how are decisions that govern
over people procedurally made? How can they be contested? How is knowl‐
edge generated and given authority (Ruschemeier, no date; Hong, 2020)?
Such production of the perception of knowledge is a pervasive exercise
of epistemic power, with users granting excessive trust in machine-based
decision suggestions (Ruschemeier, 2023d; Hondrich and Ruschemeier,
2023). Empirical studies have shown that users do so even if they know
nothing about the underlying training data or, perhaps more gravely, if they
are aware that they are confronted with a biased AI (Krügel, Ostermaier
and Uhl, 2022). LLMs provide eloquent sounding answers, and have been
pervasively hyped as knowledge models (indeed, ChatGPT’s slogan reads:
“Ask me anything!”), intentionally leaving the functionality of the proba‐
bilistic models working with tokens, and not hermeneutically with mean‐
ing, in the dark. (Bareis, 2024). Probabilistic models process data based
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on statistical likelihood. These models have no understanding of neither
the prompts nor outputs they generate, and can thus generate nonsensical
content (termed “hallucinations”) (Metz, 2023). Moreover, this publicly
produced misconception leads to a crisis of knowledge, as synthetically
generated content is currently flooding the internet and is being indexed
as “knowledge” by search engines. This provokes an epistemological crisis.
As argued elsewhere, this could lead to our inability to identify trustworthy
information even when we find it (Bareis, 2023c).

The business models, structural dependencies, socio-technical interac‐
tions, and, not least, the pervasiveness of scale described above mean that
previous regulatory approaches are no longer effective in all cases. Where
power is involved, the potential for social improvement is as obvious as
the risk of abuse. According to the precautionary principle, certain particu‐
larly risky products and processes may be preventatively subject to legal
regulation if they threaten important legal and public interests (Sandin,
1999). As with any transformative technology, it has often been argued
that the challenge with AI is that some impacts are difficult, impossible,
or even unknowable to foresee. However, with these pervasive societal
effects of AI already present (and, indeed, known) this argument should
not exempt politics from accountability. The law-lagging moment with AI is
politically produced and a well-studied case (Doezema and Frahm, 2023).
The precautionary principle gives politics the mandate to intervene in the
name of public interest. Law must not socially be lagging, but leading.

2.2 EU taking a stance in the geopolitical AI arena

In recent years, a number of initiatives have emerged globally to define val‐
ues and principles for the ethical development and use of AI. A multitude
of international and supranational bodies, such as the Organisation for
Economic Co-operation and Development (OECD, 2019), have proposed
principles for standards of “trustworthy” AI. Likewise, the United Nations
(UN, 2023) published the “Governing AI for humanity” report in late
2023. These reports are mostly based on abstract ethical principles useful
for providing orientation on the safeguards, rights, and principles deemed
to be protected in the international realm. Still, non-binding recommen‐
dations, policy papers, soft law, or ethical principles are often criticised
for being ineffective because they are non-binding and therefore unenforce‐
able (Mittelstadt, 2019). So far, the private sector, dominated by US Big

Searching for harmonised Rules: The EU AI Act

47

https://doi.org/10.5771/9783748943990-41 - am 02.12.2025, 23:22:09. https://www.inlibra.com/de/agb - Open Access - 

https://www.zotero.org/google-docs/?UOuzm8
https://www.zotero.org/google-docs/?iX3RUO
https://www.zotero.org/google-docs/?AQn3dm
https://www.zotero.org/google-docs/?AQn3dm
https://www.zotero.org/google-docs/?FZrf68
https://www.zotero.org/google-docs/?X3NdSH
https://www.zotero.org/google-docs/?0DeOx1
https://www.zotero.org/google-docs/?2tgvO1
https://doi.org/10.5771/9783748943990-41
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb
https://www.zotero.org/google-docs/?UOuzm8
https://www.zotero.org/google-docs/?iX3RUO
https://www.zotero.org/google-docs/?AQn3dm
https://www.zotero.org/google-docs/?AQn3dm
https://www.zotero.org/google-docs/?FZrf68
https://www.zotero.org/google-docs/?X3NdSH
https://www.zotero.org/google-docs/?0DeOx1
https://www.zotero.org/google-docs/?2tgvO1


Tech companies, has largely ignored all proposals and lobbied aggressively
against regulation, which also became very visible in the final phase of
the European AI Act legislative process (Bareis, 2023a; Ruschemeier and
Mühlhoff, 2023). Hence, ethical principles give normative orientation, but
can quickly be watered down and often lack teeth.

The strivings of the European AI Act are embedded in a global AI
race, with nations and their companies identifying AI as a core present
and future enabler technology. Moreover, the EU envisions that AI shall
transform the common internal market into an international competitive
player, competing over global market shares and innovation (Krarup and
Horst, 2023; Paul, 2023; Smuha, 2021). States approach AI not as a mere
technology, but also as a strategic asset in the geopolitical positioning
against rivalling economic (and military) actors, such as China, or the US
and their Big Tech companies (Bächle and Bareis, 2022; Bächle and Bareis,
2025; Kello, 2017). When discussing the formation of the AI Act, it should
be kept in mind that its formation falls into a global paradigm where tech
policy has been highlighted by states as a pivotal realm to advance and
harness sovereignty and a claim to first mover clout (Broeders, Cristiano
and Kaminska, 2023).

The “European way” of tech-policy is subsumed by the European Com‐
mission (EC) as a necessity for achieving its own tech sovereignty. The
Council of the European Union defines this strategic autonomy as the
“ability to act autonomously when and where necessary and with partners
whenever possible” (Mogherini, Timmermans, and Domecq, 2016, p. 4).
EC president Ursula von der Leyen referred to this paradigm of strategic
autonomy through stressing that: “Tech sovereignty describes the capability
that Europe must have to make its own choices, based on its own values,
respecting its own rules” (European Commission, 2020a). These statements
echo endeavours of a de-risking strategy, essentially acknowledging the
fragile balancing act of protecting Europe’s AI market without retreating
into a paradigm of protectionism in questions of economic trade, sensi‐
tive technology exchange, and military development (Rodríguez Codesal,
2024). In this context, the “European Chips Act” (European Commission,
2023) is situated with the proclaimed aim to support Europe’s AI infrastruc‐
ture, subsidising the European semiconductor industry and encouraging
companies to invest so as to decrease dependencies on Taiwan, the US,
Japan, or China.

For the EU especially, which is a supranational entity unifying 27
sovereign member states under the principle of subsidiarity (Art. 5 (3)
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TEU), the harmonisation of standards and policy is a complex and lengthy
process. The significant efforts and prioritisation of the EC, which hails
itself as the first “geopolitical Commission” (von der Leyen, 2019) to tackle
the AI Act, can also be understood as a reaction to the tedious EU con‐
stitutional integration process that was substantially gridlocked. The then-
curtailed treaty of Lisbon was marked by a multitude of obstacles in the
ratification process in the early 2000s, complicating further constitutional
integration from an inward union perspective. Hence, on constitutional,
military, and geopolitical stances, the EU’s power is limited in finding joint
positions and reacting quickly and effectively. It is rather by the power of
“commanding the weight of the internal market” that the EU can execute
“regulatory power in the international domain” (Broeders, Cristiano and
Kaminska, 2023, p. 1265). In market policy questions, European integration
is, as historically grown from its foundation of a coal and steel community
(ECSC), the deepest, with clear delegated roles and coercive power for EU
institutions. It is this context where the DSA, DMA, and AI Act are embed‐
ded, attempting to strengthen the unity of the European member states
with a common AI rule book in order to meet a geopolitical competitive
environment. Whether the so-called “Brussels effect” – that is, the hope
that EU’s AI regulation will have the desired impact on the global diffusion
and standard-setting beyond its own borders (Siegmann and Anderljung,
2022) – remains to be seen.

2.3 Coming into being: from ethical guidelines to legal regulation

Next to these imperatives of an outward international competitive situation
for AI market shares and the political aim for inwards legal harmonisation
against fragmented national policy, the EU sees itself as a proponent of
safeguarding consumer protection within the single market and the funda‐
mental rights of individuals.

This very normative pillar of the EU’s self-identity is legally enshrined
with the EU charter of Fundamental Rights. Additionally, the ethical align‐
ment is evidenced by the AI’s framework of “human-centric ethics”, “fun‐
damental rights impact assessment” (see Section 3, below) and the fashion‐
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ing of trustworthiness throughout the European AI documents.4 Although
the ethical considerations are non-binding and not passed via a democratic
process, they have influenced the roadmap of AI legislation. Here, the
role of high-level ethics groups in sketching the path for AI legislation
is particularly noteworthy. The principle setting by expert groups is an
important trajectory in understanding how the coercive AI Act came into
being. The European Group on Ethics in Science and New Technologies
(EGE) published a report (EGE, 2018) on “Artificial intelligence, robotics
and ‘Autonomous Systems’”, calling “for the launch of a process that would
pave the way towards a common, internationally recognised ethical and
legal framework for the design, production, use and governance of artificial
intelligence (...)”. In a clearly prescriptive call, the EGE “urges the European
Union to place itself at the vanguard of such a process and calls upon the
European Commission to launch and support its implementation” (2018).
Frahm and Schiølin (2023) understood these early AI ethics reports by con‐
vening expert committees as instruments of socio-technical sense-making
and ordering of the EU’s position on AI, as well as the rise of the princi‐
ple of “European technological sovereignty”, which the EUC henceforth
embraced. The subsequent adherence to AI ethical principles and values
subsumed under the notion of a “trustworthy AI ecosystem” were adopted
by the High-Level Expert Group (HLEG) on AI in 2019 (AI HLEG, 2019)
and normatively underpinned the formation of the AI Act.

It is not only in the field of AI that legally binding requirements and
ethical proposals influence each other as different dimensions of normativi‐
ty: ethical standards are based on the legal system, while the law translates
ethics into enforceable requirements (Ruschemeier and Mühlhoff, 2023).
For example, the HLEG’s “Ethical guidelines for trustworthy AI” advance
three central criteria that all AI systems should fulfil: legality, ethical com‐
pliance, and robustness.5 At the national level, the German Data Ethics
Commission proposed a risk-adaptive regulatory approach in its report
(Datenethikkommission, 2019) on algorithmic systems, which is now being
implemented in a similar form at the European level.

4 For example, the 2020 Assessment List for Trustworthy AI (ALTAI) (European Com‐
mission, 2020b) or the 2020 white paper issued by the EUC (European Commission,
2020c).

5 However, trust is not actually defined in any of the EU documents, which neither
reflect whether “trust” is actually the correct term or a conceptual misfit in this context
(Bareis, 2024).
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In the AI Act, the focus now lies on the protection of health, safety, and
fundamental rights, while there are almost no references to ethical guide‐
lines left in the binding part of the Act. Indeed, only Art. 60(3) requires
that the testing of high-risk systems in real world conditions should be
made without prejudice to any ethical review required by Union or national
law, which is a special provision for supporting innovation via regulatory
sandboxes. The second mention of ethical considerations can be found
in Art. 95, which outlines codes of conducts with specific, but voluntary,
requirements. These voluntary guidelines can include applicable elements
provided for in Union ethical pillars in order to establish “trustworthy
AI” (Art. 95(2) AI Act). Beyond the explicit mentioning of ethical guide‐
lines, the AI Act no longer includes specific ethical considerations, instead
remaining silent on value aspects. There remain many open normative
questions that wait for instantiation and concretisation. For example, when
are biases in AI systems problematic (following which understanding of
anti-discrimination?), or what makes an AI system really “fair” (given the
myriad contradictory fairness principles) or “trustworthy” (can technology
be trustworthy at all, or just reliable?) (see discussions in Bareis, 2024;
Laux, Wachter and Mittelstadt, 2023; Orwat et al, 2024; Wong, 2020)?

Despite the provisions, however, the recitals explicitly point out the
objective of promoting the European human-centric approach to AI and
stress the Union’s goal to be a global leader in the development of “se‐
cure, trustworthy and ethical AI”, as stated by the European Council. It
ensures the protection of ethical principles, as specifically requested by the
European Parliament (Recital 8). Recital 27 refers and explains the ethical
guidelines for trustworthy AI developed by the HLEG (human agency
and oversight; technical robustness and safety; privacy; data governance;
transparency; diversity, non-discrimination and fairness; societal and envi‐
ronmental well-being; and accountability). The recital states that: “Without
prejudice to the legally binding requirements of this Regulation and any
other applicable Union law, those guidelines contribute to the design of
coherent, trustworthy and human-centric AI, in line with the Charter and
with the values on which the Union is founded”. However, it should be
noted that these recitals do not form part of the Regulation’s bind text,
but are rather used for interpretation and guidance. Some obligations for
high-risk systems can be linked to the ethical considerations, such as the
provisions on human oversight or data governance. However, these will
ultimately be specified by the private standardisation organisations (for
a more detailed discussion, see Sections part III, 3, 3.1). Recital 28 also
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refers primarily to codes of conduct, although, again, these can be used
on a voluntary basis. Despite being explicitly mentioned, the impact of the
ethical guidelines as an interpretative guide is rather limited. It is striking
how little of the ethical pillars, initially greatly stressed by the HLEG, is left
in the final AI Act and incorporated into binding law.

3. Part II: Regulatory concept of the AI Act

The following section introduces the regulatory concept of the AI Act
by explaining its regulatory structure (3.1), the scope of application (3.2),
the important categories of forbidden and high-risk systems (3.3), and the
oversight and governance structure (3.4).

The AI Act constitutes a legislative act of the EU in the form of the
Regulation (Art. 288(2) TFEU). From this, it follows that the normative
provisions are entirely binding and directly applicable in all Member States.
EU regulations take precedence over national laws in case of conflict. Most
aspects of the AI Act are fully harmonised, but there are opening clauses
for the Member States, such as on the prohibition of certain systems under
national law.

3.1 Regulatory structure

The general goal of the AI Act is to set harmonised rules for the develop‐
ment, use, and marketisation of AI in the European single market. Its
regulatory aim is described as:

... to promote the uptake of human centric and trustworthy artificial intelligence
(AI) while ensuring a high level of protection of health, safety, fundamental rights
as enshrined in the Charter of Fundamental Rights of the European Union (the
“Charter”), including democracy, the rule of law and environmental protection, to
protect against the harmful effects of AI systems in the Union, and to support
innovation. This Regulation ensures the free movement, cross-border, of AI-based
goods and services, thus preventing Member States from imposing restrictions on
the development, marketing and use of AI systems, unless explicitly authorised by
this Regulation. (Recital 1, AI Act)

The explicit reference to health and safety shows how the Act is mostly a
product safety regime with additional references to fundamental rights due
to its heavy references to the harmonised framework of product safety law
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in the EU, especially the New Legislative Framework6 (NLF) (European
Commission, 2008). Consequently, the AI Act is part of a larger package
to further regulate product safety for AI and other products, such as the
new Machine Regulation (Council of the EU, 2023) or the Toys Directive
(Directive 2009/48/EC)).

Furthermore, the AI Act is part of the Commission’s digital strategy
(European Commission, 2024), which includes other important legislative
acts, such as the DSA and the Digital Markets Act (DMA). While its
legislation was mostly parallel to the discussion and enactment of the DSA
and DMA, the latter two regulations are fundamentally different. The DSA
and DMA aim to regulate such intermediaries as social media platforms
and search engines in the digital sphere, and create special obligations for
very large online platforms and search engines, such as Meta, Instagram,
TikTok, Bing, and Google (see Art. 33 et seq. and Art. 3 DMA addressing
“gatekeepers”). The AI Act, on the other hand, does not primarily address
Big Tech players, but rather focuses on public sector applications, (cf.7
Annex III). This raises the question of whether the Regulation sufficiently
addresses the power aspects of private actors. Additionally, the AI Act does
not specifically consider the position of the actors, unlike the regulatory
categories of “very large online platforms” (DSA) or “gatekeepers” (DMA),
but regulates regarding contexts of use, such as AI systems for public ser‐
vices or law enforcement. The particular relationship of the AI Act towards
other legal acts on the Union level has yet to be fully clarified, however,
it is important to note that the Act will not replace the GDPR, but will
have significant overlaps when AI systems process personal data. Art. 2(7)
states that Union law on the protection of personal data, privacy, and the
confidentiality of communications applies to personal data processed in
connection with the rights and obligations laid down in the AI Act, which
shall not affect the GDPR.

The AI Act follows a risk-based regulatory approach and the creation of a
horizontal (as opposed to sectoral) legal framework. From this, AI systems
are to be classified into four risk categories: unacceptable (Art. 5), high
(Art. 6, 7, Annex III), low (Art. 50), and systemic (Art. 52) for the category

6 NLF refers to a revision and harmonisation of technical standards for the internal
union market. It addresses market surveillance, accreditation, conformity assessments,
and labelling (e.g., CE marking). After more than 20 years, the “New approach” was
revised and updated, with the so-called NLF adopted in 2008. It came into force in
January 2010 (European Commission, 2008).

7 cf. stemming from Latin confer, meaning “compare”.
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of general-purpose AI systems. Depending on the risk classification, differ‐
ent obligations for providers and deployers apply. On the one hand, very
low risk systems, such as email spam filters, are not subject to regulation.
On the other, unacceptable risk systems, such as manipulative AI, social
scoring, and remote biometric identification are banned, the latter of which
is subject to broad exemptions for judicial and law enforcement authorities
(cf. Art. 5 AI Act). Practically speaking, high-risk systems represent the
most important category, since the majority of the Act’s provisions address
them. The Commission assumes that 5–15% of the AI systems on the mar‐
ket will fall under the high-risk category (European Commission, 2021).

The AI Act has 13 chapters and follows the classical formation of a
European regulation starting with general provisions (I), followed by the
prohibited practices (II), standards for high-risk systems (III), transparen‐
cy obligations (IV), general-purpose models (V), measures in support of
innovation (VI), governance (VII), requirements for the EU database for
high-risk systems (VIII), post market monitoring and market surveillance
(IX), codes of conduct (X), delegation of power (XI), confidentiality and
penalties (XII) and, lastly, final provisions (XIII).

3.2 Scope of application

The scope of application of the AI Act is divided into the territorial and
material scope of application, following the requirements from article 2 of
the Act.

3.2.1 Material scope of application

Firstly, the AI Act’s material scope must apply. The material scope describes
the subject matter of regulation, such as the regulatory objects (AI systems
and models) and actions (putting an AI system on the market). It can
be limited by exceptions. The material scope of application of the AI Act
includes placing AI systems on the market or putting them in service.
While AI as a regulatory object is disputed, the definition of an AI system
in Art. 3(1) requires levels of autonomy and outputs that influence physical
or digital environments (see the critical discussion of the term AI system in
section C I). As such, this rather broad definition includes many AI systems
based on machine learning (ML), or simpler algorithmic decision-making
systems (ADMs).
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3.2.2 High-risk classification as the relevant regulatory definition

Considering the Act’s overall structure, most of its provisions address high-
risk systems. Perhaps counterintuitively, the relevant regulatory definition
for the material scope is the high-risk classification (cf. Art. 6, 7, Annex
III AI Act) or prohibition in Art. 5 and the general-purpose qualification
(Art. 51) instead of the actual definition of the AI system. According to
the Act, placing an AI system on the market involves first of all making
the system or general-purpose AI model available on the Union market
(Art. 3(9)). Here, a system is put into service for customers when it is
supplied for first use directly to the deployer or for its own use in the Union
for its intended purpose (Art. 3(11)).

AI systems can be classified as high-risk under Art. 6 in two ways: first,
when they are products or safety components of products covered by the
Union harmonisation legislation (detailed in Annex I), and, second, due
to their relevance for possibly infringing on fundamental rights regarding
the context of use (covered by Annex III). The reference to Union harmon‐
isation legislation in the area of product safety law in Annex I itself is
subdivided into Sections A and B. Section A refers to the NLF, while Sec‐
tion B refers mostly to vehicle and traffic provisions, such as the regulation
on the approval and market surveillance of two- or three-wheel vehicles
and quadricycles (Annex I B(14)). These harmonised rules are not part of
the NLF, but part of the older Union legislation which follows the concept
of detailed harmonisation, and can thus not be easily synchronised with
the new AI Act. Most of the requirements of the AI Act do not apply
to products under the old regulatory regime, as the old regime and the
NLF follow fundamentally different approaches and metrics for product
safety regulation – e.g., the old concepts established only government stan‐
dards and the review of requirements by government agencies. This creates
friction with the requirements of the AI Act, which is largely based on
newly implemented standards established through private standardisation
organisations, internal conformity assessment procedures, or procedures
of a private notifying body (cf. Art. 43 et seq.). Art. 2(2) thus states that,
for these systems under the old regime, only Art. 6(1), Art. 102–109, and
Art. 112 apply. Art. 6 lays down the classification of high risk systems, while
Art. 102 et seq. are final provisions amending other regulations and direc‐
tives. Art. 57 sets the requirement to establish regulatory sandboxes for
the testing of AI systems and applies only insofar as the requirements for
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high-risk AI systems under this Regulation have been integrated in that
Union harmonisation legislation.

3.2.3 Exceptions in the material scope

There are several exceptions in the material scope of the AI Act applica‐
tions. Art. 2 names some of them: AI systems and models that are specifical‐
ly developed and put into service for the sole purpose of scientific research
and development are not covered by the regulation. In the EU rationale,
this is because the aim of the AI Act is to foster innovation and support
research. Recital 25 explicitly states that the AI Act shall not affect research
or scientific freedom. The prerequisite for this exception is that the models
are specifically developed and used for the sole purpose of research, which
naturally leaves room for interpretation, given that many commercial start-
ups in the AI sector stem from, or are connected to, university research.
Furthermore, private funding for AI university research by Big Tech is
especially prevalent in the Anglo-American context, but also increasingly
in Europe, with Meta, for example, financing an AI ethics centre at the
technical university of Munich (Kreiß, 2019). Moreover, training data for
scientific research is often taken from the public rather than from research,
such as with ChatGPT or other LLMs being trained on online content.
As it stands, the private research departments of the Big Tech companies
that aim at developing and improving products may not fall under the
definition of solely research purposes, but how the AI Act applies in detail
here remains to be seen in practice.

Beyond science, the AI Act does not apply to product-oriented research,
testing and development activity regarding AI systems or models prior to
those systems, and models being put into service or placed on the market
(Art. 2(8)), except for testing under real-world conditions as part of the
regulatory sandboxes of Chapter VI. Regulatory sandboxes are a testing
environment for AI systems, such as finance apps and other applications,
that can, for instance, affect customers. The AI Act defines regulatory sand‐
boxes as controlled frameworks established by competent authorities which
offer (prospective) providers of AI systems the possibility to develop, train,
validate, and test innovative AI systems, where appropriate in real-world
conditions, pursuant to a sandbox plan for a limited time under regulatory
supervision (Art. 3(55)) (Ruschemeier, 2024b). Consequently, the training
of AI systems and models does not fall within the scope of the AI Act.
Additionally, the Act does not apply to obligations of deployers who are
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natural persons (humans, not legal entities) using AI systems in the course
of a purely personal non-professional activity, since these are understood as
typically low risk, and thus not subject to regulation.

The AI Act excludes AI systems that are released under free and open-
source licences unless they are placed on the market or put into service as
high-risk AI systems or those which fall under Art. 5 or 50. Art. 5 regulates
the forbidden AI systems that pose unacceptable risks and are therefore
prohibited, while Art. 50 lays down transparency obligations for providers
and users of certain AI systems and general-purpose AI models. The pro‐
visions on the latter have been implemented very late in the legislative
process as a reaction to the rising popularity of generative models running
chatbots, such as ChatGPT. Art. 3(63) defines a general-purpose AI system
as:

an AI model, including where such an AI model is trained with a large amount
of data using self-supervision at scale, that displays significant generality and is
capable of competently performing a wide range of distinct tasks regardless of the
way the model is placed on the market and that can be integrated into a variety of
downstream systems or applications, except AI models that are used for research,
development or prototyping activities before they are placed on the market.

The exception for open-source systems is rightfully limited to those that
are not prohibited or general-purpose AI, deepfakes, and those interacting
with natural persons (Art. 50). Nevertheless, excluding open-source models
from the legislation should not obscure the fact that these models can
also harbour risks, e.g., when used in Annex III contexts (Mühlhoff and
Ruschemeier, 2024d).

Finally, it is worth noting that the Act entirely excludes the military ap‐
plication of AI. This is a striking omission given the dual-use applicability
of civil/military AI innovation and the research capabilities and use of AI in
the military sector – as seen with the unhalted development of autonomous
weapon systems (Bhuta, Beck and Liu, 2016). Especially in the US, state
agencies cooperate with major technology corporations contributing to na‐
tional military and intelligence imperatives. This is also the case with some
European states (Germany, France, Spain), who cooperate with the private
sector and heavily invest into military AI with the development of the
European Future Combat Air System (FCAS), aiming to develop “combat
clouds” with the implementation of communication hubs or real-time data
analytics for synchronising their military forces (see Ernst, forthcoming).
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Given the fragile current world political situation, military supremacy is
trending high on many national geostrategic security agendas. The global
regulatory debate on autonomous systems is being held at the UN Conven‐
tion on Certain Conventional Weapons (CCW), where the compliance
to International Humanitarian Law applies, but is currently gridlocked
(Bächle and Bareis, 2022). EU Member States seemingly do not want to
relinquish control of military AI use to the EU, thus leaving a significant
loophole for unchecked AI development and use.8

3.3 Personal scope of application

The AI Act addresses different entities in the AI lifecycle (Art. 2(1)). Firstly,
it applies to providers of AI systems that are placing them on the market
or putting them into service (Art. 2(1a)). Secondly, it addresses deployers,
providers, importers and distributors, product manufacturers, authorised
representatives of providers, and affected persons (Art.22 (1) a–g). Thirdly,
obligations also extend to importers and distributors (Art. 23–27) in a
manner akin to the product safety regime, aiming to prevent dangerous
products manufactured outside the EU from entering its market. Nonethe‐
less, the primary actor upon whom these obligations are imposed is the
provider (Edwards, 2022c).

3.4 Territorial scope of application

Akin to the GDPR, the AI Act follows the domestic-market principle (Ko‐
loßa, 2020), meaning that it applies to placing AI models on the EU market,
regardless of whether the providers are established or located within the
Union or in a third country (Art, 2(1a)). Furthermore, it is already sufficient
that the output of the AI system is used in the Union when providers and
deployers of systems are located in a third country for Art. 2(1c) to be

8 A detrimental use of current military AI can be witnessed in the Gaza strip, where the
Israel Defense Forces (IDF) are using AI in the military operations in Gaza following
Hamas’s terrorist attack of 7 October, 2023. Investigations about the “Lavender” and
“Habsora” scoring system show how target recommendation of “militant suspects” is
automated by the IDF, and air strikes are largely conducted without a human in the
loop (Abraham, 2024). This has caused gross human rights violations in the massive
bombing of the Gaza strip. The case strikingly shows that AI recommender systems
being largely applied in the public domain can also be used for military purposes.
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applicable. Following this, the relevant data (e.g., to train the AI system)
can be processed outside the Union, as long as the results of the system are
used within the single market. Additionally, the AI Act applies to deployers
of AI systems established or registered within the Union (Art. 2(1b). Even
if this wording is misleading, the scope of application with regard to users
only refers to the spatial boundaries of the 27 Member States (Gless and
Janal, 2023, p.30). The establishment refers to the deployers rather than
to the AI systems, meaning that the former must be within the Union.
Art. 3(4) defines a deployer as a “natural or legal person, public authority,
agency or other body using an AI system under its authority except where
the AI system is used in the course of a personal non-professional activity”.
As such, this broad definition of the scope is convincing as AI is a digital
technology whose impact does not stop at national borders.

4. Forbidden high-risk systems and systemic risks

The AI Act establishes different levels of regulatory measures according to
the risk classification of the system. Art. (5) prohibits the use of certain
systems (4.1), Art. 6 classifies high-risks systems (4.2), and Art. 50 et seq.
establish specific provisions for general-purpose AI systems (4.3).

4.1 Prohibited AI practices

Art. 5 prohibits certain types of AI systems which can be classified into
eight categories: 1) subliminal techniques, 2) exploitation of vulnerabilities,
3) social scoring, 4) person-based predictive policing, 5) the creation of
facial recognition databases via untargeted scraping, 6) biometric categori‐
sation systems, 7) the emotional recognition systems in the workplace, and
8) real-time biometric identification.

First, the putting into service or use of an AI system that deploys
subliminal techniques beyond a person’s consciousness, or purposefully
manipulative or deceptive techniques are forbidden. The term “subliminal
techniques” is itself problematic, since there is no clear evidence or history
of non-valid experiments in this field (Neuwirth, 2023). These techniques
should include the objective or effect of materially distorting the behaviour
of a person or group of persons by appreciably impairing their ability
to make informed decisions, thereby causing them to take decisions they
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would otherwise not have taken. This refers to the reasonable likelihood
to cause that person, another person or group of persons, significant harm
(Art. 5(1a). Recital 29 names audio, image, and video stimuli that persons
cannot perceive (by being beyond human perception), or other manipula‐
tive or deceptive techniques that subvert or impair a person’s autonomy,
decision-making, or free choice in ways that people are not consciously
aware of or, where they are aware of them, can still be deceived or are
unable to control or resist them as examples for subliminal techniques.
Concrete facilitation could be by machine-brain interfaces or virtual reality
as they allow for a higher degree of control of what stimuli are presented to
persons, insofar as they may materially distort their behaviour in a signifi‐
cantly harmful manner (Recital 29). Another concrete example of concerns
resulting from subliminal and supraliminal messages in the field of cyber‐
security are the so-called “social engineering attacks”, such as phishing,
that refer to means of “manipulating people into performing actions or
divulging confidential information” (Neuwirth, 2023).

Secondly, systems that exploit any of the vulnerabilities of a natural
person or a specific group of persons due to their age, disability, or specific
social or economic situations, with the objective, or effect, of materially
distorting their behaviour in a manner that causes (or is reasonably likely
to cause) significant harm are prohibited under Art. 5(1b). The “Unfair
commercial practices directive” establishes a similar provision (art. 5 UPD;
Directive 2005/29/EC). Regarding the AI Act, the specific characteristics
exclude other characteristics, such as race, sex, religion, or ethnicity. Smuha
et al (2021) suggested expanding these to all of the characteristics protect‐
ed under EU equality law as laid down in Art. 21 of the EU Charter on
Fundamental Rights. It is not yet clear which specific practical examples
are included. The specific exploitation of vulnerability leading to a change
in behaviour may already be the purchase of an overpriced product or,
for example, in-app purchases of video games for children. In general, the
secondary use of sensitive data, such as health or other data relating to
the specific vulnerabilities for commercial purposes is highly problematic
(Mühlhoff and Ruschemeier, 2024c, 2024d). In these cases, however, it is
questionable whether, for example, financially disadvantageous purchases
fall under the concept of significant harm, which may only be assumed in
the area of criminal disproportionality.

Third, systems for social scoring are prohibited under Art. 5(1c). Social
scoring systems are used to evaluate or classify natural persons or groups
over a certain period of time based on their social behaviour or known, in‐
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ferred, or predicted personal or personality characteristics. The social score
leads to either or both of the following: (i) the detrimental or unfavourable
treatment of certain natural persons or groups of persons in social contexts
unrelated to the contexts in which the data were originally generated or
collected; and (ii) the detrimental or unfavourable treatment of certain
natural persons or groups of persons that is unjustified or disproportionate
to their social behaviour or its gravity. The practical reference is China’s
social scoring system, where camera surveillance, consumer data analytics,
and geo-tracking are used to form a disciplining scoring system (Qian et
al, 2022). Scoring systems with different characteristics are also used by
other countries, such as in the UK’s (UK Parliament, 2021) concept of
digital identity. During the legislative process, the prohibition was extended
to private actors. Risk-scoring practices by private actors are essentially
ubiquitous, ranging from the calculation of healthcare insurance premiums
to creditworthiness scoring (Citron and Pasquale, 2014). Here too, the
regulatory hurdle is again the consequence of these practices, which on
the one hand must be proven and on the other unjustified. The associated
Recital 31 does not state any use cases or concrete examples.

The fourth prohibition addresses predictive policing techniques related
to natural persons in order to assess or predict their risk of committing
a criminal offence, based solely on the profiling of a natural person or
on assessing their personality traits and characteristics. As per Art. 5(1d),
this prohibition shall not apply to AI systems used to support the human
assessment of the involvement of a person in a criminal activity, which is
already based on objective and verifiable facts directly linked to a criminal
activity.

As a reaction to the business practices of Clearview and other facial
recognition databases not compliant with the GDPR (Pathak, 2022), but
still hard to come by because of the structural enforcement deficits towards
malicious actors, Art. 5(1d) prohibits systems that create or expand facial
recognition databases through the untargeted scraping of facial images
from the internet or CCTV footage. Clearview and PimmEyes have ille‐
gally, and essentially secretly, scraped social media platforms and many
other websites for images of faces to build huge databases for the private
use of facial recognition. These databases can be used by any individual
and by public authorities for a certain fee to identify almost every person
whose picture can be found online – indeed, as of 2021, the Clearview
database contained 10 billion pictures (Dul, 2022). Accordingly, these busi‐
ness practices aim at abolishing any privacy and personal integrity. Persons
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can be easily identified with AI-powered facial recognition technology,
where uploaded pictures of individuals show results within seconds, includ‐
ing links to the websites from which the pictures were scraped (Hill, 2022;
Rezende, 2020).

The sixth prohibition includes the use of AI systems to infer a natural
person’s emotions in the workplace and educational institutions, except
where the use of the AI system is intended to be put in place or into
the market for medical or safety reasons (Art. 5(f )). Emotion recognition
systems are designed to measure, for example, whether content has been
understood by students or whether employees are productive and satisfied.
The reliability or even effectiveness of emotion recognition systems has yet
to be scientifically demonstrated (Heaven, 2020). It is therefore welcome
that the AI Act bans these systems, at least in the context of work and
training – but their general use remains questionable. Human emotions
should not be used for performance reviews, as their scoring depicts a
strong risk of abuse (see above with the “Clearview” case).

The seventh prohibition includes the use of biometric categorisation sys‐
tems that individually categorise natural persons based on their biometric
data to deduce or infer their race, political opinions, trade union member‐
ship, religious or philosophical beliefs, and sexual lives or orientation. This
prohibition does not cover any labelling or filtering of lawfully acquired
biometric datasets, such as images, based on biometric data or the cate‐
gorising of biometric data in the area of law enforcement (Art. 5(1g)).

Finally, the eighth prohibition includes the use of “real-time” remote
biometric identification systems in publicly accessible spaces for the pur‐
poses of law enforcement (Art. 5(1h)). The scope of the ban on biometric
recognition systems was one of the most debated issues in the legislative
process, and is beyond the scope of this paper (see, for example, Edwards,
2022a; Barkane, 2022; Veale and Borgesius, 2021). Biometric surveillance
systems carry a high risk of mass surveillance, including those used for
social scoring and predictive policing, as discussed above (Wendehorst
and Duller, 2021). Art. 5 names a broad number of exceptions of the use
of biometric systems in publicly accessible spaces for different objectives
of law enforcement, which render the scope of application of the actual
prohibition very narrow (Ebers et al, 2021). These exceptions include: (i)
the targeted search for specific victims of abduction, trafficking, or sexual
exploitation of human beings, as well as the search for missing persons;
(ii) the prevention of a specific, substantial, and imminent threat to the life
or physical safety of natural persons, or a genuine, present, or foreseeable
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threat of a terrorist attack; and (iii) the localisation or identification of a
person suspected of having committed a criminal offence, for the purpose
of conducting a criminal investigation or prosecution, or executing a crim‐
inal penalty for offences referred to in Annex II and punishable in the
Member State by a custodial sentence or detention order for a maximum
period of at least four years. Point (h) of the first subparagraph is without
prejudice to Art. 9 of the GDPR for the processing of biometric data for
purposes other than law enforcement.

4.2 High-risk systems

Art. 6 concerns the requirements for categorising high-risk systems and is
thus a central requirement of the Regulation. The requirements for risk
classification are of considerable practical significance, as many AI systems
of relevance (will) fall into the category of high-risk systems. The standard
is closely linked to the harmonisation provisions listed in Annex I, which
largely determine the requirements for risk determination in the context
of product safety law in accordance with the AI Act’s first paragraph. In
the Regulation’s structure, Art. 6 follows the second section on prohibited
practices of AI, which contains only one provision (Art. 5). The categori‐
sation as a high-risk system under Art. 6 triggers the obligations under
Art. 9 et seq., such as the requirements for human oversight (Art. 14) or
data governance (Art. 10). The addressees of the AI Act (providers) are
the same as those of the new legal framework for product manufacturers
(Ruschemeier, forthcoming).

The first approach for classifying AI systems as high risk is established
in Art. 6(1) with references to already existing product safety law. To be
classified as high risk, the AI system must either be intended to be used
as a safety component of a product or is itself a product, as covered by
the Union harmonisation legislation listed in Annex I. A safety component
of a product is defined in Art. 3(14) as a component of a product or of
an AI system which fulfils a safety function for said product or system, or
the failure or malfunctioning of which endangers the health and safety of
persons or property. For example, an AI system used as a safety component
could be an automatic detection of the need for lift maintenance. Addition‐
ally, the system as a product itself or as a safety component of a product
must be required to undergo a third-party conformity assessment, with
a view to the placing on the market or the putting into service of said
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product pursuant to the Union harmonisation legislation listed in Annex I.
Under product safety law, a third-party conformity assessment is required
for products with a higher risk, while other products can be self-assessed
by the provider. This first variety of high-risk classification is aligned with
the system of European product safety law, and is thus not a new regulatory
approach under the AI Act.

Nonetheless, the second approach for classifying AI systems as high risk
establishes a new assessment of fundamental rights implications. Under
Art. 6(2), systems are classified as high risk if they are used in the applica‐
tion contexts listed in Annex III. According to Paragraph 2, the systems to
be covered are those which, by virtue of their purpose, pose a high risk of
harming the health and safety or fundamental rights of persons, taking into
account both the severity of the potential harm and its likelihood to occur.
They have to fall within the scope of Annex III. This important annex lists
eight different areas of applications for high-risk AI systems: 1) biometrics
(which are not already prohibited under Art. 5); 2) critical infrastructure; 3)
education and vocational training; 4) employment, workers management,
and access to self-employment; 5) access to and enjoyment of essential
private and public services and benefits; 6) law enforcement, insofar as
their use is permitted under relevant Union or national law; 7) migration,
asylum, and border control management, insofar as their use is permitted
under relevant Union or national law; and 8) administration of justice and
democratic processes. Biometric systems under Annex III no. 1 include
remote biometric systems, which are: (a) systems intended to be used for
biometric categorisation, according to sensitive or protected attributes or
characteristics based on their inferences; (b) systems intended to be used
for emotion recognition; and (c ) those which go beyond the prohibition
of the use of such systems in the workplace or educational institutions
prohibited in Art. 5. Critical infrastructure under Annex III no. 2 includes
critical digital infrastructure, road traffic, or in the supply of water, gas,
heating, or electricity.

The area of education and vocational training classifies systems intended
to be used to evaluate learning outcomes, including when said outcomes
are used to steer the learning process of natural persons in all levels of
educational and vocational training institutions, assessing the appropriate
level of education that an individual will receive or be able to access, and
for monitoring and detecting prohibited behaviour of students during tests
in the context of, or within, educational and vocational training institutions
at all levels. Furthermore, the fourth category refers to employment and
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workplace systems, especially AI systems in recruitment and those that
make decisions in work-related relationships, such as regarding promotions
or performance evaluations.

Of key importance here is the access to essential private and public ser‐
vices under Annex III (5), including AI systems intended to be used by, or
on behalf of, public authorities to evaluate the eligibility of natural persons
for essential public assistance benefits and services, including healthcare
services, as well as to grant, reduce, revoke, or reclaim such benefits and
services, AI systems for credit scoring, risk assessment for life and health
insurances, and the classification of emergency calls.

Categories 6 and 7 refer to the use of AI systems in law enforcement and
border control. It is important to note that the AI Act only adds another
regulatory layer here since these systems must be permitted under national
or Union law. Examples include the assessment of the risk of a natural
person becoming the victim of criminal offences, the use of polygraphs or
similar tools, predictive policing, profiling, or assessments of such risks as
those regarding security, irregular migration, or health by natural persons
who intend to enter (or have done so) the territory of a Member State.
Further areas are the assistance to competent public authorities for the
examination of applications for asylum, visa, or residence permits, as well
as for associated complaints regarding the eligibility to apply for a status,
including related assessments of the reliability of evidence and for the
purpose of detecting, recognising, or identifying natural persons, with the
exception of the verification of travel documents.

High-risk systems in the fields of administration of justice and democrat‐
ic processes include the assistance of a judicial authority in researching and
interpreting facts and the law, and in applying the law to a concrete set of
facts, or a similar use in alternative dispute resolution, and systems used for
influencing the outcome of an election.

Art. 6(3) standardises exceptions to the risk classification of Paragraph 2,
according to which it is assumed that, in the case of the areas of application
listed in Annex III, the AI systems used present a high risk. By way of
derogation, such AI systems shall not be considered high risk if they do not
pose a significant risk “to the health, safety or fundamental rights of natural
persons, even if they significantly influence the outcome or significantly the
outcome of a decision”.

Searching for harmonised Rules: The EU AI Act

65

https://doi.org/10.5771/9783748943990-41 - am 02.12.2025, 23:22:09. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748943990-41
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


4.3 Systemic risks for general-purpose AI

Further to the categories of prohibited practices, high-risk, and limited and
low-risk systems, a third risk category was added in the final stages of
negotiations on the AI Act: the systemic risk of general-purpose AI models.
The central Art. 51 is, to some extent, the counterpart of Art. 6 in that it
qualifies general-purpose AI systems under the category of “systemic risks”.
However, the concept of systemic risk in Art. 51 is fundamentally different
from that of Art. 6(1–2), thereby introducing a further categorisation of
risks. Systemic risks are defined under Art. 3(65) as “a risk that is specific
to the high-impact capabilities of general-purpose AI models, having a
significant impact on the Union market due to their reach, or due to actual
or reasonably foreseeable negative effects on public health, safety, public se‐
curity, fundamental rights, or the society as a whole, that can be propagated
at scale across the value chain”. However, the systemic risks of Art. 51 tend
not to be determined according to product safety law or the relevance of
fundamental rights, but rather to their cause of action and the criteria set
out in Annex XIII. If a general-purpose model exceeds the threshold of
10^25 FLOPs (Floating Point Operations per Second) in terms of the cumu‐
lative number of calculations used for training, it constitutes a systemic risk
(Art. 51(2)). Overall, the rationale behind this technical threshold, implying
that model power under it indicates less societal risk, remains unclear
from the legislator (see Mühlhoff and Ruschemeier, 2024c). This calculation
threshold has little in common with the risk categorisation of Art. 6, which
relates to product safety law or the impact on fundamental rights, even if
it can be assumed that larger and more powerful models and the number
of end users (Annex XII) can be indicators of the relevance of fundamental
rights. The relationship between Arts. 6 and 51 is not explicitly clarified by
the legislator; the wording suggests that providers whose model is both a
high-risk system under Art. 6 and carries systemic risk under Art. 51 must
comply with both obligations cumulatively (Ruschemeier, forthcoming).

5. Oversight and governance

Chapter VII of the AI Act regulates the corresponding governance struc‐
tures divided into the governance at the Union level (Arts. 64–69) and
the national competent authorities (Art. 70). On the Union level, the new
AI Office is established at the Commission (Art. 64). Art. 3(47) defines the
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AI Office as the “Commission’s function of contributing to the implemen‐
tation, monitoring and supervision of AI systems and general-purpose AI
models, and AI governance”, provided for in the Commission Decision of
24 January, 2024. References in this Regulation to the AI Office shall be
construed as references to the Commission. One should note that, although
the AI Office has been formed, many details, practicalities, and tensions in
law enforcement have, for the moment at least, been left open. As it stands,
the AI Office shall have different tasks, such as monitoring general-purpose
AI systems, establishing codes of practice, or assisting market surveillance
authorities.

Additionally, Art. 65 establishes the European Artificial Intelligence
Board (AI Board), which is composed of one representative per Member
State and the European Data Protection Supervisor as an observer. The
participation of the AI Office is required, but it will not vote. Furthermore,
the AI Board establishes two standing sub-groups to provide a platform
for cooperation and exchange among market surveillance authorities, and
notify them of issues related to market surveillance and notified bodies,
respectively. The aim of the AI Board is to ensure cooperation and coordi‐
nation between the Member States and the relevant Union bodies. To this
end, the AI Board shall advise and assist the Commission and the Member
States in order to facilitate the consistent and effective application of the AI
Act (Art. 66(1)). Article 66 establishes different detailed tasks, such as the
collection and sharing of technical expertise (Section b), the contribution
to the harmonisation of administrative practices in the Member States
(Section d), or supporting the Commission in promoting AI literacy, and
the public’s awareness and comprehension of the benefits, risks, safeguards,
and rights and obligations in relation to the use of AI systems (Section f ).
In addition to the AI board, an advisory forum shall be established (under
Art. 67) to provide technical expertise, scientifically advise the Board and
Commission, and contribute to their tasks. The members shall represent
a balanced selection of stakeholders, including those of industry, start-ups,
small and medium-sized enterprises (SMEs), civil society, and academia.
The membership of the advisory forum shall be balanced in terms of
commercial and non-commercial interests and, within the category of the
former, regarding SMEs and other undertakings (Art. 67(2)). Members
are appointed by the Commission. Moreover, the Fundamental Rights
Agency, ENISA, the European Committee for Standardization (CEN), the
European Committee for Electrotechnical Standardization (CENELEC),
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and the European Telecommunications Standards Institute (ETSI) are per‐
manent members of the advisory board.

Besides the AI Office and Board, the Commission shall establish a scien‐
tific panel of independent experts to support the enforcement of activities
under Art. 68 of the AI Act. This is implemented by the Commission
following Art. 98’s process on the committee procedure (2), and is thus not
included in the AI Act itself. The goal of the scientific panel is to ensure
independent scientific and technical expertise in the field of AI to support
the AI Office, such as by alerting it to possible systemic risks or providing
advice on the classification of various general-purpose AI models and sys‐
tems (Art. 68(3)). Given the unclarity and open questions in these realms,
such independent scientific expertise seems urgently needed, particularly
in the still developing categories for the regulation of general-purpose AI.
On the national level, the Member States can call upon the experts of the
scientific panel to support their enforcement activities under Art. 69.

Furthermore, Art. 70 requires the designation of Member States’ nation‐
al competent authorities to enforce the Regulation’s provisions. Art. 70
requires the establishment of one notifying authority responsible for estab‐
lishing and undertaking the procedures necessary for assessing, designat‐
ing, and notifying conformity assessment bodies. As mentioned above,
these private conformity assessment bodies (e.g., equal to the TÜV in
Germany for product safety assessment) are active for high-risk systems
only. Their monitoring is laid down in Art. 28 et seq., foreseeing that one
market surveillance authority supervises the other obligations of the AI Act
on a national level.

On the execution level, the AI Act provides for various penalties and
fines. Art. 99(1) states that Member States shall lay down the rules on penal‐
ties and other enforcement measures, which may also include warnings
and non-monetary measures, applicable to infringements of this Regulation
by operators, and shall take all measures necessary to ensure their proper
and effective implementation. Furthermore, Art. 99(3) states that the non-
compliance with the prohibition of the AI practices referred to in Art. 5
shall be subject to administrative fines of up to 35,000,000 EUR or, if the
offender is an enterprise, up to 7% of its total worldwide annual turnover
for the preceding financial year, whichever is higher. The non-compliance
with obligations in Arts. 16, 22, 23, 24, 26, 31, 33(1, 3, 4), 34, and 50 is
subject to administrative fines of up to 15,000,000 EUR or, if the offender
is an enterprise, up to 3% of its total worldwide annual turnover for the
preceding financial year, whichever is higher (Art. 99(4)). The supply of
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incorrect, incomplete, or misleading information to notified bodies or na‐
tional competent authorities in reply to a request shall be subject to admin‐
istrative fines of up to 7,500,000 EUR or, if the offender is an enterprise,
up to 1% of its total worldwide annual turnover for the preceding financial
year, whichever is higher (Art. 99(5)). For SMEs and start-ups, the lower
percentage or amount should be applied. The rules on administrative fines
are imposed by the relevant competent authorities of the Member States,
such as by courts or other bodies. In Germany, for example, the competent
authority would be the national market surveillance authority.

Furthermore, Art. 100 lays down provisions on administrative fines
on Union institutions, agencies, and bodies imposed by the European
Data Protection Supervisor (EDPS). Finally, Art. 101 establishes fines
for providers of general-purpose AI models not exceeding 3% of their
annual total worldwide turnover in the preceding financial year, or
15,000,000 EUR, whichever is higher. Fined violations are, for example,
such procedural failures as not complying to a request for documentation
or information under Art. 91 or the material infringements with relevant
provisions of the AI.

6. Part III: critical analysis

6.1 Definition of AI in the AI Act: inclusive but negating AI as a socio-
technical phenomenon

Addressing AI directly as an object of regulation is complex due to the mul‐
titude of views on what AI actually is. In the modern field – stemming from
computer science, cybernetic, and mathematical approaches of the 1940s
– AI tends to be used as an umbrella term for different applications and
has changed throughout the decades and hype circles. Given the complexity
and unclarity in the academic field of AI, not every AI-related regulation
directly names the technology (e.g., the DSA). The AI Regulation explicitly
addresses “AI systems”, but, in its first versions, defined them so broadly
that practically any software was covered.

6.1.1 Towards the final AI definition

From a legal and regulatory perspective, the definition of the Regulation’s
subject matter is vital as it determines its scope. A concise instantiation
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of the regulatory object is pivotal for avoiding legal loopholes. Moreover,
the requirements of legal certainty, precision, and practicability must be
met. However, due to the wide range of societal segments and sciences that
are directly or indirectly affected by AI, each perspective leads to its own
definition of what AI is and means for the respective area. Normative regu‐
lation and social sciences do not follow a purely technical understanding
of AI, but have stressed that the context of use, the social phenomena it pro‐
duces, and the protected goods and interests it affects are as important as
the instantiating of the technical functionality (Bareis, 2024; Ruschemeier,
2023a). It can thus be expected from the legislator to narrow down a defini‐
tion that, while not necessarily encompassing the complexity of the entire
scientific debate, at least serves the regulatory purpose and does justice to
the individual and societal harms present with AI.

In the subsequent legislative process of the draft Regulation, the AI
definition was actually changed several times. Indeed, the European Parlia‐
ment’s proposal of June 2023 reads: “AI system means a machine-based
system that is designed to operate with varying degrees of autonomy
and that can generate outputs such as predictions, recommendations or
decisions that influence physical or virtual environments for explicit or
implicit goals”. This definition also raises follow-up questions, such as what
autonomy really entails, with its notions being contested due to always
being situated (Suchman, 2023; Weber and Suchman, 2016). Instead, we
argued that the risk profile of AI systems can only be determined from the
interplay between the technical functionality and the application context
(i.e., a social domain), thus pointing to a necessary revision of the Act’s
definition of AI.

The emphasis on the regulatory filter in the Regulation’s draft was not
adopted as the final definition. The EU arrived at the following final read‐
ing of AI (Art. 3(1) AI Act):

“AI system” is a machine-based system designed to operate with varying levels of
autonomy and that may exhibit adaptiveness after deployment and that, for explicit
or implicit objectives, infers, from the input it receives, how to generate outputs such
as predictions, content, recommendations, or decisions that can influence physical or
virtual environments.

Notably this rather broad definition seeks to cope with the AI field’s
rapid pace of technical innovation. The definition actually includes simpler
ADMs that have “explicit objectives” (but which nowadays hardly carry the
denotation of AI in the debate) as much as the latest ML-run applications
that are highly data intensive and yield unexpected (even if deterministic)
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results through statistical reasoning in unsupervised learning. This broad
scope is, on the one hand, problematic, as unclarity may lead to legal loop‐
holes. On the other, the definition can also be interpreted as welcomingly
broad in encompassing algorithmic systems at large.

6.1.2 Beyond technical AI: understanding AI as a socio-technical
phenomenon

Despite this definition’s breadth, it fails to grasp AI as a social phenomenon
instead of a purely technical one. It is not that AI “decisions (...) can influ‐
ence physical or virtual environments” only, but particularly social ones as
well. There are two scandals connected to public agencies which effectively
illustrate this point.

There are already very rudimentary algorithmic systems that can cause
great societal damage. For example, the rather simple “Robodebt” scheme
was installed in Australia to identify welfare fraud and overpayments in
tax declarations. The scheme was not run by ML, but rather with a simple
algorithm that cross-referenced payment data with annual income data
provided by the Australian Tax Office (Murray, Cheong and Paterson,
2023). Robodebt was ruled unlawful and scrapped in 2020 because of
the simple fact that it relied on imprecise income averaging and violated
basic principles of procedural fairness and contestability, marking welfare
recipients (i.e., structurally disadvantaged people) as potential cheaters.

Likewise, in the Netherlands, in the childcare benefits scandal
(“kinderopvangtoeslagenaffaire”) approximately 26,000 parents were
wrongly accused by algorithmic flagging of fraudulent financial benefit ap‐
plications and allowances had to be repaid to the Dutch financial ministry
in full (see also Ruschemeier, 2024b). Some of the repayments totalled
several tens of thousands of euros, which led to personal bankruptcies, the
withdrawal of custody rights, and, ultimately, several suicides. The Dutch
Data Protection authority investigated the tax and customs administration
and ruled (Autoriteit Persoonsgegevens, 2020) that “the whole system was
set up in a discriminatory way. [...] There was permanent and structural un‐
necessary negative attention for the nationality and dual citizenship of the
applicants” (own translation). The scandal ultimately led to the resignation
of the Rutte government and new elections in 2021.
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These two public agency scandals, based on rather simple algorithmic
recommender systems, show that complex statistical inference9 or chatbots
based on the latest LLMs (what is currently referred to as AI in the pub‐
lic debate) are not necessarily needed to provoke massive individual and
structural damage in societies. Powerful AI systems simply complicate the
situation even further, as larger datasets, accelerating computing power,
complex models, and server infrastructures owned and shielded by Big
Tech companies can further aggravate the opacity of AI systems and distort
political accountability if such errors as unrightful bias or privacy violations
occur.

In their daily interactions, users never actually see code, databases, or
backends of AI applications. As argued elsewhere (Bareis, 2024), AI is
hardly perceived and approached as a clearly articulated, delimited, and
external “thing”, “model”, or “tool” like the technical AI Act definition sug‐
gests. In essence, policymakers must consider that users are being presented
with an AI end product that remains completely closed and opaque in its
design process, operating mechanisms, and underlying normative choices.
Rather than approaching AI as a self-standing entity that can be generalised
(i.e., “AI is x”), recent sociological scholarship argues that AI is better
understood as woven and negotiated in the everyday realities of users and
society (Bodó, 2021; Suchman, 2023; Weber and Suchman 2016; Macken‐
zie, 2015), with its applications mediating human relationships, producing
intimacies and alienations, social orders, and knowledge authorities. Here,
the Australian Robodebt scheme and the Dutch childcare benefits scandal
are highly indicative. AI systems (or simple ADMs) are increasingly pene‐
trating into all spheres of society and are beginning to mediate and rule
over social matters. They can enable social interaction on social media
feeds with friends, but also execute physical violence (see the above-listed
examples), as well as epistemic violence (derogatively portraying certain
groups in society and damaging their reputations). The definition within
the AI Act misses this social component identified by recent scholarship.
Due to this technical reading, the AI Act also fails to clearly address and
regulate some fundamental social risks caused by AI (see analysis in III).
A less abstract and more empirical and hands-on approach understands

9 See, for example, the debate on the more complex US recidivism score system used in
the US judiciary that uses the probability of criminals reoffending in its recommenda‐
tions for or against parole, called the “Correctional Offender Management Profiling for
Alternative Sanctions system” (COMPAS) (Angwin et al, 2022).

Hannah Ruschemeier & Jascha Bareis

72

https://doi.org/10.5771/9783748943990-41 - am 02.12.2025, 23:22:09. https://www.inlibra.com/de/agb - Open Access - 

https://www.zotero.org/google-docs/?jlBBGl
https://www.zotero.org/google-docs/?I7dYUy
https://www.zotero.org/google-docs/?I7dYUy
https://doi.org/10.5771/9783748943990-41
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb
https://www.zotero.org/google-docs/?jlBBGl
https://www.zotero.org/google-docs/?I7dYUy
https://www.zotero.org/google-docs/?I7dYUy


AI not only as algorithmic performativity, but also includes the social phe‐
nomena it produces, and the meaning ascribed to them. Such a perspective
would clearly make the EU AI regulatory framework more accessible and
closer to every-day user experiences. Given that European standardisation
bodies are currently trying to implement the AI Act on the Member State
level (Gamito and Marsden, 2024), it remains to be determined how these
social and epistemic risk dimensions can be entangled in a process of
quantification the creation of risk scores (discussed in greater detail below).

6.2 Dualistic regulatory structure: the misfit of applying product safety law
on fundamental rights protection10

The AI Regulation aims to not only improve the functioning of the inter‐
nal market, but also to promote human-centred and trustworthy AI and
ensure a high level of protection against harmful effects on health, safety,
fundamental rights, democracy, the rule of law, and the environment – all
while simultaneously promoting innovation (Recital 1).

The different duties the AI Act seeks to fulfil resemble an ambitious
attempt to politically square the circle. It aims to satisfy various interests
which are at odds with each other: the trustworthy and fundamental rights
pillar to protect human-centred rights needs to accommodate the economic
interest to which the vast profit potential of user data points – just to finally
include all pillars in a harmonised but competitive free-market approach.
Here, it remains to be seen whether these objectives – in particular, the pro‐
tection of fundamental rights – can be achieved through a regulatory struc‐
ture based on product safety law and risk-based governance. A growing
number of scholars have rightly criticised this regulatory approach (Almada
and Petit, 2023; Guijarro, 2023; Smuha et al, 2021; Veale and Borgesius,
2021). Although the adoption of an existing regulatory structure offers the
advantage of established models and concepts, AI systems themselves are
fundamentally different from the products on which the concept of product
safety law and the tradition of risk-based governance are based. Such is
also the understanding of risk in the protection of fundamental rights and
product safety law.

10 The following critique (6.2-6.3) is an English version of the arguments made in
Ruschemeier (forthcoming).
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6.2.1 Physicality and actors: AI systems are no fixed products

The regulation is characterised by the idea of a certain physicality of AI sys‐
tems. Their purposes shall be determined ex ante and their changes accom‐
panied by delegated acts. However, the extent to which the particularities of
more and evolving complex systems can be captured is doubtful (Edwards,
2022b). This is because AI systems change as a result of new data creation
and processing (see the current rise of synthetical data), steady model
development (as with foundation models), or the growing platformisation
and infrastructural integration of other possible systems (centralisation).
The regulatory strand of product safety law, on the other hand, is based
on assumptions that do not correspond to how AI systems function, even
if software can be categorised as a product under the new legislation. AI
systems are not products that are manufactured once and then placed on
the market, and used only for fixed purposes in specific contexts. Instead,
they are increasingly being used dynamically in different contexts with
different effects on individuals and groups (Edwards, 2022b). The actors
involved are also fundamentally different: product manufacturers tend to
be experts in their production processes and are rightly the addressees of
safety requirements. Moreover, the development of AI systems also differs,
often involving different actors and institutions, with smaller developers in
particular relying on building blocks, datasets, and other resources than
larger companies in order to develop their own products, especially given
the recent turn to the platformisation of AI. The downstream use of AI
systems can therefore look very different from a system’s original develop‐
ment.

6.3 Different understanding of risks and harms depict paradigms that are
not compatible

In addition, product safety law is based on a specific understanding of risk
that cannot be transferred to the socio-technical hazards and risks posed
by AI systems. Therefore, it is unlikely for these risks to be adequately
capture by a regulatory system based on the categories of product safety
law. The understanding of risk in product safety law, as part of private law,
is based on the reference to potential damage, which is then compensated
through such claims as damages for injury to bodily integrity. Firstly, prod‐
uct safety law and the protection of fundamental rights are based on differ‐
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ent concepts of risk. Furthermore, normative safeguards of freedom, such
as human autonomy, cannot be measured exclusively in numerical terms
and translated into metrics or standards, but always depend on a case-by-
case assessment. The AI Act neither addresses the gaps between different
regulations, such as data protection and discrimination law, nor clarifies
important concepts, but could even exacerbate the problem (Adams-Prassl,
2022). In practice, the requirements of the AI Regulation itself are under‐
mined by the presumption of compatibility under Articles 40 et seq.

This categorical tension in the regulatory approach stems from the dom‐
inance of a “risk-based” regulatory assessment paradigm that began to
dominate the Anglo-Saxon world in the 1980s–1990s (Black, 2005; Hood,
Rothstein and Baldwin, 2001) and has ever since influenced the EU in
such areas as safety standardisation for the chemical and food industries,
or in environmental impact assessments (Orwat et al, 2024; Paul, 2021).
The paradigm of risk-based regulation resembles a shift away from a rather
prescriptive approach based on formal legal statutes and normative princi‐
ples. Instead, risk-based regulation promises empirically based and adaptive
“cost-benefit” practices, requiring numerical assessments and classifications
(Black, 2010). This paradigm not only implies that risks must be measur‐
able (hence, “quantifiable”), but also that they can be managed and, to some
degree, accepted: it is not about avoiding harms, but about their acceptable
and bearable societal handling, ranging from acceptable to unacceptable
harms, and deriving the appropriate levels of such regulatory measures as
tests, benchmarking, approvals, requirements, bans, or moratoria. The ideal
outcome is to find the right balance between over- and under-regulation.
However, as argued elsewhere, risk-based regulation needs “sufficiently un‐
ambiguous and concrete criteria or principles for what constitutes relevant
risks” (Orwat et al, 2024, p. 11). As such, finding the right risk scheme for AI
is a particular challenge.

The problem with the EUC’s reliance on this product safety risk-regula‐
tory rationale with AI (for a critical reconstruction, see Paul, 2023) is that
the nature and understanding of risk in the context of the protection of fun‐
damental rights is by no means uniform. The risk to fundamental rights is
not synonymous with potential harm from, for instance, chemicals in food
or radiation, but lies in the potential violation of the fundamental right,
which in turn does not necessarily presuppose harm. The understanding
of constitutional protection of fundamental rights follows a precautionary
principle, e.g., data protection is “protection beforehand” – that is, in ad‐
vance of the actual danger. There has been an increase in the number of
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proposals emerging which use risk regulatory metrics and thresholds to
represent elusive values, such as “fairness”, “justice”, or “privacy” in order
to make them manageable. However, given the strong contextualisation
of anti-discrimination law, for example, the ability to translate normative
values into numerical measures is limited from the outset (Ruschemeier,
2023b). See, for example, the AIEI report (Hallensleben and Hustedt, 2020)
“From principles to practice”, which exactly aims at establishing those
metrics. However, it has been (somewhat problematically) suggested that
rights and normative values can be quantified or even “cleared” with each
other. Here, rights become labelled like washing machines, suggesting a
legal clarity which is not the case. Factors of contextuality, residual risks,
or intangible subjective harms, such as reputational damage, become com‐
pletely neglected in this reductionist approach.

6.4 Watered down Fundamental Rights Impact Assessment

There are also concerns about the dual regulatory strategy’s ability to strike
a suitable balance between minimising risk and fostering innovation for
applications in the public interest. AI systems used in the medical field
(and subject to the MDR) will always be high-risk systems, while such
lifestyle applications as smartwatches or fitness trackers will be subject to
the requirements for high-risk systems, but may not even be subject to
the general requirements of Art. 50. Such applications can pose significant
risks, for example, with regard to the collection of health data. Health
tracking has the potential to aggravate the individualisation of risk under
the disguise of algorithmic and profit efficiency, thus undermining a system
of public service and solidarity with weaker social-economic strata. There
is a high likelihood that, under the logic of cost-efficiency, these strata will
have to pay higher fees for premiums as the neighbourhoods in which they
live provide aggregate health, education, or crime data. With the ongoing
privatisation of the health and insurance sector in many countries, it is
reasonable to assume that this will result in advantages for companies with
considerable economic resources to challenge high-risk classifications, as
expressly provided for in Art. 6 para. 3.

The AI Act establishes a Fundamental Rights Impact Assessment (FRIA)
in Art. 27, which was included after an intervention of various academics in
the legislative process (Mantelero, 2022; Liberties, ECF and ECNL, 2023).
It reflects the impacts on fundamental rights to a certain degree. However,
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the provision was watered down during the legislative process and now
only applies to deployers that are bodies governed by public law, or private
entities providing public services, and deployers of high-risk AI systems
referred to in points 5(b) and (c) (credit and insurance scoring) of Annex
III. This is unfortunate since all the other use cases listed in Annex III can
have heavy implications and inferences with fundamental rights. Moreover,
it does not seem particularly clear why the FRIA specifically addresses
public entities (which are bound by fundamental rights anyway) and not
private actors, who have no such binds (see also Mantelero, 2024). The
insufficiency of the FRIA is one of the most significant misses of the AI Act.

7. Governance and the imbalance between private and public interest

7.1 Democratically unsupervised private standardisation procedures

In practice, the risk classification of Art. 6 and the subsequent obligations of
the Regulation’s third section are significantly influenced by the standard‐
isation norms of Arts. 40 et seq. When harmonised standards are estab‐
lished, it is assumed that the corresponding AI systems comply with the
requirements of Chapter 2 of Part 3 of the Regulation (Arts. 8–15). These
requirements include, for example, obligations for risk management sys‐
tems (Art. 9), data governance (Art. 10), technical documentation (Art. 11),
and human oversight (Art. 14).

Standardisation procedures are well known and established in product
safety law. However, the Regulation also stipulates that high-risk AI systems
must meet certain mandatory requirements that align with the European
interests of health, safety, and the protection of fundamental rights, such as
risk and data management, transparency, and human oversight. It should
then be possible to implement these requirements in harmonised standards
developed by the European standardisation bodies. Regarding the relevance
of systems to fundamental rights, there is no experience at the level of
EU regulation of how these can be standardised. Standardisation focuses
on areas where the state of the art is particularly relevant, and therefore
the consideration of fundamental rights is not given prima facie. In this
context, the development of standards cannot be purely technical (i.e.,
based on computer science and engineering). It must have a social dimen‐
sion linked to considerations and findings from the humanities and social
sciences, including law.
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Moreover, this far-reaching power of definition, from which Member
States can only deviate in individual cases by means of a single authori‐
sation (according to Art. 47), does not correspond to democratic legitima‐
tion, but lies exclusively with private standardisation organisations. This
standardisation is not subject to parliamentary debate, but is limited to
the adoption of a consensus by the interest groups of each draft standard,
clearly pointing to a democratic deficit. In practice, these interest groups
are dominated by the leading international economic players most affected
by the standard in question, mirroring an imbalance with the absent public
interest actors. At least, the ECJ has now ruled that harmonised technical
standards must be freely accessible and thus available free of charge (Pub‐
lic.Resource.Org, Inc. and Right to Know CLG v European Commission,
2024). However, the obligation to assess the impact on fundamental rights
in Art. 27 does not change this state of affairs. This is because it does not lay
down any requirements for the standardisation process, but solely obliges
certain operators (Art. 3(4)) to conduct an impact assessment on how the
system affects “fundamental rights” in certain cases. Given the Regulation’s
objective, this obligation would have been desirable in principle for all
AI systems, but was considerably weakened in the legislative process. The
obligation now only applies to public bodies or private operators providing
public services and operators of systems under Annex III No. 5 lit. b)
(credit scoring with the exception of financial fraud detection).

The different understandings of harm and risk by product safety law
and fundamental rights protection are compounded by the enforcement
and governance structures of the AI Regulation. The Regulation’s lofty
goals of protecting fundamental rights are largely dependent on private
standardisation organisations (CEN and CENELEC) and procedures (see
here Gamito and Marsden, 2024).11 The product safety approach of techni‐
cal standards, coupled with the presumption of conformity of Arts. 40 ff.,
is intended to both provide flexibility and avoid overburdening the super‐
visory authorities. This is convincing for the area of product safety law,
where there is expertise and practical experience regarding standardisation
and the implementation of safety in technical standards. However, when

11 Although they are not mentioned by name in the text of the Regulation, the standard‐
isation organisations will have a crucial role to play. The Commission has already
issued the first standardisation mandate (C(2023)3215) in support of Union policy
on AI, which has been accepted by CEN and CENELEC (European Commission,
no date). According to Art. 1 of the Implementing Decision, the standards shall be
developed by 30 April, 2025.
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assessing the risk to fundamental rights, technical standardisation is highly
problematic.

The classification for high-risk systems shall be based on a preliminary
self-assessment, so the law is likely to exacerbate the problem of developers
deliberately misclassifying their innovations so as to circumvent having to
comply with the strict requirements. Suppliers who consider that their sys‐
tem is not high risk according to their own assessments (which falls under
the use cases of Annex III para. 3), must first document this assessment
before placing the system on the market (Ruschemeier, no date).

7.2 Missing participation of affected subjects

Moreover, the perspective of fundamental rights holders is not even consid‐
ered in the AI Act; however, the relevance of fundamental rights cannot
be examined in a supposedly technical vacuum, but only in relation to
the affected subjects. It is unclear to what extent private standardisation
organisations, which have neither the expertise nor the structures to assess
fundamental rights, should be able to do this. It is doubtful whether fun‐
damental rights implications can be adequately taken into account within
this framework, despite all of the possibilities related to stakeholder partici‐
pation. Collective dimensions, such as those that play a role in labour law,
are not mentioned in the AI Act (Adams-Prassl, 2022). Nor does it contain
a provision equivalent to Art. 88 of the GDPR, which would allow Mem‐
ber States to adopt more specific national provisions for the employment
context, which would further limit their willingness to experiment with
regulation.

7.3 The problem of algorithmic discrimination escaping the categories of
anti-discrimination

The joint opinion of the European Data Protection Board and the Euro‐
pean Data Protection Supervisor on the AI Act (European Data Protection
Board, 2021) rightly points out that risks to groups of individuals or to
society as a whole, such as group discrimination or the freedom of political
expression, are not adequately addressed in the AI Act. This also applies
to the specific risks of discrimination against individuals by data-intensive
technologies. The AI Act mentions discrimination and social risks in sever‐
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al places and calls for studies on prohibited discrimination in the context of
data governance (Art. 10 para. 2 lit. f ). Further references can only be found
in Art. 77 and Annex IV on supervision and technical documentation. The
AI Act does not decide when further discrimination is undesirable or risky,
which is highly relevant in terms of fundamental rights. The problem of
algorithmic discrimination escaping the categories of anti-discrimination
law remains unresolved (Wachter, 2023). In terms of supra-individual
effects, Annex III categorises the areas of administration of justice and
democratic processes as high-risk areas, not regarding expression, but in
terms of systems intended to influence the outcome of an election or the
voting behaviour of natural persons. While this is certainly welcome, it only
addresses part of the problem.

7.4 The loophole of addressing recommendation systems on platforms as
high-risk systems

The risk of influencing elections through political advertising should also
be regulated. However, the proposed Regulation provides for the possibility
of political targeting based on the consent of the data subject (Art. 18(1)(b)).
However, this consent-instrument cannot consistently protect fundamental
rights in the digital context as the large flood of information is simply
not comprehensible or deliberately difficult to access in platform option
settings (e.g., when seeking to obtain consent from hundreds of different
data processors; Ruschemeier, 2022). The parliamentary proposal on the
risk category of recommendation systems of very large online platforms and
search engines under the DSA was deleted in the final version. As such, a
large part of the AI systems that most people interact with on a daily basis
are not covered by the AI Act as high-risk systems. Considering how much
time citizens spend on social media – with global interactions averaging
2.31 hours per day (and up to 5.01 on smartphones) in 2023 – the impact of
the consumed and widely disseminated content is not to be underestimated
(Kemp, 2023). These numbers are all the more worrying for democratic
processes in societies given that prior research has clearly pointed to a
growing polarisation, political fragmentation, and self-reinforcing of politi‐
cal (often populist or extremist) opinion through echo chambers on social
media platforms (Barberá, 2020; Fisher, 2022). Problematically, this has
also affected how the DSA tackles misinformation (Arts. 14, 14 III, 19), as:
“when polarization is high, misinformation quickly proliferates” (Cinelli et
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al, 2021, p. 5). Considering the rate at which synthetically generated data is
currently flooding the internet and social media, problematic and extremist
content is likely to increase in scale and quality.

The AI Act does not address the dissemination and information power
asymmetry of large platform companies, which contributes significantly to
AI risks (Mühlhoff and Ruschemeier, 2024b). The deletion of the high-risk
categorisation also prevents the important interaction between the DSA
and the AI Act in the overall European regulatory framework, where it
would have been informative to examine how the obligations under the
DSA and the AI Act relate to very large providers.

7.5 Lobbying and the risk of tech-solutionism12

Some of the AI systems classified as high-risk under the AI Act are highly
problematic. Indeed, certain systems which are not scientifically researched
or validated, and have no clear or beneficial use for individuals or the
public, can ultimately be mainstreamed or normalised. First, it is unclear
why systems that are intended to be used to influence the outcome of an
election (Annex III 8(b)) are even legal in the first place. Elections should
be free and uninfluenced in order to be democratically legitimate, and AI
systems which influence their results have no legitimate purpose in demo‐
cratic states and should be banned. Systematically, it is not understandable
why the use of AI by judicial authorities is not subject to national legal
reservation, such as law enforcement, since both areas of use are highly
influenced by national legislation. The (highly) scientifically questionable
use of polygraphs in 1(c), 6(b), and 7(a) are legitimised as high-risk systems
without any indication for their effectiveness (lie detectors have absolutely
no scientific grounding, and can thus be termed pseudo-science). Many
of the more restrictive takes on high-risk systems and general-purpose AI
have been lowered throughout the legislative process. Consequently, the
overall protection of fundamental rights throughout the AI Act has suffered
substantially.

Reports by the Corporate Europe Observatory (Schyns, 2023) and
Transparency International (Kergueno et al, 2021) have proven how Big
Tech, corporate think tanks, and trade and business associations have been
disproportionately active in blocking and watering down AI regulation in

12 Parts of this section are taken from Bareis (2023b, 2024).
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Brussels. As discussed elsewhere on the final trilogue between the Commis‐
sion, Parliament, and Council in late 2023, Big Tech efforts on the AI Act
have been substantial (Bareis, 2023b). In 2023 alone, industry lobbyists had
by far the most meetings with the EU commission on the AI Act, with
86% (73 out of 98) of all behind-closed-door meetings, and were most ac‐
tive in agenda and standard setting (Corporate Europe Observatory, 2023;
Kergueno et al, 2021). For the AI Act, “tech companies have reduced safe‐
ty obligations, sidelined human rights and anti-discrimination concerns”
(Schyns, 2023, p. 3). Leaked documents strikingly show how companies
have tried to pressure policy makers with their deregulatory agendas by
staging such narratives as “Big tech is ‘irreplaceable’ when it comes to
problem solving”, “we’re just defending SMEs and consumers”, or “Europe
wins the tech race against China, or it falls back into the Stone Age” (Bank
et al, 2021, p. 27). This tech-solutionist take on AI is converting AI into an
inevitability, catering to a narrative that suggests “only advancement in AI
technology can assure that the current level of living can be maintained
and future prosperity secured” (Bareis and Katzenbach, 2022, p. 868). With
such an AI hype and the argumentative force of the TINA (there-is-not-al‐
ternative) mindset, politics becomes pressured towards an unreflective and
unchecked uptake of AI across society. Instead, politics should act like a
critical watchdog given the public’s mandate, and clearly and effectively
address the chances and risks of this multifaceted technology for the benefit
of all.

In the final round of discussions on the AI Act, lobbying efforts have
been directed against the designation of general-purpose AI as a “high risk”
category, with industry representatives fearing that it would overburden
and stifle innovation with strict conformity assessments. Such European
startups as Mistral and Aleph Alpha joined forces with US Big Tech com‐
panies and derailed, with direct ties to political executives in France or
Germany, the policy-making process in the last metres. Industry managed
to water down the binding fundamental right assessment proposed by the
European Parliament on general-purpose AI into mere transparency rules
(Corporate Europe Observatory, 2023; Hartmann, 2023).

8. Conclusion and outlook

Despite all the criticism, the adoption of the AI Act is a milestone in digital
regulation at the European level. It is important that the EU legislator

Hannah Ruschemeier & Jascha Bareis

82

https://doi.org/10.5771/9783748943990-41 - am 02.12.2025, 23:22:09. https://www.inlibra.com/de/agb - Open Access - 

https://www.zotero.org/google-docs/?GxXtB4
https://www.zotero.org/google-docs/?W2fs1Y
https://www.zotero.org/google-docs/?W2fs1Y
https://www.zotero.org/google-docs/?TjGqn1
https://www.zotero.org/google-docs/?luitO5
https://www.zotero.org/google-docs/?luitO5
https://www.zotero.org/google-docs/?O973Fc
https://www.zotero.org/google-docs/?xeRaAG
https://doi.org/10.5771/9783748943990-41
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb
https://www.zotero.org/google-docs/?GxXtB4
https://www.zotero.org/google-docs/?W2fs1Y
https://www.zotero.org/google-docs/?W2fs1Y
https://www.zotero.org/google-docs/?TjGqn1
https://www.zotero.org/google-docs/?luitO5
https://www.zotero.org/google-docs/?luitO5
https://www.zotero.org/google-docs/?O973Fc
https://www.zotero.org/google-docs/?xeRaAG


has recognised and regulated many problematic practices, such as the ban
on indiscriminate scraping to create facial recognition databases, emotion
recognition systems, and the risks of insurance and credit scoring.

However, we argue that the AI Act also has major caveats to effectively
regulate AI in the service of the public interest of European citizens. The
Regulation’s enforcement is currently underway in the 27 EU Member
States and transfers a great deal of power to private standard-setting or‐
ganisations. As we have argued, this is problematic from the perspective
of democratic legitimacy, as private organisations are given too much dis‐
cretion in deciding upon sensitive rights and trade-offs of privileges and
burdens in our society with respect to AI. Adding to the perspective of
democratic inclusion, a stronger participation of affected subjects, a deeper
understanding of anti-discrimination, and a more hands-on definition of
AI, doing justice to the social phenomena it produces, would significantly
contribute to the overall acceptance of the Regulation and help close its
current loopholes.

While some of these points could be potentially revised in the aftermath
of the AI Act’s implementation, there are some decisions on the overall
structure and design of the Regulation that seem unsuited to its overall
purpose. The AI Act applies product safety law for the sake of fundamental
rights protection. However, such a legal framework is ill-equipped to cover
the socio-technical hazards and risks posed by AI systems. These systems
are fundamentally different from the products on which the concept of
product safety law and the tradition of risk governance are based. Risk
regulation originates from safety standard setting of clearly measurable
physical harms, such as those from chemicals or radiation. However, nor‐
mative safeguards, rights, and political threats to democracy cannot be
measured exclusively in numerical terms and translated into metrics or
standards. The next few years will show to what extent the ambitious ap‐
proach of combining product safety law with the protection of fundamental
rights can be effectively implemented in practice.

It thus remains, seemingly by design, why recommendation systems on
platforms are not marked as high-risk systems, given the very individual
and structural damage they can inflict on reputations, cause democratic
polarisation, and further exacerbate the power of Big Tech companies.
These companies are currently some of the world’s most profitable and
have, time and again, proven that they aim for big profit, and not for the
public good.
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All of this shows that the (European) discussion about AI regulation
cannot end with the AI Act. The aim of our contribution is to further
stimulate the discussion about the social risks and sensible applications
in order to revise and improve the AI legal policy frameworks currently
implemented around the world. Law, acting as a powerful instrument to
distribute the benefits and burdens of this technology for the greater social
good, must not lag behind Big Tech’s consistently questionable endeavours.
It must be socially leading.
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