Big Data und Governance im digitalen Zeitalter

Lena Ulbricht

1. Einleitung

Weshalb ist Big Data fiir politikwissenschaftliche Forschung relevant und welche Forschungs-
liicken tun sich auf? Der vorliegende Beitrag widmet sich dieser Frage, indem er sich
Big Data in ihrer Eigenschaft als Element von Governance nihert.

Die Relevanz von Big Data fiir politikwissenschaftliche Forschung ergibt
sich aus einem offentlichen und wissenschaftlichen Diskurs, der Big Data als
Governance-Element versteht und davon ausgeht, dass sich zahlreiche Neue-
rungen fiir Governance ergeben — positiv gewendet etwa ein Mehr an Effizienz,
Effektivitit, Transparenz oder Responsivitit; negativ betrachtet eine Zunahme an
Machtasymmetrien, Opazitit und Autonomieverlust. Dieser Beitrag argumentiert,
dass die politikwissenschaftliche Forschung von einer intensiven Auseinander-
setzung mit Big Data profitieren witrde und zudem einen wichtigen Beitrag
zur Debatte tiber Governance im digitalen Zeitalter leisten kann. Die zentrale
These ist, dass durch Big Data neue epistemische Zugriffe auf Bevolkerungen
entstehen, die ihrerseits Erwartungen an die Verstehbarkeit und Steuerbarkeit
von Bevolkerungen wecken, aber auch Begrenzungen erzeugen.

Dieser Artikel versteht unter Big Data jene Verfahren der computergestiitzten
Datenanalyse, die sich durch eine besondere epistemische Komplexitit auszeich-
nen. Viele Praktiken, die als Algorithmen und Kiinstliche Intelligenz bezeichnet
werden, kann man dazu zdhlen.! Big Data wird in zahlreichen Bereichen ange-
wendet, von der industriellen Produktion tiber die Klimaforschung bis hin zum
Marketing. Im Fokus der hier vorgeschlagenen politikwissenschaftlichen Beschif-
tigung mit Big Data steht nur ein Ausschnitt von Big Data: die Datenanalyse mit

1 Die drei Konzepte sind weder klar definiert noch trennscharf: Big Data tragt die Konnotation
besonders umfangreicher und/oder neuartiger Datenquellen oder -sammIungen, das Konzept der
Algorithmen bezeichnet komplexe und hochautomatisierte Analyseverfahren und das Konzept
der Kiinstlichen Intelligenz legt den Schwerpunkt auf die Anpassungsfahigkeit technischer Syste-
me an unbekannte oder variable Umwelten. Im Jahr 2019 von Big Data, Algorithmen und Kiinst-
licher Intelligenz zu sprechen, umfasst hiaufig die Anwendung von maschinellem Lernen, aber
nichtimmer.
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dem Ziel, Wissen iiber Bevolkerungen zu generieren. Dabei stehen nicht immer
Bevolkerungen als Ganze, sondern auch Subgruppen sowie Individuen im Fokus.
Big Data als Element von Governance zu verstehen, bedeutet dariiber hinaus, sich
fiir kollektive Entscheidungen in modernen Gesellschaften zu interessieren, die
zunehmend nicht-hierarchisch, netzwerkf6rmig oder kooperativ und unter Betei-
ligung diverser staatlicher und nicht-staatlicher Akteure getroffen werden (Benz et
al. 2007).

Dieser Artikel hat zum Ziel, den Forschungsstand iiber Big Data als Governan-
ceressource zu systematisieren und auf dieser Grundlage eine politikwissenschaft-
liche Forschungsagenda zu skizzieren. In einem ersten Schritt wird der Stand der
sozialwissenschaftlichen Forschung tiber Big Data als Element von Governance
dargestellt. Dabei werden Untersuchungsgegenstand und Forschungsfeld in neu-
artiger Form systematisiert, nimlich mit Blick auf das Untersuchungsobjekt (gan-
ze Bevolkerungen oder Individuen) und das Big-Data-generierte Wissen, das in
Informations- und Entscheidungssysteme einfliefRt (praskriptiv oder deskriptiv).
Daraus ergeben sich vier Arten der Forschung iiber Big Data: jene iiber Big Data
als Verwaltungsinstrument (Individuum/priskriptiv), jene iiber Big Data als In-
strument der Sozialforschung (Bevolkerung/deskriptiv), jene tiber Big Data als In-
strument der Selbsterkennung (Individuum/deskriptiv) und schlieflich jene tiber
Big Data als Instrument gesellschaftlicher Koordination (Bevélkerung/praskriptiv).
Diese werden in groben Ziigen dargestellt, mit Ausnahme von Big Data als Instru-
ment der Selbsterkennung, das bislang keine herausragende politikwissenschaftli-
che Relevanz besitzt. Das darauffolgende Kapitel skizziert politikwissenschaftliche
Forschungsdesiderata im Bereich der Produktions- und Interpretationsprozesse
um Big Data, der institutionellen und normativen Bedingungen und schlieRlich
der Modi Big Data-basierter Governance. Das Fazit fasst die Kernelemente des
Beitrags zusammen und weist auf die besonderen Vorteile der Verbindung von
politikwissenschaftlicher Forschung und Digitalisierungsforschung hin.

2. Stand der Forschung

Die Forschung itber Computertechnologien im Kontext von sozialen Ordnungsbil-
dungsprozessen ist heterogen, interdisziplinir und durch Begriffsvielfalt geprigt.
Zahlreiche Wissenschaftsdisziplinen und Forschungsfelder befassen sich mit As-
pekten von Big Data und definieren ihre Untersuchungsobjekte unterschiedlich.
Dieser Artikel wihlt als Untersuchungsgegenstand all jene sozialen Praktiken, die
auf epistemischen Verfahren beruhen, die mit digitalen »Spurendaten« arbeiten,
also Daten, die nicht allein fiir Steuerungszwecke produziert werden, sondern als
Nebenprodukt digitaler Prozesse entstehen, etwa tiber Sensoren und Webtracker.
Dariiber hinaus werden Praktiken in den Fokus genommen, die sich komplexer
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computergestiitzter Analyseverfahren bedienen, etwa maschinellem Lernen — un-
abhingig von der Art der verarbeiteten Daten. Eine solche Definition vereint die
Komponenten, die in der 6ffentlichen und sozialwissenschaftlichen Debatte tiber
Big Data, Kiinstliche Intelligenz und Algorithmen mafgeblich sind: Die Nutzung
von Daten, die aufgrund ihrer Art, ihres Umfangs oder ihrer Verkniipfbarkeit neue
Einsichten liefern sowie der Einsatz von Analyseverfahren, die bisherige kognitive
Grenzen iberschreiten — etwa indem hohe Komplexitit bewiltigt wird oder in-
dem die Analyse nur noch in eingeschrinktem Mafd nachvollziehbar und verstind-
lich ist. In Abgrenzung zu anderen Systematisierungen von »algorithmic regulati-
on/governance« (Yeung 2018; Just/Latzer 2016) und in Anlehnung an das Konzept
der »Regierungs-Detektoren« von Hood und Margetts (Hood/Margetts 2007) wird
Big Data in diesem Artikel als Set epistemischer Praktiken verstanden, mit de-
nen Gesellschaften Wissen iiber sich generieren, die sie bzw. ihre Regierungen fiir
steuerungsrelevant halten.

Dabei wird in der hier entwickelten idealtypischen Systematisierung beriick-
sichtigt, dass das durch Big Data generierte Wissen in unterschiedlichem MaR ei-
ne Handlungsempfehlung beinhalten kann. In Anlehnung an eine Unterscheidung
aus der Informatik und Wirtschaftswissenschaft wird hier unterschieden zwischen
priskriptivem und deskriptivem Wissen. Priskriptives Wissen soll bestimmte Hand-
lungen veranlassen (z.B. Kredit gewdhren/verwehren, Risiko-Ampel fiir Strafti-
ter). Bei deskriptivem Wissen hingen Interpretation und Verwendung des Wissens
iiberwiegend vom Kontext ab und stellen einen Input unter vielen dar, wie etwa bei
Policy-Berichten.?

Dariiber hinaus wird Big Data als Governance-Instrument an dieser Stelle in
Verfahren eingeteilt, die Wissen iiber ganze Bevolkerungen bzw. grofle Gruppen
liefern, und jene, die Wissen iiber Individuen generieren (Scott 2008 [1998];
Porter 1986). Aus dieser Systematisierung ergeben sich vier Formen, Big Data
als Governance-Instrument zu sehen (Tabelle 1): Die Verfahren, in denen Wissen
iiber Bevolkerungen ohne eindeutige Priskription generiert wird, werden als
»Big Data als Instrument der Sozialforschung« bezeichnet. Priskriptives Wissen
iiber grofiere Bevolkerungen wird unter »Big Data als Koordinationsinstrument«
zusammengefasst. »Big Data als Verwaltungsinstrument« umfasst die Produktion
von préskriptivem Wissen, das Individuen betrifft. »Big Data als Instrument der
Selbsterkennung« bezeichnet deskriptives Wissen, das Individuen betrifft. Da
die zuletzt benannten Verfahren in erster Linie im Bereich der Selbstvermessung

2 In der Informatik und Wirtschaftswissenschaft wird allerdings nicht von Wissen, sondern viel-
mehr von prescriptive analytics und descriptive analytics gesprochen (Soltanpoor/Sellis 2016). Dar-
Uber hinaus gibt es das Konzept der predictive analytics, die einen Fokus auf Prognosen und Zu-
kunftsszenarien legen, in diesem Beitrag allerdings als eine Form des deskriptiven Wissens ver-
standen werden.
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(»Quantified Self«) auftauchen und noch selten Gegenstand politischer Steuerung
und Auseinandersetzung sind, werden sie hier nicht weiter betrachtet; die anderen
Typen werden in den folgenden Abschnitten niher vorgestellt.

Tabelle 1: Systematisierung der Forschung iiber Big Data als Governance-Instrument

Artdes Wissens

Praskriptiv Deskriptiv
Governance- | Individuen Big Data als Verwaltungs- Big Data als Instru-
Objekt instrument ment der Selbster-
kennung
Bevolkerung | Big Data als Koordinati- | Big Data als Instru-
onsinstrument ment der Sozialfor-
schung

Quelle: Eigene Darstellung

2.1 Big Data als Verwaltungsinstrument

Dass Computertechnologien dafir genutzt werden kénnen, um Wissen tiber In-
dividuen zu generieren und Absichten und Versuche der Verhaltenssteuerung zu
begriinden, ist ein Leitmotiv des gesellschaftlichen Diskurses iiber Computer und
spielt deshalb bereits seit vielen Jahren eine wichtige Rolle in der Digitalisierungs-
forschung (Pohle 2018; Rofnagel 2013; Rost 2013; Lessig 1999).

Die entsprechenden Arbeiten befassen sich etwa mit der automatisierten Ein-
teilung und Bewertung von Individuen auf der Grundlage von digitalen Spurenda-
ten, Scoringverfahren und »Profiling« (Mau 2018; Eubanks 2018; Haunss/Ulbricht
im Erscheinen Ulbricht im Erscheinen a; Thapa und Parycek 2018; Mergel 2018;
Lenk 2018; Lyon 2014). Empirische Analysen beschiftigen sich mit der Beeinflus-
sung von Nutzer*innen auf Plattformen (Just/Latzer 2016; Bucher 2012), der Bewer-
tung von Konsument*innen durch Kreditscores (Fourcade/Healy 2016, 2017; Poon
2007; Avery et al. 2012; Brevoort et al. 2015), der Bewertung von Schiiler*innen
(Zeide 2017), von Wissenschaftler*innen (Introna 2016), der Bewertung von An-
geklagten durch Richter*innen (Christin 2017), der Bewertung von Biirger*innen
durch Polizist*innen (Ratcliffe et al. 2019; Dencik et al. 2017; Amoore 2013; Lin-
der 2019; Egbert 2019; Aradau/Blanke 2016; Ulbricht 2018; Lyon 2006) oder durch
Nachrichtendienste (Amoore 2013; Cheney-Lippold 2016) sowie der Bewertung von
Bediirftigen in der Sozialverwaltung und der humanitiren Hilfe (Mckinlay 2017;
Taylor et al. 2014). Weitere Forschungsstringe widmen sich der Beurteilung und
Beeinflussung von Erwerbstitigen durch Big Data und Algorithmen (Aneesh 2009;
Rosenblat 2018) sowie der Beobachtung von Stadtbewohner*innen (Taylor 2018).
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Charakeeristisch fiir diese Studien ist eine kritische Auseinandersetzung mit den
Folgen entsprechender Verfahren fiir die Rechte und Freiheiten vulnerabler gesell-
schaftlicher Gruppen.® Big Data akzentuiert in dieser Lesart die Informations- und
Machtasymmetrie zwischen Biirger*innen und den Unternehmen und Behdorden,
die Giiter und (Disziplinar-)Mafinahmen zuweisen. Zahlreiche Studien liefern ei-
nen Uberblick der oben benannten Praktiken (Christl 2017; OECD 2015; Manyika
et al. 2011; Dencik et al. 2018; Algorithm Watch/Bertelsmann Stiftung 2019). Ent-
sprechende Arbeiten gehen aus dem interdisziplindren Feld der »Critical Data Stu-
dies« (Kitchin 2016; boyd/Crawford 2012) hervor, unter Beteiligung der Kommu-
nikationswissenschaften, der Soziologie, der Rechtswissenschaft, der Politikwis-
senschaft, der Philosophie und der Informatik. Bemerkenswert ist dabei, dass auf
diesem Weg etablierte Praktiken hinterfragt werden (etwa Primissen der Zuwei-
sung von Sozialleistungen/Werbung/Uberwachung) und, dass die Formalisierung
organisationaler Normen und Ziele in Software diese politisierbar macht.

Eine zweite Diagnose der Forschung tiber Big Data als Verwaltungsinstrument
ist, dass entsprechende Verfahren institutionelle Rekonfigurationen verschleiern
oder legitimieren, etwa die Rationalisierung der staatlichen Verwaltung (Eubanks
2018; Dencik et al. 2017) und die Okonomisierung sozialer Bewertungsregime
(Fourcade und Healy 2016; Mau 2018). Damit gehen epistemische Verschiebungen
einher: von individualistischen hin zu probabilistischen Paradigmen, aber auch
von probabilistischen hin zu imaginativen (»possibilistischen«) Perspektiven, etwa
in der Anti-Terror-Politik (Massumi 2007; Anderson 2010).

2.2 Big Data als Instrument der Sozialforschung

Die Forschung iiber Big Data als Instrument der Sozialforschung befasst sich mit
den neuen Zugriffen auf Bevolkerungen und Subpopulationen, die auf Grundlage
neuer Datenquellen und Analyseverfahren entstehen. Sozialforschung geht meist
mit Steuerungsfiktionen und -anspriichen einher und ist in jedem Fall performativ
(Miller 2001; Scott 2008 [1998]; Hacking 1991); allerdings ist die Kopplung zwischen
Big-Data-basiertem Wissen und Verhaltenssteuerung eher lose. Der grofite Anteil
dieser Forschung entwickelt und evaluiert entsprechende Verfahren, subsumiert
unter dem Begriff der Computational Social Sciences.*

Die Fragestellungen betreffen zahlreiche Themen sozialwissenschaftlicher For-
schung, wie etwa Gesundheit (Eichstaedt et al. 2015), Netzwerke (Chen 2014; Stier
et al. 2018b), Kommunikation (King et al. 2013), Konsum (Carriére-Swallow/Labbé

3 Vgl. den Beitrag von Anja Mihr und Sabrina Gérisch (2019) in diesem Band.
4 Seltener auch Digital Methods, Computational Methods, Social Physics, Policy Analytics, Policy
Informatics.
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2010) und politische Einstellungen (Ceron et al. 2014; Stier et al. 2018a; Papakyria-
kopoulos et al. 2018; Kosinski et al. 2013). Ziel der entsprechenden Studien ist es,
traditionelle Datenquellen wie etwa Verwaltungsdaten und Panelbefragungen mit
digitalen Spurendaten zu erginzen und dadurch neue Erkenntnisse zu generieren
(Salganik 2018). Manche Linder bemithen sich darum, Big Data in die nationa-
le Statistik zu integrieren (Grommé 2018) und systematisch in Policy-Design und
-Evaluation einflieRen zu lassen (Johns 2017; Ulbricht im Erscheinen b). Regierun-
gen in Grofbritannien und Australien haben etwa Strategien des »Open Policy-
Making, »Agile Policy-Making« und »Public Service Big Data« entworfen (Austra-
lian Government 2013; Government Digital Service 2017).

Nur wenige Studien befassen sich mit den Entstehungsbedingungen der epis-
temischen Verfahren von Big Data als Sozialwissenschaft und ihrer Anwendung
fiir Governance, so dass iiber ithre Wirkungsweise und -macht wenig bekannt ist.
Eine Ausnahme sind die Studien iitber die Rolle von Big Data fiir die Modellierung
politischer Einstellungen und die Gestaltung politischer Kampagnen von Partei-
en (Kreiss 2016; Kruschinski/Haller 2017; Pentzold/Félsche 2018; Tactical Tech 2019)
und Interessengruppen (Karpf 2016). Sie legen offen, dass digitale Methoden und
Befunde in vielen Lindern zum Repertoire politischer Akteure gehéren und die-
se aus digitalen Daten weitreichende Reprisentationsanspriiche ableiten (Ulbricht
im Erscheinen b; Kennedy/Moss 2015; Hofmann 2017; Voss et al. 2018). Ein wei-
terer Befund ist jedoch, dass es grofie internationale Unterschiede gibt (Bennett
2017) und der Zugang zu Computational Social Sciences ressourcenintensiv und
somit ungleich verteilt ist (Kreiss 2016). Noch ist unklar, wie sie sich zu anderen
Verfahren der Bevolkerungsmodellierung verhalten und wie valide sie sind (Jung-
herr 2017). Wie sich Big Data also auf den politischen Wettbewerb, Reprisentation,
Partizipation und Grundrechte auswirken, bleibt zu erforschen.

2.3 Big Data als Instrument gesellschaftlicher Koordination

Es gibt dariiber hinaus Studien, die Big Data als eigene Form der gesellschaftli-
chen Koordination verstehen. Die Besonderheit jener Koordination besteht darin,
eine Vielfalt an gesellschaftlichen Inputs fiir ganze Bevolkerungen in das jeweili-
ge Koordinationssystem automatisiert zu verarbeiten und mit Blick auf bestimm-
te Ziele Entscheidungen zu treffen oder vorzubereiten. Ein zentrales Versprechen
sind dabei Effizienz- und Effektivititsgewinne (Yeung 2018; Konig 2018; Just/Lat-
zer 2016). Herausforderungen gesellschaftlicher Koordination wie Diversitit und
Komplexitit sollen besser gelost werden (Morozov 2014; O'Reilly 2013; Kdnig 2018)
als durch andere Koordinationsformen, etwa hierarchische Entscheidungen, wie
sie fiir Verwaltungen typisch sind, oder die im politisch-institutionellen Kontext
weit verbreitete Verhandlung (Schimank 2007; Benz et al. 2007).
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Eine alternative Deutung von Big Data als Koordinationsinstrument betont die
Kopplung bestimmter Verfahren der Wissensproduktion und der Verhaltenssteue-
rung. So sehen Karen Yeung sowie Shoshana Zuboft die Kombination von Big Data
und personalisiertem »Nudging« als typische Steuerungsform des digitalen Zeit-
alters (Yeung 2017; Zuboff 2019). Sie schliefRen dabei an die Forschung an, die Ver-
haltensmuster fir Steuerungszwecke entwickelt und erforscht. Relevante Studi-
en entstammen den Verhaltenswissenschaften (Psychologie, Okonomie, Neurowis-
senschaft), und haben Konzepte wie »Nudging«, »Psychometrie« und »Verhaltens-
informierte Steuerung« eingefiithrt. Diese werden durch sozialwissenschaftliche
Studien erginzt (Acquisti 2014; Binns et al. 2018). Im staatlichen Herrschaftsbe-
reich ist die Verschrinkung von Big-Data-basierter Wissensproduktion und ver-
haltensbasierter Steuerung allerdings noch die Ausnahme und eine Ubertragung
von Governance-Instrumenten aus dem Marketing auf staatliche Governance wird
durch rechtliche und normative Grenzen eingehegt (Grafenstein et al. 2018).

Bei allen benannten Diagnosen von Big Data als Instrument gesellschaftlicher
Koordination handelt es sich um konzeptionell begriindete Erwartungen, die bis-
lang nicht ausreichend an die empirische Forschung anschlief3en.

3. Eine politikwissenschaftliche Forschungsagenda
fiir techniksensible Governance-Forschung

Vor dem Hintergrund der dynamischen Entwicklung technischer Governance-
Instrumente und der Forschung iiber ihre gesellschaftlichen Implikationen
ergeben sich Desiderata fiir politikwissenschaftliche Forschung. Die oben be-
schriebenen Diskurse werden durch zahlreiche Disziplinen geprigt. Politik-
wissenschaftliche Perspektiven sind in diesem Feld noch die Ausnahme. Dabei
wiirden die akademische und die 6ffentliche Debatte tiber die gesellschaftlichen
Implikationen moderner Technologien wie Big Data und Kiinstliche Intelligenz
sehr davon profitieren, wenn politische Aspekte stirker fokussiert witrden.

Drei Desiderata treten besonders hervor: die empirische Erforschung der
Produktions- und Interpretationspraktiken von Big-Data-basierter Governance,
institutionelle und normative Bedingungen sowie Theoriebildung iiber die Modi
Big-Data-basierter Governance.

3.1 Produktions- und Interpretationspraktiken
Big-Data-basierter Governance

Ein Grof3teil der oben benannten Studien iiber Big-Data-basierte Governance legt
den analytischen Fokus auf die unmittelbar erfahrbaren Elemente von Big-Data-
basierten Informations- und Bewertungssystemen, etwa die grundlegenden Funk-
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tionsweisen und Visualisierungen. Doch wichtige Details der entsprechenden Sys-
teme, die schwer zuginglich sind, etwa Dateninput, Analyseverfahren, heuristische
Modelle etc. werden selten untersucht. Gegenwirtig werden zunehmend probabi-
listische Verfahren der Identifizierung und Verhaltensbeeinflussung entwickelt, et-
wa Biomarker, Gesichts-, Stimm-, Emotions- und Bewegungserkennung, und ihre
Anwendungsfelder weiten sich aus (McDuff et al. 2013; Ulbricht im Erscheinen a;
Algorithm Watch/Bertelsmann Stiftung 2019). IThre gesellschaftliche Wirkung und
Legitimitdt kann jedoch nur auf Grundlage eines tiefen Verstindnisses der Funk-
tionsweisen und technischen Begrenzungen stattfinden. Hier sollte politikwissen-
schaftliche Forschung im engen Dialog mit der Wissenschafts- und Technikfor-
schung stehen (Latour 1990).

Auch iber die Interpretations- und Entscheidungsverfahren, die auf den
Big-Data-basierten epistemischen Verfahren aufbauen, sind deutlich weniger
bekannt. Hier sollte die politikwissenschaftliche Forschung an das wachsende Feld
der Quantifizierungs- und Bewertungssoziologie anschlief}en (Espeland/Stevens
2008). Denn wie maschinengenerierte Befunde interpretiert und angewendet
werden, ist zentral fiir die Bewertung ihrer gesellschaftlichen Wirkungen. In
welchem Ausmaf sich menschliche Entscheider*innen auf maschinell generiertes
Wissen stiitzen und unter welchen Bedingungen sie sich iiber Computerempfeh-
lungen hinwegsetzen, ist beispielsweise eine zentrale Frage der Forschung iiber
Mensch-Computer-Interaktion (HCI) und bislang kaum fiir den staatlichen Kon-
text erforscht. Die These der »Over-Reliances, also die Annahme, dass menschliche
Entscheider*innen sich iiber die MafSen auf maschinelle Verfahren verlassen,
entstammt dem technisch dominierten Forschungsfeld der HCI, das Organisati-
onskontexte kaum beriicksichtigt. Vereinzelte empirische Studien deuten darauf
hin, dass rechtliche Hiirden und organisationsspezifische Strukturen, Normen
und Kulturen die intendierte oder propagierte Nutzungsweise oder Funktion von
Big-Data-basierten Informations- und Entscheidungssystemen konterkarieren
konnen (Ratcliffe et al. 2019; Christin 2017; Maiers 2017). Mit Blick auf Big Da-
ta als Instrument der Sozialforschung ist dariiber hinaus zu untersuchen, wie
entsprechendes Wissen in verschiedenen Anwendungskontexten bewertet wird —
insbesondere im Vergleich zu anderen Arten von Wissen. Wie werden epistemi-
sche und politische Reprisentation miteinander in Verbindung gebracht und wo
finden Reprisentationsanspriiche Grenzen?

Auf der methodischen Ebene ist es wichtig, dass sich die Computational Soci-
al Sciences unter Beteiligung der Politikwissenschaft entwickeln, um ein Uberge-
wicht technikwissenschaftlicher Perspektiven zu vermeiden. Hier gilt es, metho-
dische Qualititsstandards mitzubestimmen. Zentral ist eine nuancierte Herange-
hensweise, die den Wert, aber auch die Grenzen digitaler Daten und Analysever-
fahren eruiert. Angewandte und kritische Perspektiven sollten dabei nicht gegen-
einander, sondern miteinander arbeiten. Da die Governance-Forschung sich den
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Identititen und kognitiven Orientierungen von Akteuren bislang wenig gewidmet
hat (Benz et al. 2007), kann sie von eben dieser Perspektive der Computational So-
cial Sciences profitieren. In Zukunft gilt es, in letztere zunehmend Informationen
iiber organisationale Kontexte von menschlichem Verhalten und sozialen Prozes-
sen einzubeziehen.

3.2 Bedingungen Big-Data-basierter Governance

Eine Stirke politikwissenschaftlicher Forschung ist dariiber hinaus die Analyse der
Bedingungen, unter denen Big Data als Governance in Erscheinung tritt. Diese
Expertise sollte genutzt werden, denn bislang mangelt es an Studien, die die Be-
deutung institutioneller Strukturen fiir Entwicklung von Big Data als Governance
untersuchen. Zwar gibt es zahlreiche rechtswissenschaftliche Analysen wber die
juristischen Grenzen von Big-Data-bezogenen Praktiken, etwa zum Thema der Al-
gorithmic Accountability, der Fairness und der Transparenz (Weichert 2013; Gut-
wirth et al. 2013; Gonzales Fuster/Scherrer 2015; Hildebrandt/Vries 2013; RofRnagel
et al. 2016), doch keine Arbeiten, die den tatsichlichen Einfluss rechtlicher Normen
untersuchen.

Dariiber hinaus sind politikwissenschaftliche Beitrige gefragt, wenn es um die
empirische und normative Legitimitit von Big Data als Governance geht. Gera-
de aus der Politischen Theorie und der Demokratieforschung lassen sich norma-
tive Kriterien fiir die Bewertung technologischer Praktiken ableiten und 6ffentli-
che Diskurse und Akzeptanz bzw. Ablehnung bestimmter Praktiken erkliren. Ein
Beispiel sind etwa Studien, die das demokratische Dilemma der verhaltenswis-
senschaftlich informierten Governance (»Nudging«) aufzeigen (Lepenies/Malecka
2015; Strafdheim/Korinek 2015). Zu erforschen wire dariiber hinaus die Beziehung
von Big Data als Governance zu anderen gesellschaftlichen Trends und Bewegun-
gen wie Open Data, Civic Tech und dem Post-Privacy-Diskurs. Eine sozialtheore-
tisch fundierte Bewertung technikbezogener Praktiken ist auch deshalb wichtig,
weil viele dominante Regulierungs- und Gestaltungsvorschlige bislang dem tech-
nischen Diskurs entstammen. Dazu zihlen etwa die Vorschlige, Technikentwick-
lung stirker partizipativ zu gestalten (Jarke/Gerhard 2018), kiinstliche Intelligenz
erklarbar zu gestalten oder gesellschaftliche Normen in Technik einzuschreiben
(»Privacy/Fairness By Design«) (Cavoukian 2013; D’Acquisto et al. 2015).

Auch die Frage nach den gesellschaftlichen und individuellen Folgen von Big
Data als Governance ist ein diinn besiedeltes Forschungsfeld, mit Ausnahme von
Studien, die sich damit befassen, ob durch Big Data unsichtbare oder neue For-
men der Diskriminierung entstehen (Binns 2018; Angwin et al. 2016; Rosenblat et
al. 2016; Veale/Binns 2017). In welchem Bereich Big Data die erwiinschten Effek-
te zeigt, etwa mit Blick auf Katastrophen- und Gesundheitsvorsorge, Gewalt- und
Armutspravention etc., bleibt zu untersuchen.
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3.3 Modi Big-Data-basierter Governance

Schlieflich sollte die Politikwissenschaft einen Beitrag dazu leisten, Big Data
als Governance zu charakterisieren und sich dazu positionieren, ob durch Big
Data ein neuer, andersartiger Governance-Modus entsteht. Wie sich Big-Data-
basierte Governance zusammensetzt, ist bislang nicht untersucht worden. Dabei
bietet es sich an, die umfangreiche Forschung iiber Regeln und Verhalten in
virtuellen Gemeinschaften und auf Plattformen (Bucher 2012; Gillespie 2014) in die
Governance-Forschung einzubeziehen. Gilt im Zeitalter von Big Data und Plattfor-
men weiterhin, dass Gemeinschaften eher geringe Ordnungsleistungen erbringen
(Glaser 2007)? Und was bedeutet es, wenn Big-Data-basierte Governance das
Soziale primar als Netzwerk begreift (August 2018; Konig 2018)? Ist die Assoziation
von Big-Data-basierter Governance mit Netzwerk-Governance iiberhaupt ange-
messen? Zwar beruhen Big-Data-Analysen in der Tat hiufig auf relationalen Daten
und Perspektiven. Doch zeichnet sich Koordination in Plattformen wie Uber und
Facebook nicht allein durch horizontale Koordination aus, sondern enthilt auch
Elemente von marktformiger und hierarchischer Governance. Entsprechend stellt
sich auch die Frage, in welchem Ausmaf Daten tiber nicht-relationale Faktoren
wie etwa institutionelle Kontexte und die internalisierten Normen der Menschen
in Big-Data-Analysen Einzug finden.

Fir einen solchen Ansatz der Theorieentwicklung gilt es, die verschiedenen
Ebenen miteinander zu verbinden, auf denen Big Data als Governance beforscht
wird: Governance von Individuen, innerhalb von Organisationen und auf Ebene
ganzer Gesellschaften. Es geht darum, anhand von Big-Data-basierter Governan-
ce Rekonfigurationen von Koordinationsmechanismen, Strukturen, Akteuren und
Ressourcen zu untersuchen. Zentral ist dabei die Analyse des Verhiltnisses von
formalen und informalen Strukturen. Zudem sollten dominante Thesen iiberprift
werden, etwa jene von Big Data als technokratischer oder als responsiver Gover-
nance (Eyert et al. 2018). Besondere Aufmerksambkeit sollte dabei Konflikten zu-
kommen, denn hier weist die Governance-Forschung ein Analyse-Defizit auf (Benz
et al. 2007).

Die Theoriebildung sollte insbesondere durch vergleichende Forschung voran-
schreiten, indem etwa Anwendungen im historischen Vergleich, im Vergleich zwi-
schen Gesellschaften, zwischen Organisationen, zwischen Politikfeldern und nicht
zuletzt zwischen Technologien betrachtet werden. Denn dass die Auseinanderset-
zung mit der Digitalisierung zunehmend Gesellschaftstheorien und -diagnosen
liefert (Reckwitz 2008; Fourcade/Healy 2017; Zuboff 2019; Castells 2010), kann die
Governance-Forschung bereichern, die bislang zu wenig mit Gesellschaftstheorien
im Austausch stand (Benz et al. 2007).
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4, Fazit

Fir die politikwissenschaftliche Governance-Forschung ergeben sich aus Big Data
zahlreiche Herausforderungen. So koordinieren Big-Data-basierte Governance-
Systeme sehr diverse Bereiche und Akteurskonstellationen: Staatliche Organisa-
tionen und ihre Mitarbeiter*innen, staatliche Organisationen und Biirger*innen,
staatliche Organisationen und nicht-staatliche Organisationen, nicht-staatliche
Organisationen, ihre Mitarbeiter*innen oder Kund*innen, nicht-staatliche Orga-
nisationen untereinander, staatliche Organisationen untereinander etc. Dariiber
hinaus sind viele Anwendungen durch Public-Private-Partnerships bzw. Auftrige
und Co-Produktionsbeziehungen gekennzeichnet — wenn etwa Nutzer*innen
selbstlernende Systeme laufend mitgestalten, wie es auf groflen Plattformen
tiblich ist. SchlieRlich werden technische Systeme hiufig von kommerziellen auf
andere Kontexte iibertragen (»Function Creep«, »Software Retooling«), was den
analytischen Fokus vom staatlichen Herrschaftskontext her ausweitet. Governance
durch Big Data zu analysieren bedeutet somit eine intensive Auseinandersetzung
mit der Komplexitit von Governance. Die Komplexitit von Big Data als Governance
resultiert aus mindestens drei Komponenten: dem vielfiltigen gesellschaftlichen
Input, dessen analytischer Verarbeitung und schlieflich der Interpretation und
Anwendung in sozialen Prozessen.

Dass die Politikwissenschaft sich mit Big Data, Algorithmen und Kinstlicher
Intelligenz als Element von Governance befasst, ist aus zwei Griinden geboten.
Zum einen wiirde die technikzentrierte Debatte sehr von einer nuancierten theo-
retischen Fundierung profitieren, die Governance weder mit betriebsinternem Ma-
nagement gleichsetzt noch mit staatlichen Gesetzen. Erst eine Perspektive, die
die komplexen Bedingungen und Formen von Governance beriicksichtigt, kann ei-
nen Mittelweg neben technikdeterministischen Utopien und Dystopien aufzeigen.
Dabei kann politikwissenschaftliche Forschung gesellschaftliche Impulse liefern,
indem sie technikbezogene Produktions- und Interpretationspraktiken analysiert
und bewertet. Sie kann einen wichtigen Beitrag zur politischen Debatte und zur
gesellschaftlichen Gestaltung entsprechender Praktiken beisteuern — eine Aufga-
be, die nicht allein durch die Rechtswissenschaft iibernommen werden kann. Die
Auseinandersetzung mit Phinomenen wie Big Data muss in engem Austausch mit
anderen wissenschaftlichen Disziplinen stattfinden und nationale, internationale
und intersektorale Diskurse zusammenbringen.

Doch auch die politikwissenschaftliche Forschung profitiert von einer intensi-
ven Auseinandersetzung mit Big Data. Ein Motiv ist, dass die Analyse moderner
Computertechnologien ein wertvoller Weg der Uberpriifung und Validierung be-
stehender Theorien ist. Denn durch die Ubersetzung sozialer Normen in Compu-
tercodes werden implizite Annahmen und Mechanismen explizit. Informales wird
formalisiert, Annahmen und Praktiken werden hinterfragt, Kontingenzen werden
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ersichtlich und die Gestaltung der Strukturen und Regeln kollektiver Entscheidung
wird politisiert. Governance wird zu reflexiver Governance (Strassheim 2009). Bei-
spiele sind das neue Interesse an organisationsinternen Bewertungs- und Ent-
scheidungsprozessen sowie Forderungen nach Transparenz und Fairness. So hat
Big Data etwa ein neues Interesse an der Uberwachung von Biirger*innen und der
Ansprache von Wahler*innen verursacht. Big Data als Governance ist somit inha-
rent reflexiv — eine Politisierungs-Maschine.
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