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1.0 Introduction 
 
In recent years, digitization has played an important role in 
enhancing the expansion of large online multimedia data-
bases, as is the case in GLAM (Galleries, Libraries, Archives 
and Museums) institutions (Europeana Tech 2021; Si-
queira and Martins 2021; Lemos et al. 2022; Martins et al. 
2022). These institutions use modern mechanisms for scan-
ning heritage assets and contemporary information infra-
structures, such as digital repositories, in order to democra-
tize scientific and cultural knowledge on the internet. 

Collections of multimedia objects, therefore, have grown 
considerably in their different types, formats, and complexity, 
including texts, static, and moving images, videos, sounds, 
three-dimensional (3D) models, websites, and other specific 
media. Such resources require different forms of processing 
and representation to link multimedia documents and im-
prove search, browsing, and retrieval systems using aggregat-
ing semantic approaches to web resources. 

As such, the growth of digital multimedia objects online is 
considered impractical in terms of their preservation, loca-
tion, accessibility, interoperability, and reuse without the sup-
port of strategies for information and knowledge organiza-
tion and representation (Martins et al. 2022, 5) that incorpo-
rate good digital curatorship practices, such as maintaining, 
preserving and adding value to data (Higgins 2011). 

Svenonius (2000) reported that information must be de-
scribed in order to be organized, and information representa-
tion is the product of this descriptive process. The author 
highlights that some types of information representation are 
constructed through languages, subdivided into languages 
that describe information (content) and those that describe 
the document (specific media), either as a whole or in parts.  

Language used to describe the document is related to de-
scriptive representation (Gilliland 2016; IFLA 2009; Galeffi 
et al. 2016; Zeng and Qin 2016), also considered a cataloging 
process, which involves the creation and use of metadata, 
making it essential in standardizing and describing infor-
mation resources that give users the ability to find, identify, 
select, obtain, navigate, and explore the item inside an online 
catalog (Galeffi et al. 2016). On the other hand, content de-
scription language is associated with thematic representation 
(Lancaster 1986; NISO 2005), which focuses on intellectual 
and semantic (subjective) aspects such as understanding the 
subject of the document for the purpose of translation into a 
documentary language that helps users select search filters 
and browse online information systems. 

Beyond cataloging principles (Galeffi et al. 2016), of 
which are geared more towards human users, the FAIR data 
principles (Findable, Accessible, Interoperable, and Reusa-
ble) (Wilkinson et al. 2016; Guizzardi 2020) aim to improve 
the ability of machines to find digital objects and their 
metadata on the web via a persistent and unique identifier. 

They also enable access authentication and authorization, 
harmonic and effective communication with other applica-
tions for different purposes, and comprehensive descriptive 
information for consumption by both humans and compu-
tational agents, with a focus on reuse. 

In this context, linked open data (LOD) (Bizer et al. 2009; 
Machado et al. 2019) stands out as a contemporary technique 
for organizing and processing documents online and involves 
using W3C open standards to interlink and annotate data. 
This allows content providers to enrich their metadata sche-
mas with structured and well-defined knowledge specifica-
tions based on standards, vocabularies and ontologies, ena-
bling quality information consumption and reuse. 

From this perspective, the W3C recommended metadata 
standards combined with open data principles (Machado et 
al. 2019) and quality interoperable data (Guizzardi 2020) 
have been used to organize and represent multimedia infor-
mation resources, enabling the expansion of access points and 
improving the management, organization and recovery of 
online digital objects. However, there are still few advanced 
studies on the relationship between multimedia information 
resources and the Semantic Web on this topic (Ferrada et al. 
2018; Lemos and Souza 2020). 

Research in the fields of Information Science (IS) and 
Computer Science (CS) have proposed conceptual models 
based on semantic technologies for reality-based modeling 
and the search for and retrieval of information in digital envi-
ronments (IFLA 2009; Galeffi et al. 2016; Charles et al. 2017; 
Riva et al. 2017; Fink 2018; Lemos and Souza 2020; 
Guizzardi 2020; Lemos et al. 2022; Bekiari et al. 2024a; 
Bekiari et al. 2024b) in order to improve the scope of interop-
erability between different metadata schemas and applica-
tions. 

Traditionally, the use of metadata is the most common 
way of adding semantics to documents (Zeng and Qin 2016); 
however, the Semantic Web proposes annotating document 
content using domain ontologies (Shadbolt et al. 2006). In 
the present study, ontologies are viewed as more sophisticated 
annotation models (Andrews et al. 2012; Lemos and Souza 
2020) in terms of semantic data treatment, allowing users to 
describe and link existing resources through qualifiers such as 
the concepts, instances, properties, relationships and con-
straints between these resources.  

Ontologies have been used for the semantic annotation of 
documents in a variety of applications. For example, in arche-
ology, semantic data models are used to document the geo-
metric aspects of fragments of 3D objects that could be reas-
sembled and reconstructed in specific archaeological research 
(Catalano et al. 2020); in history, ontological conceptual 
models are applied to code and disseminate data associated 
with historic photographic archives (Robledano-Arillo et al. 
2020); in the field of digital culture heritage, semantic data 
models are used for the online publication of cultural collec-
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tions (Dijkshoorn et al. 2018; Lemos et al. 2022); and in ar-
chitecture, domain ontologies aim at the reality-based 3D an-
notation of building conservation state (Messaoudi et al. 
2018). 

Nevertheless, there are gaps in proposed metadata models 
for multimedia documents and ontologies for semantic an-
notation (Van Ossenbruggen et al. 2004; Nack et al. 2005; 
Lemos and Souza 2020). For example, ISO/IEC standard 
MPEG-71[1] (Martínez et al. 2002) aims to provide possible 
solutions for problems associated with producing quality 
multimedia metadata, but has semantic limitations and the 
schemas of the different parts that enable descriptions are 
complex. On the other hand, in terms of proposed ontolo-
gies, these generally focus on more generic aspects involving 
standards, but without considering specific types of 
metadata for describing multimedia or providing specific de-
scriptors for some types of metadata without relevant model-
ing reasoning that can ensure, for example, the scalability of 
their conceptualization. For example, in several of the revised 
proposals for multimedia ontologies (Lemos and Souza 
2020) we expected to find models based on the MPEG-21 
Multimedia Framework standard (Kudumakis et al. 2019) 
for organizing metadata associated with the management of 
intellectual property rights. This did not occur. 

Thus, based on the gaps identified in the above scenario, 
the present study aims to answer the following opportune 
and challenging questions: i) how can a comprehensive con-
ceptual framework that underlies the annotation of multime-
dia documents be formally expressed? ii) what methods and 
techniques would be suitable for selecting and aligning vocab-
ularies and multimedia ontologies for the annotation of mul-
timedia documents developed by different communities? and 
iii) how can existing types of metadata be systematically orga-
nized to annotate multimedia documents for different con-
texts and needs? 

The present study aimed to advance research on models 
and modeling for the semantic representation of multime-
dia documents by proposing an ontological multimedia ref-
erence model (OMRM) based on best linked open data 
practices and on the reuse of existing models in order to 
cover gaps examined in these, and also expand the coverage 
of certain important aspects analyzed to systematically or-
ganize existing metadata types and describe multimedia 
documents, according to different contexts and needs. We 
understand there are advances resulting from the present re-
search for the field of Information Science, especially for the 
area of Descriptive Cataloging of networked multimedia 
digital objects, as well as for the area of Ontology Engineer-
ing, considering that there are no ontological models for the 
domain of annotation of multimedia documents that en-
compass high-level central taxonomic structures, independ-
ent of the foundation ontology, and also consider ontologi-
cal structures based on consolidated ISO metadata stand-

ards in library communities digital and multimedia. Addi-
tionally, no specific studies were found in the literature that 
considered categories of descriptive, independent and con-
tent-dependent types of metadata represented in reference 
ontologies of the domain annotation of multimedia docu-
ments. Such categories of metadata types are reflected in the 
way the ontological classes were organized and represented 
in the OMRM of the present research. 

We acknowledge existing ontological models that consider 
media types and central metadata. However, only for specific 
domains, such as Europeana's EDM (Charles et al. 2017), 
IFLA's LRM (Riva et al. 2017; Bekiari et al. 2024b) and 
ICOM's CIDOC-CRM (Bekiari et al. 2024a), all in the field 
of Cultural Heritage. The model proposed in this research is 
intended to be used for multimedia annotations in any do-
main of knowledge, considering highly relevant multimedia 
standards such as annotation, decomposition and collection 
for the realization of the media and the content involved in it. 

It is also worth noting that this article is a continuation 
of research previously published in Lemos and Souza 
(2020) in which we described in detail the entire methodo-
logical path based on the recognized NeOn Methodology, 
strongly based on reuse on existing models, which led to the 
careful selection of ontological and non-ontological re-
sources for the OMRM proposed in this article. In this 
sense, we consider that OMRM is a reference model for the 
multimedia annotation domain, although it is not yet actu-
ally implemented and coded in a computational language, 
such as Web Ontology Language (OWL) or Resource De-
scription Framework (RDF). However, we consider that the 
artifact specification delivered in this research already helps 
in the implementation of OMRM in future research. The 
OMRM proposed here aims to harmonize (connect) with 
other vocabularies from any domain available on the net-
work and structured on linked open data principles, includ-
ing Simple Knowledge Organization System (SKOS), 
metadata standards with structures in RDF-based languages 
(e.g.: VRA Core, Dublin Core) and also formal ontologies 
(e.g.: CIDOC-CRM, DOLCE). 

Finally, OMRM's central taxonomic structure, based on 
a high-level ontology, offers opportunities for harmoniza-
tion with axiomatized classes that allow structural and se-
mantic alignment with other vocabularies (with or without 
formal rigor) available for reuse in an open environment. 

The above justifications therefore lead us to provide rea-
sons to recommend using the proposed reference model in-
stead of creating an entirely new model. 
 
2.0 Methodology 
 
The proposed OMRM was supported by adopting a cur-
rent methodological guide, tested and validated for different 
domains and areas, that follows the guidelines for construct-
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ing ontology networks based on LOD principles. In this re-
spect, a literature review was carried out in the field of On-
tology Engineering and the NeOn Methodology guide was 
selected from a set of proposals (Silva et al. 2012; Suárez-
Figueroa et al. 2012; Falbo 2014; Almeida and Farinelli 
2017) because of its LOD practices and the fact that it is the 
product of methodological frameworks widely accepted in 
advanced areas such as Software and Knowledge Engineer-
ing. Furthermore, some more recent proposals, including 
the SABiO methodology (Falbo 2014) and the OntoNeo 
methodology (Almeida and Farinelli 2017), were also de-
rived from the NeOn Methodology. 

The NeOn guide covers nine scenarios (Figure 1) that 
suggest a series of flexible steps for developing ontologies. 
These scenarios include situations in which ontologies re-
quire reengineering, alignment, modularization, localiza-
tion, support in different languages and cultures, integra-
tion with design patterns and non-ontological resources 
such as metadata standards, dictionaries, thesauri and tax-
onomies, among others. 

Six of the nine scenarios were selected (Scenarios 1, 2, 3, 
5, 6 and 8) and are briefly presented in Table 1, which sum-
marizes the results obtained from the methods and tech-
niques applied in the study, including analysis and assess-
ment criteria for ontologies that are candidates for reuse.  

The methodological process for these criteria is described 
in detail in Lemos and Souza (2020, 303-308).  
 
3.0  Results: proposal for an Ontological Multimedia 

Reference Model 
 
The proposed OMRM was based, a priori, on specifying the 
requirements for ontologies aimed at multimedia docu-
ment annotation. The purpose and scope of the model 
must be defined in order to specify these requirements. The 
purpose of the model encompasses its intended use, the po-
tential scenarios that require its use and the possible user 
communities involved in applications that make use of the 
model, while the scope includes a set of previously deter-
mined functional and non-functional requirements. 

 

Figure 1. NeOn Methodology Scenario (Suárez-Figueroa et al. 2012, 13). 
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The purpose of the OMRM is to represent a consensual 
conceptualization shared by a given community for the se-
mantic organization of annotations aimed at multimedia 
documents that are produced, described, published and 
consumed online, along with their annotations or 
metadata. Thus, the conceptual model seeks to enrich dif-
ferent types of multimedia metadata via an information 
framework suited to scenarios that involve, for example, 
data aggregation in LOD environments, enabling syntactic 
and semantic interoperability between different institu-
tions and their information systems.  

The OMRM can be used, for example, as a key element 
in the information systems of cultural heritage institutions, 
whose users consume, interpret, manipulate and generate 
multimedia content in their collections that are generally 
digitized and accessible in online digital repositories. The 
content of these collections archives can be mapped for the 
OMRM, whose semantic structure incorporates the notion 
of an Event (a key entity in the cultural domain), making it 
possible to aggregate actors, objects (physical and abstract), 
locations and the duration of time intervals. For example, a 
historical image could be modeled as a sequence of chrono-
logical lines containing persistent items (objects and people) 

combined in events within a time period. This improves the 
semantic enrichment of data in terms of information re-
trieval, since data on related (semantically aggregated) 
events can be collected to create a powerful semantic net-
work of biographical and contextual data on people, docu-
ments, objects and places, which would be useful for educa-
tional and scientific research. In short, the OMRM makes 
it possible to classify elements referenced in cultural heritage 
documents into formal categories, producing legible de-
scriptions of events and objects that improve search, naviga-
tion and retrieval systems by aggregating semantic ap-
proaches to data from heritage collections. 

The OMRM can also be used to expand possibilities for 
research and collaboration between users in semantically 
linked knowledge networks on the Semantic Web, includ-
ing sources of medical, cultural, multimedia, artistic, histor-
ical, tourism, educational and social media-related infor-
mation such as Wikidata, Wikimedia Commons and Wik-
ipedia (Mora-Cantallops et al. 2019; Navarrete and Vil-
laespesa 2021). This would enhance the exploitation of in-
formation in integrated knowledge networks, as well as the 
circulation and collaborative production of information re-
sources that are useful to society. Catalogers are another cat-

Stages of the modeling process Use of NeOn scenarios Results generated 

Identify and select ontological and non-on-
tological resources in the multimedia doc-
ument annotation domain. 

Scenario 2: reusing and reengineering non-
ontological resources. 

Scenario 3: reusing ontological resources. 

Scenario 2: parameter elements (120 in 
total), that is, a set of multimedia features 
based on the MPEG-7 and Dublin Core 
metadata standards. 

Scenario 3: ontologies selected (9 in to-
tal) via the literature review and Semantic 
Web repositories. 

Analyze and compare multimedia ontolo-
gies according to previously proposed re-
quirements. 

Scenario 3: reusing ontological resources. Weighted ranking of candidate ontologies 
for reuse. 

Select appropriate multimedia ontologies to 
reuse knowledge resources for the construc-
tion of the proposed model. 

Scenarios 3 and 5: reusing, aligning and 
merging ontological resources 

Arrangements to organize knowledge 
resources according to the types of 
metadata addressed in the study. 

Develop an ontology-based conceptual 
model for the multimedia document an-
notation domain. 

Scenario 1: specifying functional and non-
functional requirements; and proposing the 
conceptualization of the ontology. 

Scenario 6: reengineering aligned and 
merged ontological resources. 

Scenario 8: restructuring the conceptual 
model to meet the established require-
ments. 

Class diagrams of the Ontological Mul-
timedia Reference Model 

Table 1. Summary of the results generated by the methodology applied in the study. 
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egory of users that play an important role in linking annota-
tions in multimedia documents, particularly in dynamic 
knowledge spaces such as digital repositories and libraries. 
Finally, but by no means the last possible use for the model, 
a variety of news websites require efficient methods for or-
ganizing multimedia content and transmitting it intelli-
gently to different types of users. 
 
3.1 OMRM requirements 
 
The scope of the OMRM was determined based on func-
tional (FR) and non-functional requirements (NFR) estab-
lished according to the results of comparative analyses of 
candidate ontologies for reuse (Lemos and Souza 2020). It 
is therefore relevant to elucidate FR and NFR within the 
scope of this study. The former encompasses Software En-
gineering practices that have been adapted to the field of 
Ontology Engineering (Fernández-López et al. 1997) in or-
der to facilitate tasks involved in specifying the content of a 
particular knowledge domain, obtaining ontology-related 
terminologies. In both fields, NFR are use-related require-
ments that include performance, usability, reliability, secu-
rity, availability, maintainability and technologies involved.  

It is noteworthy that for FR (1 to 4), competency ques-
tions were described that reflect important features of the 
domain investigated here and any application context that 
deal with multimedia objects. The competency questions 
method (Grüninger and Fox 1995) involves determining 
and applying a series of types and examples of questions for-
mulated in natural or formal (first-order logic) language 
and empirically designed to be efficiently and correctly an-
swered by the ontology. These questions reflect the main 
knowledge demands of future users of the ontology. This 
method enables a practical and intuitive description of the 
ontology’s requirements and scope, helping to obtain a 
more accurate perspective of the classes, properties and rela-
tionships that must be included (Robledano-Arillo et al. 
2020). These requirements are described below. 

 
– (FR1) Covers content independent metadata: these data 

are not directly related to media content, but used to 
manage and administer information resources, such as 
creation and production, genre, language, format, usage 
rights and age-restricted content, among others. Exam-
ples of competency questions: i) where are images cre-
ated?; ii) what age range can access a given program?; iii) 
what are the resolutions of the image files?; iv) what are the 
copyrights of a user related to a certain media (including 
its content)?; and v) which agent is responsible for publish-
ing a copy or part of a work?  

– (FR2) Covers content dependent metadata: the features 
of visual and audio data are considered primitive or low 
level in that their content, such as color, texture, shape, 

spatial relations, movement, location, spectral and tem-
poral timbre and signal parameters, are generally ex-
tracted automatically by computer algorithms. Examples 
of competency questions: i) what is the predominant 
color of an image?; ii) what part of an audio stream is pre-
dominated by the timbre of a musical instrument?; and 
iii) what are the geographic coordinates of an object located 
in a city shown in an image? 

– (FR3) Covers descriptive metadata: these refer to seman-
tic content that links media entities with their real-world 
counterparts, such as the face of a person portrayed in an 
image, as well as aspects involved in personalizing con-
tent to facilitate navigation, access and user interaction 
in relation to content consumption. Examples of compe-
tency questions: i) which frames of a video depict a certain 
scene?; ii) which chapters of a book address a specific sub-
ject?; iii) which spoken documents portray a particular 
statement? 

– (FR4) Considers media content and realization in differ-
ent formats, such as audio, image, text, 3D models and 
video: separating information objects from their realiza-
tions is important in terms of easily visualizing different 
manifestations (a book in PDF format, a 3D digital rep-
lica, songs recorded in an MPEG file) of the objects (a 
story, a sculpture, a song) and clearly understanding the 
relationships between them and their realizations. Con-
tent-independent metadata such as file size or media lo-
cation on the web are typically applied to information re-
alization, whereas descriptive metadata for multimedia 
content aims at describing the message to be conveyed to 
the consumer of the content. As such, this separation is 
relevant in that it provides a clear distinction between 
content semantics and the data itself (e.g. media file). Ex-
amples of competency questions: i) what versions are 
there for a specific multimedia presentation available 
online?; ii) what are the examples of a literary work in its 
multiple expressions and manifestations in a bibliographic 
collection?; and iii) what photographs and manuscripts are 
available in the archival collection for a specific theme, 
agent or object? 

– (NFR1) Has an upper ontology as reference: upper 
ontologies are referred to as foundational ontologies 
(Guizzardi 2020) and describe very broad concepts such 
as space, time, matter, objects, events, agents etc. They 
are considered philosophically well-founded systems of 
domain-independent categories. Their use semantically 
benefits the core taxonomy of the domain ontology by 
clarifying the intended meaning of the terms, support-
ing, for example, the integration of instances of media 
content with domain ontologies. 

– (NFR2) Is based on extended multimedia patterns 
with an LOD approach: mitigates the challenges of re-
use with acceptable and memorable diagrammatic visu-
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alizations for a specific set of competency questions 
(problem and its solution). Some ontologies for multi-
media annotation use design patterns to generically or-
ganize entities and relationships underlying the multi-
media domain, such as annotation and decomposition. 
These patterns make it possible to link different media 
resources and coherently integrate metadata (annota-
tions) involved in these resources via a URI, in line with 
LOD principles. Thus, NFR2 works in conjunction 
with NFR1 in that the patterns inherit associated axioms 
and inference services from their upper ontology. 

– (NFR3) Considers well-placed ontologies in a rank-
ing produced from well-founded criteria for reuse: use 
of a mature, robust and efficient methodology for care-
ful analysis and evaluation of ontologies for multimedia 
annotation (Lemos and Souza 2020). Reusing available 
knowledge resources to model knowledge of a domain is 
recommended in the field of Ontology Engineering (Fer-
nández-López et al. 1997). 

– (NFR4) Considers different levels of granularity: 
provides a conceptual model that represents a compre-
hensive taxonomic structure capable of supporting ge-
neric (e.g. annotation) and specific multimedia entities 
(e.g. primitive and specific audio descriptors) according 
to a particular context. 

– (NFR5) Ensures interoperability in relation to multi-
media content on the web: ensures that the intended 
meaning of the captured semantics can be shared be-
tween different applications within the scope of the Se-
mantic Web. In addition to exchanging multimedia con-
tent, the model should also provide the means of trans-
mission in a syntax agreed upon by a community which, 
in this case, would be via Semantic Web languages such 
as RDF/OWL. 

– (NFR6) Has an architecture that allows separation 
of concerns: provides clear separation of concerns in-
volving the subject of the media (content semantics), 
knowledge related to managing media information re-
sources (content-independent metadata), structure (me-
dia segments) and features of multimedia documents 
(content-dependent metadata). 

– (NFR7) Has an extensible architecture in terms of 
building a comprehensive multimedia ontology: since an 
ontology is always evolving, the inclusion of new con-
cepts must be stipulated in the extensible conceptualiza-
tion. Extensibility is ensured to the extent that design 
patterns and upper ontologies can, through meta-catego-
ries, expand the possible insertion of new concepts with-
out needing to change the core underlying model. 

 

3.2  Selection, features and alignments of multimedia 
ontologies suitable for reuse 

 
The comparative analysis of the ontologies for multimedia 
annotation suitable for reuse was carried out using criteria 
organized into 4 dimensions (Lemos and Souza 2020, 305-
312), as follows: 
 

i) Resource Reuse Effort: estimation of costs related 
to time and economy required to reuse the evalu-
ated ontology;  

ii) Resource Understandability Effort: estimation of 
effort required to understand the content of the 
evaluated ontology;  

iii) Resource Integration Effort: estimation of efforts 
undertaken to integrate the evaluated ontology to 
the new ontology that is being built; and,  

iv) Resource Reliability: analysis of the performance 
of the ontology evaluated against aspects of se-
mantic treatment in declarations (e.g., axioms pre-
sent, knowledge resources used), evaluation (e.g., 
available tests) and renowned projects that make 
use of them. 

 
Weighted ranking (Figure 2) and the findings of compara-
tive analysis of candidate ontologies for reuse enabled the se-
lection and justification of ontological resources according 
to the previously described requirements. The ontologies 
best suited to the proposed OMRM were the Media Ontol-
ogy (1.56), M3O (1.23), COMM (1.19) and M3 Multime-
dia (0.95). Most of these ontologies use the MPEG-7 
metadata standard to support their constituent elements. 

The Media Ontology was proposed in 2009 by members 
of the W3C Media Annotation Working Group, which 
aims to improve interoperability between metadata schemas 
for web-based media resources, such as video, audio and im-
ages. 

The M3O or Multimedia Metadata Ontology (M3O) 
was created in 2010 as a comprehensive model to represent 
metadata aimed at multimedia document annotation, in-
cluding combinations of ontological models commonly 
used in the Semantic Web. 

The COMM or Core Ontology for Multimedia was de-
veloped in 2007 by a group of renowned researchers in the 
fields of multimedia, digital libraries and the Semantic Web. 
Its main purpose is to provide a sound conceptualization, 
based on the MPEG-7 metadata standard, that broadly co-
vers a specific domain dealing with multimedia content. 

M3 Multimedia was created in 2012 as part of a compre-
hensive ontology (addressing different domains and lan-
guages) denominated the M3 Ontology Network, the prod-
uct of a Spanish research project involving entities such as 
the Ontology Engineering Group. 
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Given that the OMRM must be based on an upper on-
tology (NFR1) and multimedia design patterns (NFR2), in 
addition to addressing semantic differences between media 
content and realization (FR4), M3O was selected as the on-
tology that best met these requirements and was therefore 
considered central in the model. This choice is justified by 
the fact that M3O’s conceptualization architecture is based 
on the upper DOLCE+DnS Ultralight (DUL) ontology 
(Masolo et al. 2003; Borgo and Masolo 2009) and three de-
sign patterns that it references, as described below: Descrip-
tions and Situation (DnS), Information and Realization 
Pattern and Data Value Pattern.  

The Descriptions and Situation pattern provides an on-
tological formalization of context based on role assignment. 
The semantics embedded in this design pattern (see the ap-
plication example in the class diagram in Figure 6) state that 
a situation satisfies (the satisfies relation) a description in 
which a situation is a specific context with concrete entities 
that express a certain role; and the description, in turn, is a 
conceptualization that defines certain concepts which de-
termine (the classifies relation) the roles of entities in a spe-
cific context. Entities, on the other hand, are considered rel-
evant or true only in a given context. 

Each entity is connected to a given situation via the has-
Setting relation, such as quantitative metadata (represented 
by an entity) related to a color histogram participating (has-
Setting relation) in image annotation. 

The Information and Realization pattern (Gangemi and 
Presutti 2009) models the distinction between information 

objects and information realizations, underpinning FR4. In 
the example in Figure 3, the class related to the information 
realization formally realizes some information object (with 
its inverse is realized by relation). Both concepts are Infor-
mationEntity subclasses that allow information to be 
treated in a general sense (see the application example in the 
class diagram in Figure 4). 

The Data Value models the concrete values of an entity 
in order to reduce the risk of ambiguities (Saathoff and 
Scherp 2010). DUL (see application example in the class di-
agram in Figure 4) contains the concepts of Quality and Re-
gion, which represent, respectively, the intrinsic attributes 
of an entity linked to its values with corresponding data 
spaces. In pattern description, the attribute is represented 
by the concept Quality, which is connected to the Entity by 
the hasQuality relation. The Quality is connected to a Re-
gion via the hasRegion relation, and the concrete value is at-
tached to the Region by the hasRegionDataValue relation. 
The primitives used in the Data Value pattern are useful in 
expressing structured data values supported by MPEG-7, 
especially for data automatically extracted from media, such 
as color, texture and shape, among others. 

M3O multimedia patterns are therefore extended from 
the Descriptions and Situation Pattern, including Annota-
tion Pattern, Decomposition Pattern and Collection Pattern, 
as presented in the next section. Their design diagrams are 
easily recognizable by the simplicity of their few class and 
relationship schemes, making it possible to understand the 
modeling reasoning used in conceptualizations. Addition-

 

Figure 2. Weighted ranking of candidate ontologies for reuse (Lemos and Souza 2020, 312). 
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ally, all three multimedia patterns (annotation, decomposi-
tion and collection) act on the semantics specified in the In-
formation and Realization pattern, enabling objects of in-
formation and their realizations to be annotated, decom-
posed and organized into collections. 

Media Ontology is recommended for content-independ-
ent metadata (FR1) because of its satisfactory coverage in-
dex (Lemos and Souza 2020, 313) for this type of metadata 
(in relation to the other ontologies analyzed), particularly 
for descriptors aligned with the Dublin Core metadata 
standard. 

The COMM and M3 Multimedia ontologies provide 
descriptors that align well with content-dependent 
metadata (FR2), useful in computer processing of digital 
data for the automatic generation of quantitative metadata. 
Both have very similar visual coverage indices (Lemos and 
Souza 2020, 310-311), particularly for descriptors involving 
color, texture, shape and location of regions of interest. 
Metadata to describe 3D characteristics, for example, are 
present in both ontologies, primarily for shape-related vis-
ual aspects, since both are based on MPEG-7 for multime-
dia content description. MPEG-7 includes descriptors for 
the geometric characteristics of 3D objects, such as sym-
metry, circularity, axis location, size and orientation of con-
secutive border segments, curvature points and angles of 
curves. Knowledge resources related to audio metadata can 
be selected from M3 Multimedia because it reuses both the 
visual and audio metadata from the VDO Boemie ontology 
(Lemos and Souza 2020). 

Descriptive metadata (FR3) aimed at the semantics of 
media content are generally linked to instances of domain 
ontologies or controlled vocabularies with less formal rigor 
(called Simple Knowledge Organization System - SKOS) 
whose semantic labeling is organized within the taxonomy 

of an upper ontology. Since M3O is part of DUL, it plays 
the role of organizing semantic labels from domain ontolo-
gies or SKOS into abstracts entities such as event, object, 
time, place, etc., in addition to dealing with their relation-
ships. M3 Multimedia covers properties for navigation and 
access (content customization), audio descriptors with 
high-level features (spoken content, for example), and com-
mon descriptors for segment annotation. 

It should also be noted that because M3O uses an upper 
ontology as reference and is based on multimedia patterns 
extended from ontology design patterns, all its features meet 
the previously outlined nonfunctional requirements, such 
as interlinking open license data (media and its metadata), 
treating different levels of granularity, interoperability, sep-
aration of interests and extensibility. The possibility of link-
ing different media resources and integrating metadata is 
achieved by a semantic URI that uniquely identifies the re-
sources (entity at its most abstract level) in the network. The 
data value corresponding to the URI can be modeled 
through the Entity in DUL (rdfs: domain primitive) by set-
ting any URI (rdfs: range primitive). 
 
3.3  Arrangements and mappings of the OMRM 

ontology classes  
 
Following the alignment of ontologies with the predeter-
mined requirements, as elucidated in the previous section, 
knowledge resources were semantically organized into pro-
posed arrangements or groups, including: i) information 
objects (document content) and their realizations (media) 
involved in the annotation context; and ii) types of multi-
media metadata (particularly from MPEG-7) and their re-
spective ontology classes based on content-dependent, con-
tent-independent and descriptive metadata. That said, the 

 

Figure 3. Description of DUL information objects and information realization 
Source: screenshot of Protégé software used in the content analysis of the ontology DUL. 

https://doi.org/10.5771/0943-7444-2024-8-561 - am 25.01.2026, 00:01:53. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-2024-8-561
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


Knowl. Org. 51(2024)No.8 
D. Lucas da Silva Lemos, R. Rocha Souza. Ontologies for Semantic Annotation 

 

570 

mappings were determined from the arrangements and 
multimedia patterns proposed for the model.  

In the first arrangement (Figure 4), information objects 
and their realizations were grouped into the Multimedia-
content and Media-realization ontology classes, respec-
tively. These classes were then generalized to the DUL clas-
ses Information object and Information realization, respec-
tively. 

New media specializations can be inserted into the 
OMRM taxonomy for specific applications, given the ex-
pansible nature of the model. 

Tables 2 and 3 present the remaining arrangements orga-
nized into hierarchical structures for organizing knowledge 
resources according to the types of multimedia metadata ad-
dressed in the study. In spite of these tables presenting in-
formal definitions, they are considered important tools to 
support communication, in addition to enabling the discus-
sion, negotiation and representation of the consensus 
reached among domain specialists for future implementa-
tions involving specific domains that deal with multimedia 
metadata. 

We opted to map the taxonomic structure of the ontol-
ogy by identifying its subclasses and superclasses. The “.” 
symbol (point) indicates the subclass relationship between 
the classes involved; for example, color as a subclass of visual 
metadata. Corresponding ontology classes were mapped (or 
proposed) for each ontology involved in reuse and for some 
concepts from MPEG-7. 

It is important to underscore that the nomenclature of 
the classes was maintained according to their ontological 
origin, whereas the proposed classes were named in line 

with naming conventions underlying the use cases studied. 
The (*) symbol signals a new class for the model. 

Ontology models based on design patterns (such as 
COMM and M3O) already contain formal coherent group-
ings (provided by the axioms of their upper ontologies) rep-
resented in specific ontology classes. For example, the 
COMM localization-descriptor-parameter class contains the 
concepts region-locator-descriptor-parameter, bounding-box 
and region-boundary, which correspond to metadata for vis-
ual localizations. 

On the other hand, the properties of ontology models fo-
cused on relations and attributes (such as Media Ontology 
and M3 Multimedia) are grouped into ontology classes. In 
these cases, axiom modeling is necessary in order to formally 
establish the metadata elements of the groupings as a spe-
cific type. Constraints can be modeled using logical state-
ments including existential quantifiers to indicate relation-
ship to at least one individual, and universal to indicate re-
lationship to all individuals. A constraint could be modeled, 
for example, for the Media_Creation class (shown in Table 
2) declaring that there is a unique identification (class iden-
tification) and a location where the resource can be accessed 
(class locator) associated with an instance of the entity class 
with media creation and production roles. Figure 5 displays 
a code example representing such an axiom. 
Other types of axioms can be created, for example, to restrict 
the participation of metadata in the annotation of an infor-
mation entity, considering the semantic distinction be-
tween an information object and an information realiza-
tion, subjects of the annotation. In the example in Figure 5, 
the locator metadata from the Media Ontology has the role 

 

Figure 4. Classes of key entities in the Ontological Multimedia Reference Model. 
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of annotating media files that are located on the Web. Such 
an assignment should only apply to one realization of the 
information and, therefore, should be formally declared in 
the locator annotation class. On the other hand, the descrip-
tion metadata (also from the Media Ontology) has the role 
of annotating media content information. Thus, this 

metadata should only apply to information objects, and 
therefore an axiom should be created for the description an-
notation class to enforce such a restriction. 

Following the proposed arrangements involving the 
knowledge resources of the study (indicated in Tables 2 and 
3), the ontology classes of the M3O multimedia design pat-

Content-Independent Metadata 
 Media Ontology  
  Type of metadata Ontology Class Class Description 
  Media creation and production Media_Creation (*) Describes the features involved in creating media content 

and its associated resources. 
  Media classification Media_Classification (*) Describes features aimed at classifying media, such as 

genre, subject, purpose and language, among others. 
  Media information Media_Information (*) Describes types of storage, including content format, 

compression and coding. 
  Media usage Media_Usage (*) Describes features that reflect the usage rights, registra-

tion and availability of media usage.  
Content-Dependent Metadata 
 COMM Ontology 
  Type of metadata Ontology Class Class Description 
  Visual structured-data-parameter.vis-

ual-descriptor-parameter 
Describes primitive visual features for color, texture, 
shape and motion. 

  Color .color- descriptor-parameter Describes various descriptors and supporting parameters 
in the representation of different aspects of color-related 
features. 

  Texture .texture-descriptor-parameter Describes important aspects in revealing tactile, depth 
and surface orientation features for an image.  

  Shape .shape-descriptor-parameter Describes features related to the spatial arrangement of 
pixels that belong to an object or region. The descriptors 
can be grouped into 2D or 3D classes. 

  Motion .motion-descriptor-parameter Describes spatial and temporal features captured by cam-
era movement, a moving object, or both. 

  Localization localization-descriptor-parame-
ter 

Describes localization for regions of interest in spatial 
and spatiotemporal domains. 

 M3 Multimedia Ontology 
  Type of metadata Ontology Class Class Description 
 Audio LL_Audio_Descriptor Describes primitive descriptors involving spectral, para-

metric and temporal features to describe audio signals 
and files. 

 Spectral basis .Spectral_Basis_Descriptor Describes low-dimensional projections of a high-dimen-
sion spectral space to aid in compactness and identifica-
tion. 

 Spectral timbre .Spectral_Timbral_Descriptor Describes timbre features related to the signal spectrum. 
 Temporal timbre .Temporal_Timbral_ 

Descriptor 
Describes temporal features of audio segments; particu-
larly useful in describing the timbre features of musical 
instruments. 

 Signal parameters .Signal_Parameter_ 
Descriptor 

Describes periodic or quasi-periodic signals. 

 Basic spectral .Basic_Spectral_Descriptor Describes descriptors derived from signal frequency anal-
ysis. 

 Basic .Basic_Descriptor Describes basic descriptors for general use and applicable 
to all types of signals. 

Table 2. Arrangements for types of content-dependent and content-independent metadata. 
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terns (Annotation Pattern, Decomposition Pattern and Col-
lection Pattern) were semantically mapped, as shown in the 
class diagrams described below. 

In order to ensure better visualization and understand-
ing, the OMRM was segmented into three parts associated 
with the multimedia design patterns underlying the pro-
posed conceptualization. For the purpose of easy visualiza-
tion, the diagrams depict more general as opposed to spe-
cific classes. 

In M3O, an AnnotatedConcept classifies an Infor-
mationEntity that is the information resource (physical or 
digital object) to be annotated (as a whole or in parts). Each 
metadata element is represented by an Entity (with a seman-
tic URI) classified by an AnnotationConcept. The mappings 
resulting from this conceptual framework model an infor-
mation entity (which may be an information object or in-
formation realization) and the metadata that participate in 
the annotation process. 

The classes (derived from groupings or mapped from the 
corresponding ontologies) referring to multimedia 
metadata were specialized (Subclass Of relation) in the An-

notationConcept class (Figure 6), which assigns the data en-
tities the role of annotation and formally describes their na-
ture as metadata. For example, an image object (information 
object) that requires annotation by a semantic concept from 
a domain ontology (eg.Wikidata) would be classified by an 
AnnotatedConcept. The domain ontology instance that 
plays the role of semantic metadata would be classified as an 
AnnotationConcept. The link between the image object and 
the instance of a Wikidata semantic structure is established 
by the hasSetting relation, whereby, as a rule, all the DUL 
Entities (event, object, agent, place and time) has a ‘hasSet-
ting’ with the annotation situation that satisfies the Anno-
tationPattern. 

The class diagram in Figure 6 shows semantic mapping 
for the previously described annotation pattern. 

Figure 7 depicts the taxonomic structure of the annota-
tion pattern, indicating the axiomatization of the Annota-
tionSituation class. 

Mappings involving the Decomposition Pattern are en-
sured by the media type classes aligned with the DUL infor-
mation entities, as shown in Figure 4. As such, a Composite-

Descriptive Metadata 
 M3 Multimedia Ontology 
  Type of metadata Ontology Class Class Description 
  Navigation and access Navigation_Access (*) Describes aspects of features that facilitate navigation 

and access to multimedia content, such as summaries. 
  High-level audio HL_Audio_Descriptor Canonically describes a sound with a certain degree of 

generality, including descriptors aimed at covering spe-
cific domains. 

  Spoken content .Spoken_Content_ 
Descriptor 

Describes details of spoken words in an audio stream. 

 M3O Ontology 
  Type of metadata Ontology Class Class Description 
 Organization of digital objects into 

collections 
CollectionPattern Describes features of collections of information entities 

with common properties. 
 Media segments DecompositionPattern Describes the structure of multimedia content in terms 

of segments, such as frames, moving and static regions 
and audio tracks.  

  Content semantics DUL:Entity Describes real-world objects, events and notions that can 
be abstracted from multimedia content. 

 MPEG-7 metadata standard 
  Type of metadata Ontology Class Class Description 
  Temporal segment Temporal_Segment (*) Describes a set of temporal features related to segment 

decomposition for specific media content, such as video, 
audio, scenes and moving regions.  

  Spatial segment Spatial_Segment (*) Describes a set of spatial features related to segment de-
composition for specific media content, such as 2D and 
3D images and moving regions.  

  Spatiotemporal segment Spatio_Temporal_ 
Segment (*) 

Describes a set of spatiotemporal features related to seg-
ment decomposition for specific media content, such as 
moving and audiovisual regions.  

Table 3. Arrangements for types of descriptive metadata. 
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Concept plays the role of an object or document involved in 
decomposition and the ComponentConcept that of the seg-
ments resulting from its decomposition. Both classes are 
configured with a semantic URI inherited from the DUL 
Entity class. 

In the case of CompositeConcept, the use of the owl:dis-
jointWith constructor to limit the participation of instances 
of media types in inappropriate classes is crucial. For exam-
ple, an Audio-content is disjoint from Video-content and Im-
age-content. For ComponentConcept, the classes proposed for 
segment types resulting from decomposition were special-
ized (Sub Class Of relation) as ComponentConcept subclasses 
named TemporalSegment, SpatialSegment and SpatioTem-
poralSegment, representing temporal, spatial and spatiotem-
poral features of dimensions, respectively. 

For these classes, axiom modeling is important in order 
to impose restrictions on the segment types that form valid 
decompositions for content involving specific media. For 
example, a segment corresponding to a moving region (spe-
cialized from the SpatioTemporalSegment class) would be 
classified only as video media, and its localizations aimed 
only at annotation classes involving metadata on visual and 
time localizations. 

This highlights the participation of the annotation pat-
tern in describing the resulting segments for the type of 
metadata involved, including information on the access lo-
cation, creator, media, and usage license of the segment.  

The class diagram in Figure 8 shows semantic mapping 
for the previously described decomposition pattern. 

 

Figure 5. Example of restriction for the Media_Creation class of the proposed model. 

 

Figure 6. Classes of annotation entities in the Ontological Multimedia Reference Model. 
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Figure 9 shows the taxonomic structure of the decomposi-
tion pattern, indicating the axiomatization of the Decompo-
sitionSituation class. 

The multimedia pattern for the M3O collection makes it 
possible to represent collections of information entities 
with common properties via CollectionPattern, which sup-
ports the collaborative creation of collections by taking the 
source or origin of the information entities involved into ac-
count. A set of images collected by different people about a 
common subject is an example of a collection, which can be 
shared on an online community such as Flickr. 

The core concepts of the collection pattern establish spe-
cializations with DUL design patterns. The CollectionPattern 

class stipulates the existence of exactly one CollectionConcept 
that classifies an InformationEntityCollection, which, in turn, 
is a collection of information entities. Finally, AnnotationPat-
tern is integrated and interacts with collection pattern classes 
in that it provides classes of multimedia metadata to annotate 
entities in InformationEntityCollection. 

The class diagram in Figure 10 shows semantic mapping 
for the previously described collection pattern. 

Figure 11 depicts the taxonomic structure of the collec-
tion pattern, indicating the axiomatization of the Collec-
tionSituation class. 

After semantic mapping, the following tasks are recom-
mended, based on the ontology engineering methodologies 

 

Figure 7. Annotation of information entities. 
Source: screenshot of Protégé software used in the content analysis of the ontology M3O. 

 

Figure 8. Classes of decomposition entities in the Ontological Multimedia Reference Model. 
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operationalized during the study: i) remove unnecessary 
concepts from the conceptualization of the resulting ontol-
ogy to prevent an extensive taxonomy with ambiguous con-
cepts; ii) clearly and accurately document all the ontological 
elements in the conceptual reference model; and iii) validate 
the taxonomy to assess the consistency of the resulting on-
tology. 

Finally, experts who deal with multimedia files should be 
consulted to ensure that the domain can be modeled satis-
factorily. For example, Library and Information Science 
professionals are experts in descriptive and subject catalog-
ing of information resources and can contribute by estab-
lishing agreements on specific metadata for each infor-
mation entity involved in model specification. Computer 

vision, image processing and audio signal experts can con-
tribute to modeling decisions regarding content-dependent 
metadata, which are heavily dependent on technical knowl-
edge in these areas. This allows ontology engineers to focus 
on tasks related to modeling domain knowledge. 
 
4.0 Discussion 
 
The proposed ontological model can be characterized as a 
reference in conceptual specification for multimedia docu-
ments that specifically target internal curatorship in infor-
mation systems aimed at designing normalized and enriched 
open databases, with a view to improving contemporary in-
formation retrieval systems (Mora-Cantallops et al. 2019; 

 

Figure 9. Decomposition of information entities. 
Source: screenshot of Protégé software used in the content analysis of the ontology M3O. 

 

Figure 10. Classes of collection entities in the Ontological Multimedia Reference Model. 
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Navarrete and Villaespesa 2021; Siqueira and Martins 2021) 
by providing useful metadata that enable the discovery, re-
use, aggregation and integrated search for multimedia ob-
jects online. 

Metadata standards can be considered the product of the 
historical development of bibliographic standards and are 
therefore linked to cataloging codes, conceptual models and 
new methodological elements for managing information, 
such as Resource Description and Access (RDA) and FAIR 
and LOD principles in different online media (Zeng and 
Qin 2016; Martins et al. 2022). As such, they play a vital role 
in describing information resources, resulting in qualified 
access points for discovery, search and retrieval. 

However, over the course of the study, significant prob-
lems were identified in relation to multimedia metadata 
(Van Ossenbruggen et al. 2004; Lemos and Souza 2020), 
mainly due to the convergence of information processes on 
the web, namely: i) cost: producing quality interoperable 
and linkable metadata is a costly and time-consuming pro-
cess; ii) subjectivity: human annotators generally have spe-
cific views about content and the context in which it is used; 
iii) restrictiveness: a schema with few restrictions (such as 
free text fields) generally provides subjective and incon-
sistent terminology that is not easily machine readable; iv) 
longevity: constructing an annotation schema for specific 
purposes that is sufficiently generic to encompass different 
domains is a difficult task; v) privacy: metadata can contain 
private or confidential information, which requires special 
care; and vi) standardization: there is a need for syntactic 
and semantic-level standardization to achieve interoperabil-
ity between different metadata schema and applications. 

Based on these challenges, metadata as products and pro-
cesses evidently require specific modeling aspects. Despite 
the comprehensive and commonly used definition of 
metadata found in the information science literature, its 
uses, syntaxes and applications differ in scale, complexity 
and cost. The results of this study contribute by providing 
possible solutions on how to efficiently index, catalog and 
retrieve multimedia content considering the numerous 
types of existing metadata for different needs and situations, 
as explained below. 

The OMRM aimed to cover the functional characteris-
tics established for multimedia metadata (content-inde-
pendent, content-dependent and descriptive) aimed at rep-
resenting these types of documents.  

The Media_Creation, Media_Classification, Media_ 
Information and Media_Usage classes are intended to on-
tologically organize metadata related to the management of 
information resources (content-independent – FR1), 
which can be applied to the realization of media and its con-
tent, thereby promoting the organization of high-level de-
scriptions of different domains that require this semantic 
distinction to represent and retrieve information resources. 
Such classes were modeled based on a proposition of reuse 
of the Media Ontology (Lemos and Souza 2020), an ontol-
ogy proposed to define a set of central annotation proper-
ties to describe multimedia content, along with a set of map-
pings between the main metadata formats currently in use, 
such as EXIF, IPTC, DIG35, Dublin Core, MPEG-7, 
among others. For example, the models used in Cultural 
Heritage Domains (e.g.: the Functional Requirements for 
Bibliographic Records - FRBR - Family of Models, or the 

 

Figure 11. Core concepts of the collection pattern. 
Source: screenshot of Protégé software used in the content analysis of the ontology M3O). 
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Library Reference Model - LRM) (IFLA 2009; Riva et al. 
2017; Bekiari et al. 2024b) does not cover administrative 
metadata important for bibliographic universe (Riva et al. 
2017, 15), such as copyright (covered by Media_Usage class 
from OMRM model), preservation metadata or acquisition 
processes (covered by Media_Creation and Media_Infor-
mation classes from OMRM model). We can also mention 
the need of semantically formalized (via axioms) infor-
mation structures for different types of media (e.g.: a video 
collection, a music album, works of art, films, books), allow-
ing content providers, such as digital libraries or museums, 
to identify and interpret the different copyrights associated 
with their multimedia content resources. In this sense, the 
aforementioned ontological classes of the OMRM model 
would allow, due to: i) the levels of extensibility based on the 
high-level DUL ontology; ii) the integration with comple-
mentary MPEG ISO/IEC[2] initiatives - such as the MPEG-
21 Multimedia Framework; and iii) its set of standardized 
ontologies for the codification of media-related intellectual 
property rights information (Kudumakis et al. 2019); 
would allow for the transparent use of multimedia services 
across a wide range of networks and devices for diverse users. 

The visual-descriptor-parameter, localization-descriptor-
parameter and LL_Audio_Descriptor classes are aimed at the 
ontological organization of quantitative metadata (content-
dependent – FR2) for visual aspects and localization in spa-
tial, temporal and spatiotemporal regions, as well as audio 
in media content. For these types of metadata, the Data 
Value pattern of the DUL upper ontology, including rela-
tions between a Quality, Region and Entity, represent am-
biguity-free features and data values for annotations of this 
nature. This paves the way, for example, for processing doc-
uments from a complex domain such as tangible cultural 
heritage (e.g.: archeological artifacts, sculptures, buildings), 
which typically involves the segmentation of physical or dig-
itized structures. Thus, semantic annotation for digital 
measurements of the resulting 3D fragments (Catalano et 
al. 2020) creates reliable counterparts for the reassembly of 
the complete artifact. This favors the integrated search for 
and retrieval of heterogeneous federated data in the field of 
cultural heritage. 

The Navigation_Access and HL_Audio_Descriptor clas-
ses (FR3) were proposed to ontologically and sequentially 
organize navigation and access to content personalized ac-
cording to users’ media preference (such as a movie synop-
sis), and high-level audio features, including a descriptor for 
indexing spoken content in audio streams (Martínez et al. 
2002). Examples of applications include: i) a film or video 
recording in which a character speaks a particular word or 
sequence of words; the media support would then be recog-
nized and the query would return content at the specific 
media position; ii) databases of spoken documents that en-
able the position of discourse in corresponding audio docu-

ments to be retrieved; and iii) retrieving a photograph anno-
tated by a statement. 

The classes related to the Collection and Decomposition 
Patterns (Spatio_Temporal_Segment, Temporal_Segment 
and Spatial_Segment) promoted the organization of multi-
media collections and multimedia segments, respectively. 
Both are related to the Annotation Pattern which, in con-
junction with its specialized classes of metadata types (de-
scribed above), assign semantic-level links to and between 
media using LOD principles (Bizer et al. 2009) via specific 
annotation in content or in media realization (FR4).Struc-
tural annotations describe the structure of multimedia con-
tent in terms of video segments (frames, moving and static 
regions) and audio segments, while annotations on content 
describe real-world objects, agents, events and notions 
(FR3) that can be abstracted from multimedia content and 
linked to knowledge organization systems (Lemos and 
Souza 2020; Lemos et al. 2022) such as ontologies and 
SKOS of specific domains available online. 

In the field of descriptive cataloging, the absence of se-
mantic standards to describe multimedia digital objects at 
the levels of data structure, value, content and communica-
tion (Martins et al. 2022, 7) causes serious problems in 
standardization, normalization, quality and exchange of de-
scriptions in a linked open data environment (Machado et 
al. 2019) that could be remedied by Semantic Web vocabu-
laries that align with the by cataloging principles (Galeffi et 
al. 2016), for example the RDA Element Sets[3] and the 
RDA Value Vocabularies[4] that were created from attrib-
utes and relationships defined in Resource Description and 
Access (RDA[5]) at the RDA registry. 

In this context, OMRM can contribute to the field of 
descriptive cataloging and its high-level principles focused 
on the user's tasks of finding, identifying, selecting, retriev-
ing, navigating and exploring the item within an online cat-
alog as a search and discovery system on the web. Therefore, 
the reference model seeks to portray generic and specific as-
pects of the multimedia document (at various levels of mul-
timedia entities granularity) that make it unique by estab-
lishing well-founded semantic (with the use of a upper on-
tology) and interoperable access points that allow users 
greater search and retrieval capabilities in the web of data, 
making relationships explicit and providing contextual in-
formation.  

Additionally, the OMRM can contribute to the FAIR 
guiding principles (Wilkinson et al. 2016) by allowing the 
creation of consistent and persistent identifiers (e.g.: URI 
and IRI, among others) of multimedia objects (data) and 
their annotations (metadata), whose formal semantics can 
be used in different online datasets for navigation, collec-
tion, extraction, mapping, enrichment, aggregation and 
other possible human or corresponding automated actions 
that favor the localization (‘F’), access (‘A’), interoperability 
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(‘I’) and reuse (‘R’) functions. As reported by Guizzardi 
(2020), the “I” (interoperability) of FAIR is only possible 
with the support of information structures (e.g.: metadata 
standards, controlled vocabularies, cataloging rules and us-
age licenses) that are ontologically consistent and explain 
the ontological commitments that they make. According to 
the author, the description of real-world objects requires 
more than vocabularies, but the use and reuse of good do-
main ontologies. 

As such, data providers that use a FAIR-based data qual-
ity policy, for example, could benefit from an aggregation 
service for online collections of multimedia objects (as a 
whole or in parts) to expand the search possibilities of their 
users in knowledge networks semantically linked to the web 
of data.  

Problems associated with the syntactic and semantic in-
teroperability requirements of online multimedia applica-
tions can be mitigated by the formal nature of the DUL up-
per ontology and its design patterns for ontology content. 
These structures ensure that the intended meaning of the 
captured semantics in the reference model can be shared be-
tween different applications within the scope of the Seman-
tic Web.  
 
5.0 Conclusion and future work 
 
The results obtained in this study reflect numerous contri-
butions to the fields of information and technology, partic-
ularly for knowledge and information organization and rep-
resentation. Research in this area focuses largely on docu-
ment processing (cataloging, indexing and classification), 
especially issues linked to the semantic nature of infor-
mation. It should be noted that the present study used doc-
ument processing concepts, theories, principles and meth-
ods, including content analysis, cataloging, classification, 
categorization and conceptual modeling. These practices 
supported the understanding, interpretation and systemati-
zation of knowledge resource content (metadata standards, 
controlled vocabularies, conceptual models and ontologies) 
in the OMRM architecture. 

The central framework of the OMRM is a conceptual 
ontology based on cognitive, philosophical and linguistic as-
pects that provide metacategories to formally describe 
events, objects, time, space and others in order to semanti-
cally organize content from domain-specific ontologies. In 
this respect, formal semantics from the OWL representa-
tion language contribute considerably to the scope of the 
proposed conceptual structure that aims to describe any as-
pect related to multimedia data. 

Comprehensiveness, in turn, is achieved via the applica-
tion of Ontology Engineering principles, which suggests the 
use of upper ontologies and design patterns for ontology 
content. Thus, the OMRM seeks to ensure its connection 

with metadata, controlled vocabularies, SKOS and domain-
specific ontologies via axiomatized definitions of high-level 
concepts from the DOLCE+DnS Ultralight ontology and 
its Description and Situation, Information and Realization 
and Data Value design patterns, used to generically organize 
entities associated with multimedia content, such as anno-
tation, decomposition and collection. The central taxo-
nomic structure of the proposed model therefore provides 
a solution to the first research question regarding how to for-
mally express a comprehensive conceptual framework that un-
derlies the annotation domain for multimedia documents. 

The second question, what methods and techniques 
would be suitable for selecting and aligning vocabularies and 
multimedia ontologies for the annotation of multimedia doc-
uments developed by different communities?, was solved by 
using the NeOn Methodology guide, which is based on 
LOD initiatives for the construction of network ontologies. 
The methodology proved to be robust and efficient at ex-
plaining the different dimensions and variability in the anal-
ysis of knowledge resources identified in the literature and 
Semantic Web repositories, which ensured the reuse of on-
tologies suited to the conceptualization of the OMRM. 

The third question, regarding how to systematically or-
ganize existing types of metadata to annotate multimedia 
documents for different contexts and needs was solved by cov-
ering functional requirements from metadata types (con-
tent-independent, content-dependent and descriptive) 
modeled here using relevant modeling reasoning that en-
sures the extensibility of the conceptualization to annota-
tions (in both the realization of media and its content) 
aimed at different contexts and scenarios. 

Thus, the objective of the study was achieved and con-
tributes to the well-grounded proposal of an ontological 
conceptual model for the semantic organization of multi-
media metadata for different application contexts that pub-
lish and consume data on the web. 

It is important to note that the knowledge formalized in 
an ontology can benefit the user community that deals with 
multimedia documents in a number of ways. These include 
compiling intelligent queries with the possibility of expand-
ing new concepts related to the initial query; helping to for-
mulate information needs with automated reference ser-
vices, including copyright information relating to digital 
media; supporting automated document annotation; and 
improving the user experience in semantic navigation be-
tween documents displayed on the web interface as search 
results. 

Finally, it is important to underscore that the OMRM is, 
above all, a recommendation based on conceptual modeling 
principles involving multimedia ontologies and should, 
therefore, be implemented, coded, tested and validated in 
the field to obtain consistent conclusions on its applicabil-
ity. We aim at applying the OMRM in studies on the inte-
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gration of databases belonging to multimedia content pro-
viders with open semantic platforms (such as Wikidata), 
with a view to the creative collaboration of knowledge net-
works. This integration would make it possible to imple-
ment and test different federated queries with useful infer-
ence mechanisms based on previously established func-
tional requirements, with a view to obtaining more conclu-
sive results. 
 
Notes 
 
1. https://mpeg.chiariglione.org/standards/mpeg-7 
2. https://mpeg.chiariglione.org/standards/exploration 
3. https://www.rdaregistry.info/Elements/ 
4. https://www.rdaregistry.info/termList/ 
5. https://www.rdatoolkit.org/ 
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