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Abstract: The review attempts to compare different points of view on the essence of the systems approach, describe 
the terminological confusion around it and analyse the numerous definitions of system. It is shown that the vagueness and ambiguity of the 
concept of the systems approach is manifested in the use of a number of terms which are similar in meaning and close in sound to it. It is 
proposed to divide the existing definitions of system into descriptive and formal ones. The concepts included in the descriptive definitions, as 
well as the numerous synonymous terms denoting them, are divided into five conceptual-terminological groups that differ in their content and 
logical meaning. The meanings of such concepts as minimal constituent parts, emergence, environment, boundaries, purpose, functions of 
system and systems hierarchy are revealed. Some uses of the concept in knowledge organization are mentioned. The problem of systems classi-
fication is touched upon. Separate sections are devoted to the highlights of the history of the systems approach, its criticism and the significance. 
Particular attention is paid to criticism of the mathematization of the systems approach. Possible reasons for the decline in interest in the systems 
approach are identified. It is concluded that the systems approach helps to find new ways to solve scientific and practical problems. 
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1.0 Introduction 
 
Over the more than 70 year history of its existence, the sys-
tems approach (hereinafter referred to as SA) has been 
widely recognized and spread. An extensive bibliography is 
devoted to it (Bertalanffy 1968, vii; Sadovsky and Yudin 
1969; Surmin 2003, 27), and conferences on its problems 
are held regularly. Principles and methods of SA are applied 
in psychology, sociology, political sciences, ecology, juris-
prudence, engineering (Jackson et al. 2010); information 
theory, cybernetics, history, literature (Arnold 2013); biol-
ogy (Dubitzky et al. 2013); landscape study (Nikolaev 
2006); soil science (Juma 1999); information science (Mans-
field 1982); documentation (Foskett 1980); business 
(Gleeson 2019) and many other scientific and practical ar-
eas of human activity. In addition, SA was originally devel-
oped in close connection with cybernetics and information 
and communication theory (Shannon 1948; Wiener 1948). 

However, at the turn of the 20th and 21st centuries, there 
was a noticeable decline in interest in SA, which, apparently, 
can be explained by the collapse of many hopes placed on it. 
The review compares the existing points of view on SA, its 
essence, significance and prospects. However, here we will 
start with the highlights of the history of SA. 
 
2.0 Highlights of the history of the systems approach 
 
The history of SA is described in many publications (Ar-
nold 2013; Bertalanffy 1972; 1968, 10-17; Biggart et al. 
1998; Blauberg et al. 1984; Blauberg 1973; Blauberg and 
Yudin 1973; Blauberg and Yudin 2012; Drack and 
Pouvreau 2015; Flood and Jackson 1991; Lai and Lin 2017; 
Kazaryan 2004, 275-7; Ramage and Shipp 2009; Sirgy 1988; 
Stichweh 2011), so here we will focus only on its main 
points. 
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The history of SA goes back to the origin of philosophy 
and science in Ancient Greece (Agoshkova and 
Akhlibininsky 1998; Blauberg 1973; Blauberg and Yudin 
2012; Sadovsky and Yudin 1969). So, for example, the thesis 
of non-summativity of the whole (that is, the whole is some-
thing more than the sum of its parts) comes from Plato and 
Aristotle (Blauberg et al. 1984). In the era of the Enlighten-
ment, a model of nature as a harmonious whole was pro-
posed, the parts of which are perfectly combined with each 
other (Wilber 1996, 116). At the same time, until the mid-
dle of the 19th century, the idea of systemness (systematic-
ity) was considered, according to Blauberg and Yudin 
(2012), only in relation to knowledge, which is primarily ex-
plained by the predominance in science of the mechanism, 
elementalism and reductionism associated with them. The 
collapse of the mechanistic worldview, elementary and re-
ductionist ideas is considered one of the main reasons for 
the emergence of SA (Blauberg et al. 2010; Checkland 1984; 
Kazaryan 2004; Sadovsky and Yudin 1969). Checkland 
(1984) puts it this way: “Systems thinking is a response to 
the impotence of reductionism in the face of great complex-
ity”. 

The originator of SA or general systems theory (these 
concepts are often used synonymously, as discussed in Sec-
tion 3) is believed to be the Austrian biologist Ludwig von 
Bertalanffy (1901-1972) (Adams et al. 2013; Adams 2012; 
Sadovsky and Yudin 1969). At the same time, Bertalanffy 
himself (1968, vii) positioned himself only as one of many 
scientists who contributed the general theory of systems to 
science. In addition to Ludwig von Bertalanffy, Alexander 
A. Bogdanov, Kenneth E. Boulding, Walter B. Cannon, 
Walter Pitts, Warren McCulloch, Claude Shannon, Norb-
ert Wiener, and William Ross Ashby are also considered the 
originators of SA. 

Bertalanffy first put forward the idea of systems theory 
in 1937 at a philosophy seminar led by Charles Morris at the 
University of Chicago (Bertalanffy 1962). In articles of 
1947, 1950 and 1956, Bertalanffy presented this idea al-
ready, in his words, in the form of a “project”, but these ar-
ticles dealt only with various elements of the general systems 
theory, without offering a unified theory (Bertalanffy 
1962). Finally, in 1968, Bertalanffy published “General Sys-
tem Theory: Foundations, Development and Applica-
tions”, which summarized his research. Therefore, it is 1968 
that is considered the year of the official birth of SA 
(Gleeson 2019). 

The term “systems approach” came into scientific use in 
the 60s and 70s of the last century (Blauberg and Yudin 
2012), when, according to various researchers (Blauberg et 
al. 1984; László 1973; László 1972; Sadovsky and Yudin 
1969), its rapid development was observed due to the per-
ceived need to counteract excessive specialization in science 
(Bertalanffy 1968; Boulding 1956; Wiener 1948), the suc-

cess and undoubted effectiveness of systems studies (Blau-
berg et al. 1984), scientific and technological revolution and 
the need to overcome the contradiction between the explo-
sive growth of the amount of information and the limited 
possibilities of its assimilation through the systems reorgan-
ization of knowledge (Uyomov 1978, 28, 37). It is consid-
ered quite natural that in the early stages the development 
of SA was accompanied not by a decrease, but by an increase 
in contradictions in understanding its essence and role in 
modern science (Blauberg 1973; Blauberg et al. 1973, 5; 
Warfield 2003). The result was a noticeable disappointment 
in SA, which led, among other things, to a decrease in the 
number of publications devoted to it (Warfield 2003). We 
have to admit that until now there has been no renewal of 
the previous interest in SA. At the same time, SA is far from 
forgotten and continues to develop successfully in many ar-
eas. These areas are primarily social science, which applies 
Niklas Luhmann’s sociological systems theory (Luhmann 
1995), and systems biology (see Dubitzky et al. 2013). 
 
3.0 Terminological confusion around the systems 

approach 
 
First of all, we note the vagueness and ambiguity of the con-
cept of SA in the scientific literature, which are manifested 
in the use of a number of synonymous terms that are similar 
in meaning and close in sound to it (Bertalanffy 1962; Blau-
berg and Yudin 2012; Sadovsky and Yudin 1969; Uyomov 
1978, 37). In addition to the terms “general systems the-
ory”, such terms are “systems theory”, “systems science”, 
“general systemology”, “systemology”, “systems-based ap-
proach”, “systems thinking approach”, “system-structural 
approach”, “systems research”, “systems analysis” and oth-
ers. How some of these terms relate to each other and what 
different researchers mean by them is described below. 
 
3.1 Relationships with general systems theory 

(systems theory) 
 
The terms “systems approach” and “general systems theory” 
(“systems theory”) were used interchangeably in Ber-
talanffy’s early work; however, later he began to separate 
them, meaning by the general theory of systems the unifica-
tion of a number of disciplines that jointly implement the 
methodological functions of SA (Sadovsky 1970, 441-2; 
Blauberg and Yudin 1973, 86). An understanding of gen-
eral systems theory, similar to the late Bertalanffy, is shared 
by Blauberg and Yudin (2012), who believe that the term 
denoting this concept, in comparison with the term “sys-
tems approach”, has a narrower, specific meaning, and also 
Uyomov (1978, 55), who asserts that general systems theory 
is a special form of application of SA. At the same time, 
Gleeson (2019) and Sadovsky and Yudin (1969) express the 
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point of view that the concept of “SA” has simply replaced 
the concept of “general systems theory”, which did not have 
a strictly defined meaning. In fact, an equal sign between SA 
and systems theory is also established by Stichweh (2011), 
who defines systems theory as “a science which has the com-
parative study of systems as its object”. 

Understanding the relationship between the terms “sys-
tems approach” and “general systems theory” is complicated 
by the fact that the latter can be used both in a broader and 
in a narrower sense of the word. For example, according to 
Bertalanffy (1962), in a broad sense, general systems theory 
means a fundamental science that encompasses the entire 
range of problems associated with the study and design of 
systems, while in a narrower sense it is an attempt to derive 
concepts characteristic of organized wholes and apply them 
to specific phenomena (Bertalanffy 1968, 91). Other re-
searchers suggest replacing the term “general systems the-
ory” in a broad sense with the term “general systemology” 
(Pouvreau 2013; Pouvreau and Drack 2007; Rousseau et al. 
2018). 

It should be noted that the terms “systems approach” 
and “systems theory” can also be used in the plural (see Bahg 
1990; Mele et al. 2010; Mokiy 2019; Olsson and Sjöstedt 
2004). For example, Mele et al. (2010) suggest that general 
systems theory is just one of several key systems approaches 
alongside cybernetics. However, Bertalanffy believes that 
cybernetics is a more special theory than general systems 
theory (Uyomov 1978, 56). 
 
3.2 Relationships with systemology 
 
Uyomov (1978, 55) defines systemology as a method of SA. 
At the same time, Fleishman (1982) understands this as a 
theory of complex systems or fundamental engineering sci-
ence. 
 
3.3 Relationships with systems science 
 
According to Bertalanffy (1962), general systems theory 
should be distinguished from systems science, which is the 
correlate of general systems theory in applied science. For his 
part, Troncale (2009) takes the opposite point of view, argu-
ing that general systems theory is one of the “specialties” of 
systems science. 
 
3.4 Relationships with systems research 
 
According to Ashby (1958), research should be considered 
systemic if it is based on SA. At the same time, Blauberg et 
al. (1984) understand systems research as “a rather vast and 
ultimately diverse spectrum of scientific and technical dis-
ciplines, research and design studies etc”. Also interesting is 
the point of view of Ackoff (1960), who believes that the 

subject of systems research is only behavioural systems that 
have behaviour and are controlled by people, as well as the 
point of view of Uyomov (1978, 45), who draws attention 
to the fact that the study of systems should not be confused 
with the study of objects as systems; for example, studies of 
the solar system and Mendeleev’s system of elements can be 
non-systemic, i.e., not based on SA. In addition, Uyomov 
(1978, 46) sees some ambiguity in the very combinations of 
words “systems research”, since, on the one hand, it can be 
understood as the study of an object as a system (and in this 
case it will be synonymous with the term “systems ap-
proach”), and on the other hand, as if the research itself were 
a system. 
 
3.5 Relationships with systems analysis 
 
According to Blauberg et al. (2010; 1984), SA provides a 
solid theoretical and methodological basis for systems anal-
ysis. Kazaryan (2004) and Mattessich (1982) take a slightly 
different point of view. So, the first of the authors believes 
that “systems analysis is a kind of SA that uses the methods 
of exact sciences to study objects of complex nature”, and 
the second one - that systems analysis, along with systems 
philosophy, empirical systems research, and systems engi-
neering - all together form SA. 

It should be added that you can also find synonymous 
use of such terms as “systems science”, “systems theory”, 
and “systems thinking” (see Arnold and Wade 2015; Check-
land 1999; Jackson 2003; László and László 2003; Midgley 
2003; Ramage and Shipp 2009; Troncale 1988). 
 
4.0 Definition and essence of the systems approach 
 
First of all, let us give the Bertalanffy’s definition of SA 
(1968, 33): “SA consists in considering all objects as sys-
tems”. It should be said that after Bertalanffy, this defini-
tion, in fact, did not undergo changes, only the following 
characteristic has been added to it: the direction (branch) of 
the methodology of scientific (or special-scientific) cogni-
tion and social practice that claims to be of general scientific 
significance, interdisciplinarity and overdisciplinarity 
(Blauberg et al. 1984; Blauberg et al. 2010; Blauberg and 
Yudin 2012; Chen 1975; Sadovsky and Yudin 1969; Uy-
omov 1978, 5). A less standard definition was proposed by 
Kazaryan (2004): SA is “the purposeful application of the 
concept of a system to solve a scientific problem”. 

A distinctive feature and, at the same time, the novelty of 
SA, according to Bertalanffy (1968, 5, 32-3, 102), is “a new 
viewpoint”, “a basic re-orientation in scientific thinking”, 
the formulation and derivation of those principles which 
are valid for “system” in general, irrespective of whether 
they are of physical, biological or sociological nature”. A 
similar opinion is expressed by Sadovsky and Yudin (1969), 
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who define SA as the development of a new system of prin-
ciples of scientific thinking and the formation of a new ap-
proach to the objects of research, and Yudin (1973), who 
calls SA “a tool for a new problem setting”. 

Some researchers (Blauberg and Yudin 2012; Rousseau 
2017c; Sadovsky and Yudin 1969; Yudin 1973) note that 
SA does not exist in a more or less systematic form or in the 
form of a single rigorous methodological concept. In their 
opinion, it is rather a new direction of research activity 
(Yudin 1973), which is applicable “not to all scientific 
knowledge, but only to certain types of scientific problems” 
(Blauberg and Yudin 1973, 98). In other words, it is more 
expedient to interpret the general systems theory not as a 
general theory, more or less related to some systems, but as a 
generalized concept of studying systems of a certain type 
(Sadovsky and Yudin 1969). 

Bertalanffy’s definition of SA implies that understand-
ing the essence of SA is impossible without understanding 
the essence of the system. 
 
5.0 Definition and essence of system 
 
The concept of “system” has been known since ancient 
times. Despite this, today there is no single, universal, com-
prehensive, formally agreed scientific definition of this key 
concept of SA (Adams et al. 2013; Drack 2009; Kazaryan 
2004, 277; Sadovsky and Yudin 1969). The reasons for this 
are seen in the extreme heterogeneity of systems and scien-
tific disciplines that study them (Blauberg 1973), the mul-
tiplicity of meanings and ambiguity of the concept of “sys-
tem”, its use in various contexts and wide distribution not 
only in science and philosophy, but also in everyday speech 
(Kazaryan 2004). The system can be traced literally in every-
thing (Uyomov 1978, 23-24), so it seems that “there is noth-
ing in the world that would not be a system” (Kazaryan 
2004). As a result, the term “system” has become so generic 
that it is almost meaningless (Chen 1975). A variety of 
things are called systems: organisms and machines 
(Stichweh 2011), natural objects, buildings, governments, 
military complexes, and concepts (Tien and Berg 2003, 23-
4, “Definition of system”); social institutions (Bunge 
1979a; Luhmann 1995; Parsons 1977); economic for-
mations (Chian 2007); engineering complexes (Magee and 
de Weck 2004); ecological communities and so on and so 
forth. 

According to Sadovsky and Yudin (1969), there is an “al-
most endless sea of shades” in the interpretation of system, 
since almost every researcher of systems problems relies on 
his own understanding and definition of this concept. Evi-
dence of this is contained, for example, in the work of Uy-
omov (1978, 103–21), who analyses more than forty exist-
ing definitions of system and, in conclusion, offers his own. 

In this review, we understand the system as a form of rep-
resentation of the subject of scientific knowledge (Agosh-
kova and Akhlibininsky 1998), a linguistic, cognitive con-
struct for understanding the complexity and organization 
of knowledge (Barton and Haslett 2007), and a theoretical 
tool for studying an object (Kazaryan 2004). We try to ana-
lyze the existing definitions of system. To simplify this anal-
ysis, we have divided the definitions of system into two 
types - descriptive and formal, which differ from each other 
in the content and definitions included in them. Obviously, 
these two types do not exhaust the entire variety of existing 
definitions of system; there are so-called mixed definitions 
that can be attributed to both the first and the second type 
of definitions. 

Before moving on to descriptive definitions, it is appro-
priate to recall that the term “system” comes from the Latin 
word systema, which, in turn, comes from the Greek 
σύστημα: whole made of several parts or members, compo-
sition. 
 
5.1 Descriptive definitions of system and their terms 
 
Descriptive definitions of system solve the problem of how 
to objectively distinguish the “system” from the “non-sys-
tem”, that is, how to recognize the system (Korikov and Pav-
lov 2007). There are many descriptive definitions of system, 
differing in their content and terminology. In order to gen-
eralize these definitions, the numerous synonymous terms 
included in them were divided according to their logical 
meaning into five conceptual-terminological groups. These 
groups unite synonymous terms denoting, in fact, the same 
or very close concepts. 
 
5.1.1 The Group I terms: “set”, “totality”, “complex”, 

“group” and others 
 
Group I includes the terms “set”, “totality”, “complex”, 
“group”, as well as less used “arrangement”, “conglomera-
tion”, “assemblage” and others. These terms can be comple-
mented by various characteristics, for example, “ordered 
set”, “finite set”, “meaningful arrangement”, “cohesive con-
glomeration”. Group I also includes the terms “whole”, “in-
tegrity” and “integral unit”. We singled them out separately, 
since they, having a double logical meaning, can be assigned 
to both group I and group II (see Section 5.1.4). 

Every set, totality, complex, etc. is far from a system, 
therefore the definitions of system contain other concepts 
that characterize the system, which are denoted by various 
terms. 
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5.1.2 The Group II terms: “elements”, “components”, 
“units”, “parts”, “subsystems” and others 

 
Group II includes terms denoting the concept of “the min-
imal systems units” (Spirkin 1990, 142), that is, those parts 
of the system that, due to the homogeneity of their proper-
ties within the framework of this system, are indivisible 
(Surmin 2003), thus representing the fission limit of the sys-
tem. These are the terms “elements”, “components”, 
“units”, “parts”, “subsystems”, as well as “objects” and 
“things”. To make these concepts more exact, the following 
characteristics are used: material, physical, natural or hu-
man-made, functional and others. Among the Group II 
terms used in the definitions of system, the most accurate 
and corresponding to the concept of “minimum systems 
units”, in our opinion, is the term “elements”, therefore we 
will use it below. The system elements can include real ob-
jects, mathematical variables, “hardware, software, humans, 
processes, conceptual ideas, or any combination of these” 
(Jackson et al. 2010). At the same time, it is known that the 
concept of Bertalanffy tended to view systems primarily as 
material formations (Agoshkova and Akhlibininsky 1998). 
We believe that the terms “components” and “subsystems” 
are much less successful, since they are often used to denote 
not only individual minimal components of a system, but 
also sets of these components (Ackoff 1971). 
 
5.1.3 The Group III terms: “interconnection”, 

“interdependence”, “interaction”, 
“relationship”, “structure” and their 
derivatives 

 
The elements of the system do not exist on their own; they 
are interconnected. To describe these links, the following 
terms are used: “interconnection”, “interdependence”, “in-
teraction”, “relationship”, as well as their derivatives. We 
also refer the term “structure” to Group III, since it indi-
cates not only a certain mutual arrangement of systems ele-
ments in space, but also the interconnection and relation-
ships between these elements (Kazaryan 2004; Sadovsky 
2010; Surmin 2003). 
 
5.1.4 The Group IV terms: “emergent property”, 

“emergence”, “integrability”, “integrity”, 
“integral unity”, “integrated totality”, “unified 
whole” and others 

 
The result of the interconnection and interconnection of 
systems elements is the appearance in the system of a quali-
tatively new, so-called emergent, or integrative property. 
This property is understood as a property of the system as a 
whole but not of any of its elements, or the fundamental ir-
reducibility of the properties of the system to the sum of the 

properties of its elements (and, conversely, the non-deriva-
bility of the properties of its elements from the properties 
of the system) (Surmin 2003; Jackson et al. 2010). A com-
mon example of an emergent property is the sweet taste of 
sucrose as a system whose elements are carbon, hydrogen 
and oxygen atoms that do not have this property. We also 
include the terms “emergence”, “integrity”, “integral 
unity”, “integrated totality”, “whole”, “unified whole”, “in-
tegral unity”, “integral property”, and “single entity” to 
group IV. 

Some researchers draw attention to the fact that the sys-
tem as an integrity should be distinguished from a simple set 
of elements that do not interact with each other, and if they 
are connected, then only mechanically. An example of such 
a simple set is, for example, a pile of sand formed by grains 
of sand. 
 
5.1.5 The Group V terms: “environment”, 

“boundaries”, “isolation” and their derivatives 
 
Another feature that defines the system is the presence of 
the environment of the system, everything that is outside 
the system and in one way or another affects it; at the same 
time, the system itself can affect the environment as well 
(Ackoff 1971; Hall and Fagen 1956; Kazaryan 2004). The 
mutual influence of the system and its environment is car-
ried out through the “inputs” and “outputs” of the system 
(Ashby 1958). Thus, it is obvious that the terms “environ-
ment”, “boundaries”, “isolation” of the system and their de-
rivatives are interrelated and characterize the same property 
of the system. Therefore, we refer all of them to Group V. 

It should be borne in mind that the boundaries of sys-
tems can be not only spatial, but also temporal. At the same 
time, the concept of “time”, according to Uyomov (1978, 
109), should not be introduced into the definition of sys-
tem, since there are systems that do not have temporal 
boundaries. 
 
5.1.6 Examples of descriptive definitions of system 
 
Descriptive definitions of system can also be divided into 
groups depending on which group terms they include. Ex-
amples of descriptive definitions that include terms of 
groups I-III are as follows. 

The system is: 
– an integral complex of interconnected elements 

(Blauberg et al. 2010); 
–  “a set of objects together with relationships between 

the objects and between their attributes” (Hall and 
Fagen 1956). 

Examples of descriptive definitions containing terms of 
groups I-IV. 

The system is: 
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–  “an assemblage of objects united by some form of in-
teraction or interdependence in such a manner as to 
form an entirety or whole” (Patten 1971, 44); 

–  “a regularly interacting or interdependent group of 
items forming a unified whole” (“Definition of sys-
tem”); 

–  “a set of elements that are interconnected and con-
nected with each other, forming a certain integrity or 
unity” (Sadovsky 2010). 

Examples of descriptive definitions of system containing 
the terms of groups I-V. 

The system is: 
–  “an integral whole internally organized on the basis 

of some principle, in which all elements are so closely 
interconnected that they form a single entity in rela-
tion to environment and to other systems” (Spirkin 
1990, 142); 

– a set of interconnected elements isolated from the en-
vironment and interacting with it as a whole (Pere-
gudov and Tarasenko 1989). 

An example of a descriptive definition of system, including 
the terms of Groups I, II and IV: the system is a whole com-
pounded of many parts (Schumm 1977, 4). An example of 
a descriptive definition of system, including the terms of 
Groups I and III-V: the system is “an entity, which is a co-
herent whole […] such that a boundary is perceived around 
it” (Mele et al. 2010). 
 
5.2 Formal definitions of system 
 
Formal definitions of system are usually formulated from a 
mathematical point of view and based on a set-theoretic lan-
guage (Sadovsky and Yudin 1969). They are usually used to 
solve practical problems (Kazaryan 2004, 277) and are typi-
cal for disciplines operating with abstract concepts and 
terms, for example, mathematics, logic, linguistics, econom-
ics and cybernetics. In formal definitions, the system is de-
scribed as an abstract (conceivable, ideal) object, which is a 
set or assembly of equations, rules, laws, processes, etc. or a 
set of variables with algebraic, topological, grammatical and 
other properties (Klir 1965), interconnected by relations 
and combined into one whole (Hall and Fagen 1956). 

In addition to the concepts of “equations”, “variables” 
and “properties”, formal definitions can also include the 
concepts of “purpose”, “function”, “functioning”, “ob-
server” and “time” that are not characteristic of descriptive 
definitions. The terms “aspirations”, “final outcome”, “fo-
cused useful outcome”, “motivation for activity”, “plan” 
can be used as synonyms for the term “purpose”. The sys-
tem function is understood as the property of the system in 
dynamics, leading the system to the achievement of the pur-
pose (Surmin 2003, 136). The system functioning is the 
manifestation of the system function in time while main-

taining its purpose and degree of complexity. The natural 
change of the system in time, in which its state, physical na-
ture, structure, behaviour and even the purpose can change, 
means the development and evolution of the system 
(Volkova and Denisov 2014). However, according to Blau-
berg and Yudin (1973), there is no clear boundary between 
functioning and development. The purpose and function 
of the system are determined by the observer (person, re-
searcher), who is considered as part of the system environ-
ment and can be explicitly or implicitly introduced into the 
definition of system (Ashby 1958; Klir 1965). The follow-
ing definitions are examples of formal definitions of system. 

The system is: 
– some part of the world, which at any moment in time 

can be described by assigning certain values to a cer-
tain set of variables (Rapoport 1966); 

– “a set of interconnected components of one nature or 
another, ordered by relations with clearly defined 
properties; this set is characterized by unity, which is 
expressed in the integral properties and functions of 
the set” (Tyukhtin 1972, 11); 

– “an integrated assembly of interacting elements, de-
signed to carry out cooperatively a predetermined 
function” (Gibson 1960); 

– reflection in in the human mind of the properties of 
objects and their relations when solving the problem 
of research and cognition (Chernyak 1975); 

– any set of variables that the observer selects from those 
available on the real “machine” (Ashby 1960, 16); 
“machine” in this case means everything - from tech-
nical gadgets to the human brain and natural material 
objects (Arnold 2014); 

– “a device, procedure, or scheme which behaves ac-
cording to some description, its function being to op-
erate on information and/or energy and/or matter in 
a time reference to yield information and/or energy 
and/or matter” (Ellis and Ludwig 1962a, 3). 

 
6.0 Hierarchy of systems 
 
All systems are hierarchically organized. In other words, our 
world is a system of systems or a system of systems of differ-
ent hierarchical levels (from the objectivist and constructiv-
ist points of view, respectively). The hierarchy of systems 
consists in the fact that each system is an element of a system 
of a higher hierarchical level (or a supra-system); at the same 
time, its elements are systems of a lower hierarchical level (or 
sub-systems) (Hall and Fagen 1956; Mesarovic et al. 1970; 
Sadovsky and Yudin 1969; Sadovsky 2010; Simon 1962; 
Whyte et al. 1969). Every system is in relation with their su-
pra-systems and sub-systems (Mele et al. 2010). According 
to Boulding (1956), one of the advantages of defining a hi-
erarchy of systems is that it gives us some insight into the 
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gaps in both theoretical and empirical knowledge. The ex-
amples of system hierarchies are the following chains or se-
quences: atoms – molecules – cells – complex organisms; 
cells – organisms – populations – ecosystems; protein crys-
tals – cells – metazoan organisms – social units; matter – life 
– mind – society (see Gnoli 2020; Kleineberg 2017). 
 
7.0 Systems in knowledge organization 
 
Systems lend themselves to be a structuring principle in 
knowledge organization systems (KOS). Hierarchies of sys-
tems, and emergence of some systems from others, can be 
expressed as series of integrative levels: these have indeed 
been taken as main classes in such KOSs as the Bliss Classi-
fication 2nd edition (BC2), the Broad System of Ordering 
(BSO), the Information Coding Classification (ICC) and 
the Integrative Levels Classification (ILC) (Kleineberg 
2017). 

The application of levels theory and of systems theory 
has been researched especially by members of the Classifica-
tion Research Group, while drafting a new general classifi-
cation based on phenomena, activities and properties in-
stead of disciplines (Austin 1969). The first main class of 
this system, A, was labelled “general systems”, and was fol-
lowed by classes of “matter”, “life” etc. The scheme in-
cluded operators connecting the system taken as the basic 
class with additional notation for activity, “second system of 
environment”, “passive subsystem”, “active subsystem” etc. 
(Classification Research Group 1969, 125). For example, 
G78 “planets” could be specified by operator (5) “passive 
subsystem” to give G78(5)D47 “mantles” (Classification 
Research Group 1969, 130). This way of building class-
marks reminds us of other synthetic KOSs of that time, 
such as Farradane's relational indexing or Gardin's Syntol, 
some of which were influenced by the recent theory of facet 
analysis. However, CRG authors importantly made an ex-
plicit reference to systems theory for developing KOSs (Jol-
ley 1968, Chapter 9; Foskett 1972; 1974; 1980). 

Although the project of a new general classification was 
not completed, it largely influenced Derek Austin's Pre-
served Context Index System (PRECIS) which was applied 
to generate subject headings in the British National Bibliog-
raphy (BNB) and other national bibliographic services 
(Austin 1974). Indeed, PRECIS headings consist in a “lead 
term” connected to a “qualifier” and a “display” by encoded 
operators much similar to the ones described above; such 
operators automatically control the visualization of the 
qualifier and display in a way appropriate to the specific lan-
guage of the system. This architecture implies a view of dif-
ferent natural languages as sharing a common deep struc-
ture related to general systems theory (Austin 1976), which 
was also inspired to contemporary research in linguistics 
(Fillmore 1968). 

It has later been observed that such linguistic theory of 
“deep cases” has much in common with that of facet analysis 
(Gnoli 2008). Indeed, the operators or categories of such 
faceted systems as PRECIS or ILC, as well as their preferred 
citation order, can be analysed in light of systems theory: 
Gnoli (2017) discusses the categories of ILC2 (9 Kind, 8 
Form, 7 Part, 6 Property, 5 Change, 4 Disorder, 3 Agent, 2 
Location, 1 Time) and groups them into the three elements 
of any system as modelled by Bunge (1979b), composition, 
structure and environment: “those concerning the system 
composition (9 to 7), followed by those concerning its struc-
ture (6 to 4) and those concerning its environment (3 to 1)”. 
 
8.0 Systems classification 
 
Systems classification, and the possibilities and methods of 
its development have been discussed for a long time (Kori-
kov and Pavlov 2007). On the one hand, it is obvious that 
without a single definition of system, it is impossible to de-
velop systems classification. On the other hand, it is be-
lieved that there is no need for unified systems classification 
at all since it is unproductive (Klir 1965). It is possible to 
distinguish between empirical (arbitrary), logical and com-
bined (hybrid) approaches to systems classification. The 
differentiating criteria of empirical classification are usually 
determined by the purposes and interests of the researcher 
(Kazaryan 2004; Klir 1965). At the same time, the principles 
of choosing the differentiating criteria and the completeness 
of empirical classification, according to Korikov and Pavlov 
(2007), are not even discussed. The logical approach tries to 
logically deduce differentiation criteria from the definition 
of the system. The combined approach is aimed at overcom-
ing the shortcomings of empirical and logical approaches 
(see Sagatovsky 1973). 

Below are examples of empirical classification of systems: 
– Open and closed (isolated) systems (differentiating crite-

ria: the nature of the interaction of the system with the 
environment). The concepts of “open” and “closed” sys-
tems were introduced by Bertalanffy (1968). Most sys-
tems are open systems that interact with the environ-
ment and with other systems (Jackson et al. 2010) and 
exchange matter, energy and information with them 
(Hall and Fagen 1956). Open systems include, for exam-
ple, living organisms (Bertalanffy 1968; Hall and Fagen 
1956) and social systems. Closed systems are systems that 
are considered to be isolated from their environment 
(Bertalanffy 1968), that is, systems, when examining 
which, it turns out that, on the one hand, one can ignore 
the influence of the environment on them, and on the 
other, one can ignore their influence on the environment 
(Kazaryan 2004). At the same time, there is an opinion 
that systems are never completely isolated from the envi-
ronment (Klir 1965). 
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– Simple and complex systems (differentiating criteria: 
complexity/simplicity of the system). Systems consisting 
of a small number of elements are called simple (Beer 
1965), complex systems are systems with a large number 
of elements, a complex organization, a variety of the na-
ture of the elements and the possible forms of their con-
nection, a variety of purposes, variability of composition 
and structure (Hooker 2011; Korikov and Pavlov 2007). 
Complex systems also include systems whose parameters 
and behaviour tend to change over time (Kazaryan 2004) 
and in which the elements themselves act as systems 
(Spirkin 1990, 142). 

– Natural and artificial (man-made) systems (differentiat-
ing criteria: origin of the system). Natural systems are the 
environment for human-made systems (Hall and Fagen 
1956). However, there are also systems that can be at-
tributed to both natural and artificial systems. Artificial-
natural systems are examples of such systems (Ackoff 
1960). 

– Physical (concrete) and abstract (conceptual, imagina-
ble) systems (differentiating criteria: materiality/immate-
riality of the system). If physical systems consist of mat-
ter, then abstract ones are a product of human thinking 
(Parsons 1979). All elements of abstract systems are con-
cepts (Ackoff 1971). There are also “physical-abstract” 
(mixed) systems. 

– Homogeneous and heterogeneous systems (differentiat-
ing criteria: homogeneity/heterogeneity of the system). 
Homogeneous systems are systems whose elements are 
interchangeable. An example of a homogeneous system 
is, for example, a population of organisms of a certain 
species. Accordingly, heterogeneous systems are com-
posed of non-interchangeable elements. 

– Discrete and continuous systems (differentiating crite-
ria: discreteness/continuity of the system). Discrete sys-
tems are understood as systems consisting of clearly de-
lineated (logically or physically) elements. However, such 
a division is considered rather arbitrary, since the same 
system can be discrete from one point of view and con-
tinuous from another. 

– Stable and unstable systems (differentiating criteria: sta-
bility/instability of the system). Systems that have some 
stable properties are called stable. The division of systems 
into stable and unstable is also rather arbitrary (Hall and 
Fagen 1956). 

– Adaptive (self-adaptive) and non-adaptive systems (dif-
ferentiating criteria: the ability/inability of the system to 
adapt to changes in the environment). Adaptive systems 
have the ability to adapt to changing conditions (Miller 
and Page 2007). Accordingly, non-adaptive ones do not 
have such abilities. 

– Deterministic and probabilistic (stochastic) systems (dif-
ferentiating criteria: predictability/unpredictability of 

the state of the system). If the behaviour of deterministic 
systems is completely predictable, then probabilistic sys-
tems are not, which allows us to speak only about the 
probability of a system transition to a certain state (Sa-
dovsky 2010). Examples of deterministic and probabilis-
tic systems are the computer and the brain, respectively 
(Beer 1965). 

– Behavioural and non-behavioural systems (differentiat-
ing criteria: presence/absence of system behaviour). Be-
havioural systems are systems that can be active, that is, 
they have behaviour (Ackoff 1960), and non-behav-
ioural systems are systems that are not active. 

– Dynamic (active) systems and static (passive) systems (dif-
ferentiating criteria: variability/invariability of system be-
haviour over time). Dynamic systems are systems whose 
state changes over time, while static systems are systems 
whose state is constant. An example of a dynamic system 
is a living organism, and a static system is a gas in a limited 
volume in a state of equilibrium (Sadovsky 2010). How-
ever, it is believed that in fact, static systems do not exist, 
since almost all elements of systems, as well as the connec-
tions between them, are subject to changes to one degree 
or another (Gaase-Rapoport 1973). 

– Developing (self-organizing systems) and non-develop-
ing systems (differentiating criteria: ability/inability of 
the system to develop). Systems that increase their differ-
entiation and heterogeneity over time are called develop-
ing (Bertalanffy 1962). In the process of functioning, 
such systems can change their structure (Sadovsky 
2010). Examples of developing systems are behavioural 
and social systems. The term self-organizing systems was 
introduced by Ashby (1962). 

– Stable and unstable systems (differentiating criteria: sta-
bility/instability of the system). Stable systems are sys-
tems that can return to their original state after they have 
been removed from this state. Systems that cannot do 
this are accordingly called unstable. 

– According to other differentiating criteria, systems are 
also divided into organismic (living) (Miller 1978) and 
non-organismic; organized and unorganized; learning 
and non-learning; cybernetic and non-cybernetic; gov-
erning and governed; technical (engineering), biological, 
economic and others (depending on the nature of the 
object considered as a system); mathematical, physical, 
chemical and others (depending on the scientific direc-
tion of system research); balanced (in equilibrium) and 
unbalanced; with and without feedback (some of the 
outputs of the feedback systems or the results of the be-
haviour of these systems act on the inputs again to trigger 
subsequent outputs) (Hall and Fagen 1956); purposeful 
and aimless (Ackoff and Emery 1972; Mesarovic 1964); 
self-regulating and non-self-regulating and others. 

 

https://doi.org/10.5771/0943-7444-2022-7-529 - am 24.01.2026, 10:29:52. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-2022-7-529
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


Knowl. Org. 49(2022)No.7 
A. A. Nikiforova. The Systems Approach 

537 

9.0 Criticism of the systems approach 
 
SA is systematically criticized (see Berlinski 1976; Blauberg 
et al. 1984; Churchman 1979; Hammond 2002; Rousseau 
2017a). It is criticized for the lack of a theoretical basis and 
connection with specific scientific disciplines (Anokhin 
1971); failure to formulate a uniform definition of system 
(Adams et al. 2013); the lack of progress in identifying and 
clarifying general systems principles (Dubrovsky 2004; 
Rousseau 2017a); unsuccessful attempts to create a gener-
ally accepted unified systems concept (Agoshkova and 
Akhlibininsky 1998); reducing all subjects to objects in the 
“holistic” system (Wilber 1996, 116). It is also believed that 
“systems thinking remains marginalized from mainstream 
science” (Barton and Haslett 2007). In addition, according 
to Yudin (1973), SA did not justify the hopes for solving the 
problem of integrating modern scientific knowledge and 
achieving the unity of science, therefore, according to 
Anokhin (1971), it should not claim the universality of his 
status. In this regard, Arnold (2014) notes that “explicit 
forms of systems theory today survive more as heuristic ap-
proaches to problems than as a full-blown research pro-
gram”. 

Separately, one should dwell on the criticism of the 
mathematization of SA (or the mathematical theory of sys-
tems), which manifests itself in the identification of systems 
with mathematical models and the transfer of attention 
from the specific (physical, biological, social) nature of sys-
tems to their mathematical structure (Kalman et al. 1969; 
Polderman and Willems 1998; Rapoport 1966; Wang 
2015). The mathematization of SA is associated with the 
names of scientists such as Norbert Wiener, Ross D. Ashby, 
Mesarovic (1967), Ellis and Ludwig (1962b), O. Lange 
(1968). At the same time, its most prominent critic, accord-
ing to Agoshkova and Akhlibininsky (1998), is Edmund 
Husserl, who believed that the absolutization of the mathe-
matical form of knowledge leads to a fragmentary examina-
tion of phenomena and a dead-end direction in the develop-
ment of science. Agoshkova and Akhlibininsky (1998) 
themselves adhere to the same point of view and emphasize 
that the mathematization of SA leads to such a division of 
the object into separate groups of properties, when the ob-
ject as a whole disappears from the field of view of science. 
Moreover, according to Rapoport (1966), some systems, 
such as the brain, defy mathematical description at all. 

The criticism of SA is largely related to the lack of pro-
gress in solving problems associated with the difficulties of 
drawing the line between its theory and the methodological 
field of its application (Sadovsky and Yudin 1969); various 
ways and forms of solving systems problems in different ar-
eas of knowledge (Kazaryan 2004; Sadovsky and Yudin 
1969); the multiplicity of descriptions of systems (Sadovsky 
2010); the variety of types of object relationships (Blauberg 

et al. 2010); the identification of the concepts of the system 
and the object and the misunderstanding of SA as an ordi-
nary complex study (that is, a simple summation of data 
from different sciences) (Kazaryan 2004); the violation of 
the boundaries of application of SA, when its conceptual 
and methodological limitations are not taken into account; 
equation the organic system with social system (Unit-4 Sys-
tems Approach 2017). 

Criticism of SA does not negate its importance, as this is 
discussed in the next Section. 
 
10.0 Significance of the systems approach 
 
From our point of view, Kazaryan (2004) spoke most suc-
cinctly and at the same time unambiguously about the im-
portance of SA, expressing the opinion that before the 
emergence of SA “no one knew what follows from the fact 
that something is a system”. However, more important is 
the fact that before the emergence of SA, the strategy of sci-
entific research mainly consisted of analysis, while science 
aimed mainly to find the simple in complex systems, isolate 
and determine the elements in them, and then study the 
properties of these elements (Ashby 1958). SA orients the 
study “towards disclosing the integrity of an object and the 
mechanisms that ensure it, towards identifying various 
types of connections of a complex object and bringing them 
into a single theoretical picture” (Blauberg and Yudin 
2012), that is, first of all, towards synthesis, not analysis and 
such a synthesis that does not complete the analysis, but acts 
as the initial principle of research (Rapoport and Ashby, 
quoted in Blauberg et al. 1969). By focusing on synthesis, 
SA serves as a means of overcoming knowledge fragmenta-
tion and helps to find new ways to solve scientific and prac-
tical problems (Jackson et al. 2010; Mobus and Kalton 
2014; Skyttner 2006). Yudin (1973) takes a similar point of 
view, pointing out that “often even an old, seemingly dead-
end problem can be solved if it is subjected to a systemic 
consideration”. 

The orientation of SA towards synthesis determines its 
interdisciplinary significance (Ackoff 1960; Adams 2012; 
2014; Bertalanffy 1962; Mansfield 1982; Mobus and Kal-
ton 2014; Solntsev 1981). Mansfield (1982) puts it this way: 
“systems methodology provides a common language among 
disciplines, with a standardization of terms and methods 
that facilitates communication and transfer of research 
findings across disciplinary boundaries”. At the same time, 
Adams (2012) believes that systems theory can be applied 
“as a lens when viewing multidisciplinary systems and their 
related problems”, since it is the basis for understanding 
them. A figurative illustration of the importance of SA is 
the story of the blind who could not describe the elephant, 
due to the fact that each of them touched only one part of 
the elephant’s body (see Churchman 1968). 
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Barton and Haslett (2007) provide a generalized assess-
ment of systems thinking, highlighting its central role in 
mainstream science. Arnold (2014) details this assessment 
by pointing to varied and multifaceted impact of systems 
theory on chaos and complexity theory, constructivist epis-
temology, artificial intelligence, robotics, digital culture in 
general, and the ecology movement. At the same time, it is 
believed that the importance of SA will only increase in the 
future (Olsson and Sjöstedt 2004), as systems science seems 
still to be in a formative stage (Warfield 2003) and “a scien-
tific understanding of systemness is still nascent” (Rousseau 
2017b). Based on a fairly large experience in the application 
of SA in soil science and landscape sciences (Nikiforova 
2019; Nikiforova et al. 2019; Nikiforova et al. 2020), we 
cannot but agree with this. First of all, SA should play a de-
cisive role in solving such an ambitious task as the global 
(overarching) integration of attributive and coordinate data 
on all elements of natural landscapes: soil-forming rocks, 
natural waters, atmospheric air, organisms and soils, as well 
as the properties of these elements and the patterns of their 
geographical distribution and changes in time. This is due 
to the fact that SA allows one to define soils and landscapes 
as systems objects, on the basis of which a soil-landscape 
classification system - the fundamental basis for the global 
integration of soil and landscape information - can be cre-
ated. 
 
11.0 Conclusion 
 
All of the above allows us to conclude that at present SA is 
only at the initial stage of its development. This is evi-
denced, for example, by the fact that so far, no unambiguous 
answers have been received to such fundamental questions 
as: is it possible to formulate a uniform definition of system 
and create a single classification of systems? what are the 
limits of applying SA? what are the reasons for cases of its 
failure? There is no doubt that the answers to these ques-
tions will revive interest and confidence in SA and justify 
many of the hopes that were originally placed on it. It is also 
obvious that in the future it is necessary to use SA in the de-
velopment of hierarchical classification systems of system 
objects, the basis for integrating information on these ob-
jects. The result of this may be, if not a complete elimination 
of the existing gaps in our knowledge, then at least their sig-
nificant reduction. 
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