Autocrash und Kernkraft-GAU.

Zum Umgang mit technischen Risiken

WOLFGANG KONIG

Ein epochaler Wandel der Menschheits-
geschichte: Von natiirlichen Gefahren zu
technischen Risiken

Das Konzept des »technischen Risikos«' ist geeignet, einen epochalen
menschheitsgeschichtlichen Umbruch zu konstatieren. Uber Jahrtausen-
de waren die Menschen vor allem durch die Natur geféhrdet: durch Erd-
beben, Uberschwemmungen, Missernten, Seuchen und vieles andere
mehr. Etwa seit dem 19. Jahrhundert werden sie vor allem durch die
Technik bedroht: durch den Verkehr oder Industrieanlagen wie Chemie-
fabriken und spiter Kernkraftwerke. Dabei diirfte es sich um objektive
Gefihrdungen handeln, die durch die quantitative Entwicklung der per-
sonellen und materiellen Schiiden zu belegen wiren.? Dariiber hinaus
entspricht die Verschiebung der Risiko- und Schadenslage dem subjek-
tiven Befinden. Technische Risiken werden als gravierender wahrge-
nommen als naturale.

Allerdings ist die schon immer problematische Trennung zwischen
naturalen und technischen Risiken heute noch schwieriger geworden.
Das beste Beispiel stellt das Klima und der erwartete Klimawandel dar.

1 Weiterfithrende Zugénge zur Debatte um technisches Risiko bieten: Ban-
se: Risiko — Technik — Technisches Handeln; Banse: Risikoforschung zwi-
schen Disziplinaritit und Interdisziplinaritét; Banse/Bechmann: Interdiszi-
plinaritére Risikoforschung.

2 Allerdings steht eine solche Universalstatistik nicht zur Verfiigung. Au-
Berdem ist bereits in fritheren Zeiten die Grenze zwischen naturalen und
technischen Schiden nicht prézise zu ziehen.

207

hitps//dol.org/10.14361/9763839412299-009 - am 14.02.2026, 14:15:43. https://www.inllbra.com/de/agb - Open Access -


https://doi.org/10.14361/9783839412299-009
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

WOLFGANG KONIG

Beim Klima — dies weill man jedenfalls — handelt es sich um einen Hyb-
riden, der sich aus natiirlichen, aber auch aus immer relevanter werden-
den kulturellen Faktoren zusammensetzt. Klima ist also teilweise Natur,
teilweise Artefakt. Verschiedene Philosophen sprechen denn auch von
einer »zweiten Natur¢, welche an die Stelle der »ersten«< getreten ist.

Die menschheitsgeschichtliche Verschiebung von einer Gefihrdung
durch die Natur zu einer Gefidhrdung durch die Technik stellt eine para-
doxe Situation dar. Die Entwicklung der Technik erfolgt mit unterschied-
lichen Zielsetzungen: Technik dient der Arbeitserleichterung, dem Kom-
fort, der Unterhaltung, aber auch dem Aufbau und der Bewahrung politi-
scher und 6konomischer Macht. Technik dient aber auch dem Schutz
vor der Natur: Feste Unterkiinfte schiitzen vor den Unbilden der Witte-
rung, Damme und Deiche vor Uberschwemmungen, Verkehrswege vor
Mangellagen usw. Die paradoxe Situation besteht darin, dass die zum
Schutz der Menschen geschaffene Technik zur Bedrohung der Men-
schen geworden ist. Die Paradoxie wurzelt in der durch Technik kolos-
sal gewachsenen Handlungsmacht der Menschheit — welche sich teilwei-
se gegen sie selbst kehrt.

Was bedeutet dies nun fiir die Begriffe »Sicherheit< und >Risiko<? Die
meisten Wissenschaftler sind der Auffassung, dass das Leben bis zur Ge-
genwart immer sicherer geworden ist. Eine tiberzeugende Begriindung
verweist auf die andauernde Zunahme der mittleren Lebenserwartung.
Die Lebenserwartung wird dabei als universelles Mall der Auswirkun-
gen der zivilisatorischen Entwicklung auf das menschliche Dasein ge-
nommen. Demgegeniiber ist es verwunderlich, dass manche Wissen-
schaftler nach dem Vorbild von Ulrich Beck unsere Gegenwart als »Ri-
sikogesellschaft« kennzeichnen.> Gemeint ist damit, dass — gewisserma-
Ben parallel zu den zunehmenden faktischen Sicherheiten des Lebens —
auch die Gefahrdungspotenziale und die Ungewissheiten wachsen.

Das iiberzeugendste Beispiel fiir zugenommene Gefahrdungspoten-
ziale ist das nukleare Waffenarsenal, aus dem der Topos abgeleitet wur-
de, dass die Menschheit zum ersten Mal in der Geschichte in der Lage
sei, sich selbst — oder zumindest die Mdglichkeit eines menschenwiirdigen
Lebens — zu vernichten. Der grassierende Gewissheitsschwund hiangt mit
einer allgemeinen gesellschaftlichen Dynamisierung zusammen. In der
ferneren Vergangenheit konnte man relativ sicher sein, dass es morgen

3 Beck: Risikogesellschaft, thematisierte damals hauptsichlich das »Wald-
sterben« und Vergiftungen durch industriell hergestellte Lebensmittel als
wichtigste (technische) Risiken, was heute wie eine skurille Verirrung
wirkt. Fir die Weiterentwicklung des Konzepts vgl. Bonfl: Vom Risiko;
Beck: Weltrisikogesellschaft.
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so dhnlich wie heute sein wiirde. In der Gegenwart — die Banken- und
Wirtschaftskrise hat dies noch zugespitzt — ist die Wahrscheinlichkeit
groB3, dass es morgen anders sein wird als heute. Nur wissen wir nicht, in
welcher Hinsicht.

Gefahrdungswachstum und Gewissheitsschwund schlagen sich in
veranderten Konnotationen und Semantiken von >Risiko« nieder. Frither
bedeutete >Risiko« sowohl die Chance eines Gewinns wie die Gefahr ei-
nes Verlusts. Heute wird >Risiko< dagegen vor allem als Verlust inter-
pretiert, wie das gebrduchliche Begriffspaar »Chancen und Risikenc« illu-
striert. Fiir die skizzierten Verschiebungen werden ganz unterschiedliche
Erklarungen angeboten. Der Soziologe Ulrich Beck sieht darin das Ergeb-
nis eines objektiven Anstiegs des Risikoniveaus.* Der Medienwissen-
schaftler Norbert Bolz wittert dahinter eine »Angstindustrie« der »Pa-
nikmacher« in den Medien, welche den »Katastrophenkonsum« der Of-
fentlichkeit bedienten.’ Der Philosoph Hermann Liibbe vermutet eine um-
gekehrt proportionale Beziehung: »Das Sicherheitsverlangen wiéchst mit
der Hohe des erreichten technischen und sozialen Sicherheitsniveaus.«®

Zu welcher Erkldrung man auch immer tendieren mag. Jedenfalls hat
sich die Einstellung zum technischen Risiko im Laufe des letzten Jahr-
hunderts dramatisch gewandelt: von der Hybris der Sicherheit zum Be-
wusstsein des Risikos — und zwar sowohl in der allgemeinen Offentlich-
keit wie bei den technischen Experten. Um die Jahrhundertwende wischte
der Professor fiir Bauingenieurwesen und bekannteste deutsche Stau-
dammbauer, Otto Intze, gegen seine Bauplidne vorgetragene Befiirchtun-
gen vor dem PreuBischen Landtag vom Tisch, indem er seine Vorhaben
als »absolut sicher« bezeichnete.” Die Konstrukteure der seit Mitte des
19. Jahrhunderts gebauten grofen Eisenschiffe beruhigten die Offent-
lichkeit damit, dass diese »unsinkbar« seien. Der Untergang der »Tita-
nic« 1912 erwies die Hybris solcher Aussagen. Auf die Zeitgenossen
wirkte das Ungliick wie ein Schock. Die » Titanic«, das groBte Schiff der
damaligen Zeit, befand sich auf ihrer Jungfernfahrt; und mit den 1500
Toten diirfte es sich um die groBte Katastrophe der Schifffahrtsgeschich-
te gehandelt haben. Der Untergang énderte jedoch nichts daran, dass das
darauffolgende Jahr 1913 zum Rekordjahr der nordatlantischen Passa-
gierschifffahrt wurde.

Heute lieBe das gestiegene Risikobewusstsein Aussagen absoluter
Sicherheit schwerlich mehr zu. Technische Experten pflegen Sicher-

4 Vgl Beck: Risikogesellschaft.

5 Ich beziehe mich hierbei auf eine Reihe von Artikeln und Interviews, die
iiber das Internet zu erschliefen sind.

6 Liibbe: Risiko und Lebensbewiltigung, S. 22.

7 Konig: Der Ingenieur als Politiker, S. 42.
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heitsaussagen mit Relativierungen zu versehen, wie »nach menschlichem
Ermessen«, »nach dem Stand von Wissenschaft und Technik« oder
durch Verweis auf das verbleibende »Restrisiko«. Der Begriff des
»Restrisikos« hat in dem Kalkar-Urteil des Bundesverfassungsgerichts
von 1978 hochstrichterliche Weihen erhalten. Die Verfassungsrichter
wiesen damit die Klage gegen den Bau des Schnellen Briiters ab. Ihr
Argument lautete, dass es absolute Sicherheit in der Technik nicht geben
konne, ein — genauer zu bestimmendes — »Restrisiko« miisse gegebenen-
falls hingenommen werden.

Verkompliziert wird der Umgang mit technischen Risiken dadurch, dass
nicht nur technisches Handeln, sondern auch technisches Unterlassen
Risiken beinhalten.® Der Verzicht auf den Bau einer Briicke beseitigt
zwar das Risiko eines Einsturzes, kann aber bei der Benutzung von Fah-
ren zu weit schlimmeren Unféllen fithren. Ein amerikanischer Sicher-
heitsforscher hat daraus die paradoxe Aussage abgeleitet: »No risk is the
highest risk at all.«’ Kein Risiko eingehen zu wollen, kann gerade be-
sonders risikoreich sein. Hinter diesem Diktum steht, dass Technik in al-
ler Regel gleichermaflen Sicherheit wie Risiko vermittelt.

Typen technischen Versagens

Heuristischen Wert besitzt die Unterscheidung zwischen menschlichem,
organisatorischem und technischem Versagen. Allerdings sind dabei zwei
Einschrankungen zu machen. In einem strengen Sinn handelt es sich bei
jedwedem technischen Versagen gleichzeitig auch um menschliches und
organisatorisches Versagen, weil Technik vom vergesellschafteten Men-
schen gemacht ist. »Technisches Versagen< bezieht sich also auf das
Versagen der Technik in einer bestimmten Situation und klammert aus
der Betrachtung aus, dass dem Schaden moglicherweise frithere Fehler
bei der Konstruktion oder Produktion der Technik zugrunde lagen. Die
zweite Einschrankung betont, dass Unfélle hdufig aus der Kumulation
mehrerer Fehlerquellen entstehen. Bei »menschlichems, >organisatori-
schem« und >technischem Versagen«< handelt es sich also um Idealtypen
(im Sinne Max Webers), welche in reiner Form {iblicherweise nicht vor-
kommen, aber hilfreich fiir die Ursachenanalyse sind.

8 Deswegen bietet auch Hans Jonas’ »Heuristik der Furcht« keinen Ausweg
aus dem Risikodilemma (Jonas: Das Prinzip Verantwortung).
9 Wildavsky: No Risk ist he Highest Risk of All.
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Zur Illustration jeweils ein Beispiel — zundchst zum menschlichen Ver-
sagen: Der grofite Unfall der deutschen Eisenbahngeschichte fand am
22. Dezember 1939 im kleinen Bahnhof Genthin zwischen Berlin und
Hannover statt.'® Ein Zug fuhr mit hoher Geschwindigkeit auf einen an-
deren haltenden auf, 186 Menschen starben, es gab 106 Verletzte. Der
Lokfiihrer wurde zu drei Jahren Geféngnis verurteilt, weil er zwei Halte-
signale iiberfahren hatte: ein fest installiertes sowie eine Handsignallam-
pe bei der Bahnhofseinfahrt, welche wiederum den anderen verspiteten
Zug zum auferplanméBigen Halt gebracht hatte.

Die menschliche Schuld scheint eindeutig, bedarf aber der systemi-
schen Erginzung. Aufgrund des Transports von Waffen und Munition
von der Ost- zur Westfront in der Anfangszeit des Zweiten Weltkriegs
stand fiir den Weihnachtsverkehr nur wenig rollendes Material zur Ver-
fligung, so dass die Ziige tiberfiillt und vielfach verspitet waren. Der
Ungliickszug wurde eingesetzt, obwohl die Magnete ausgebaut waren,
die beim Uberfahren eines Stoppsignals die automatische Bremsung hiit-
ten ausldsen sollen. Und schlieBlich herrschte schlechte Sicht durch Re-
gen, Nebel und Qualm, sodass man sich fragen kann, ob der Lokfiihrer
nicht tiberfordert war.

Abb. 1: Eisenbahnungliick Genthin 1939.
Quelle: Kreutzmann, John: Genthin, wie es friiher war (2002).

Den Untergang der »Titanic« 1912 und die hohen Opferzahlen interpre-
tiere ich in erster Linie als Folge organisatorischen Versagens. Dabei ist
es nicht einfach, zu einem abwidgenden Urteil zu gelangen, weil die
Schiffskatastrophe von Legenden iiberwuchert ist. Von zentraler Bedeu-
tung ist, dass niemand wegen des Ungliicks juristisch belangt wurde und
zwei grofle Untersuchungskommissionen zum Ergebnis kamen, dass alle
damals geltenden Regeln eingehalten wurden. Die entscheidende organi-
satorische Schwiche bestand darin, dass der Funker, ein Angestellter des
Kommunikationsdienstleisters Marconi, in die Befehlshierarchie an

10 Preuss: Den falschen Zug gestoppt.
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Bord unzureichend eingebunden war. Dies war ein Grund dafiir, dass
nicht alle empfangenen Eiswarnungen an die Briicke des Schiffes wei-
tergegeben wurden und der Kapitin die Gefahr unterschitzte. Nach der
Kollision wurden die Notsignale vom néchst gelegenen Schiff nicht
empfangen, weil die Funkkabine nicht besetzt war. Nach dem Ungliick
kam es denn auch zu Verdnderungen der Regeln fiir den Funkbetrieb auf
Hoher See — mit dem Ziel, so etwas in Zukunft zu verhindern.

Abb. 2: Untergang der Titanic 1912. Gemdilde von Willy Stower

Beim Komplex des technischen Versagens gibt es Fille, bei denen im
Vorfeld des Unfalls technische Fehler gemacht wurden. In anderen Fil-
len versagen technische Bauteile entgegen der statistischen Wahrschein-
lichkeit, dies fillt unter das bereits erwdhnte »Restrisiko<. Und schlief3-
lich kommt es besonders bei Innovationen wegen der grundsétzlichen
Begrenztheit menschlichen Wissens immer wieder zu unliebsamen
Uberraschungen und Schadensfillen.

Zu diesem dritten Fall gehoren die Abstiirze von Maschinen beim
Ubergang zum Passagier-Diisenflugzeug in den friithen 1950er Jahren.
Am schnellsten — aus der Ex-post-Perspektive gesagt: zu schnell —
brachte der britische Flugzeugbauer de Havilland mit seiner »Comet«
eine Diisenmaschine auf den Markt. Der erste Flug eines Prototyps fand
1949 statt, 1952 wurde der Linienverkehr aufgenommen. In den beiden
folgenden Jahren stiirzten vier Maschinen aus grofler Hohe ab, wobei ins-
gesamt 110 Menschen ums Leben kamen. Die Ingenieure standen vor
einem Rétsel und erst langwierige und aufwendige Untersuchungen
filhrten zur Erkenntnis der Umfallursachen. Wegen ihrer hohen Ge-
schwindigkeit flog die »Comet« tiber 9.000 m hoch, wofiir man eine
neuartige Druckkabine benétigte. Und diese Druckkabine, das Material
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und die Fensterkonstruktion, war den neuen Wechselbeanspruchungen
aufgrund des unterschiedlichen AuBendrucks nicht gewachsen.

Abb. 3: Rekonstruktion der Comet aus den Triimmerteilen.
Quelle: Stewart, Stanley: Air Desasters (2002).

Vom »Aus Schaden wird man klug«
zur probabilistischen Sicherheitsforschung

Der Fall »Comet« zeigt, dass das Verhalten neuer Technik nur begrenzt
zu antizipieren ist. Bei technischen Innovationen lernt man immer aus
Schadensfillen. Dies wird tiblicherweise gesellschaftlich akzeptiert, wenn
die Schiden, insbesondere die Personenschidden, nicht zu hoch sind.
Letzten Endes galt dies auch bei der Nutzung der Kernkraft."' Die Be-
sonderheit bestand zunichst darin, dass das amerikanische Manhattan-
Projekt zum Bau einer Atombombe, in dessen Rahmen die ersten Reak-
toren zum Erbriiten von Plutonium gebaut wurden, strikter Geheimhal-
tung unterlag. Auflerdem war man wihrend des Krieges bereit, grofere
Risiken auf sich zu nehmen, als in Friedenszeiten. Dessen ungeachtet
waren sich die Physiker und Ingenieure des hohen Risikopotenzials na-
tiirlich bewusst — schliefflich baute man an einer Bombe, von der man
eine gewaltige Wirkung erwartete.

11 Carlisle: Probabilistic Risk Assessment in Nuclear Reactors; Perin: Shoul-
dering Risk.
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Die Atombomben- und Kernkraftentwickler stellten umfangreiche
sogenannte deterministische Sicherheitsiiberlegungen an. Das heifit, sie
dachten tiber die moglichen Folgen technischer Fehler nach und suchten
die Wahrscheinlichkeit des Auftretens solcher Fehler zu reduzieren. Sie
versuchten also Abldufe zu antizipieren, berechneten aber keine Wahr-
scheinlichkeiten. Dies dnderte sich aus verschiedenen Griinden in den
1960er Jahren. Jetzt waren Reaktoren in der Planung und im Bau, die ein
viel hoheres Energie- und damit auch Risikopotenzial besalen. Auf-
grund der groBeren Komplexitit der Kernkraftwerke stieB der kompo-
nentenorientierte Determinismus an seine Grenzen.'? Stattdessen strebte
man Aussagen iiber das Verhalten, d.h. die Sicherheit, des Gesamtsys-
tems an. SchlieBlich standen jetzt auch mathematische Modelle iiber das
Verhalten komplexer technischer Systeme zur Verfiigung — und schnelle
Rechner, welche die Modelle rechenbar machten. Das Ergebnis bestand
in neuartigen probabilistischen Sicherheitsanalysen.

Den grofiten Bekanntheitsgrad unter den die Kernkraft behandelnden
probabilistischen Sicherheitsanalysen errang der zwischen 1972 und 1975
in den USA erstellte Rasmussen-Report. Am Ende aufwendiger kom-
plexer Berechnungen standen Aussagen iiber die Wahrscheinlichkeit
von Schadensereignissen wie einer Kernschmelze oder der Sprengung des
Sicherheitsbehélters. Zudem unternahm der Rasmussen-Report quan-
titative Sicherheitsvergleiche zwischen der Kernkraft und anderen natiir-
lichen und technischen Schadensquellen. Dabei gelangte er z.B. zu der
Aussage, dass das Risiko, durch einen kerntechnischen Unfall ums Leben
zu kommen, in etwa so groB} sei wie durch einen Meteoriteneinschlag,
aber um ein Vielfaches kleiner als im Stra3enverkehr. Einerseits wollten
die Verfasser der Offentlichkeit das Kernkraftrisiko durch solche Ver-
gleiche moglichst anschaulich vermitteln. Und andererseits stand dahinter
die Vorstellung gesellschaftlicher Risiko-Akzeptanz-Niveaus: Eine Ge-
sellschaft, welche in der Vergangenheit relativ groBe Risiken auf sich
genommen habe, konne und werde nicht gegen kleinere Risiken aufbe-
gehren.

Die Diskussion iiber den Rasmussen-Report fiel in die Zeit der sich
formierenden Anti-Atomkraft-Bewegung. Es kann nicht verwundern,
dass die Atomkraftgegner die Ergebnisse des Reports der Parteilichkeit
und Manipulation zeihen. Spitere Uberpriifungen kamen demgegeniiber
zu dem Ergebnis, dass die Autoren tatséchlich nach bestem Wissen und
Gewissen gearbeitet hatten. Teilweise seien die Ergebnisse sogar zu pes-
simistisch gewesen, weil die Geschwindigkeit sicherheitstechnischer
Verbesserungen unterschétzt wurde.

12 Vgl. Perrow: Normale Katastrophen.

214

hitps//dol.org/10.14361/9763839412299-009 - am 14.02.2026, 14:15:43. https://www.inllbra.com/de/agb - Open Access -


https://doi.org/10.14361/9783839412299-009
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

AUTOCRASH UND KERNKRAFT-GAU

Allerdings ldsst sich gegen den Rasmussen-Report und gegen die
probabilistischen Sicherheitsanalysen viel grundsitzlichere Kritik ins
Feld fiihren:"® Bei Kernkraftwerken handelt es sich um Anlagen von ext-
rem grofer Komplexitit, {iber welche wenig empirische Schadensdaten
vorliegen. Erforderlich sind deswegen umfangreiche Auswahlentschei-
dungen, was man in die Analyse einbezieht und was nicht, und zahlrei-
che Annahmen {iber das Verhalten der Komponenten und Systeme. Ins-
gesamt gelangt man damit zu hoch hypothetischen Aussagen, wihrend
die errechneten quantitativen Werte Exaktheit suggerieren.

Ein weiteres Problem besteht darin, dass sich menschliche Faktoren
nur schwer in probabilistische Sicherheitsanalysen integrieren lassen. Dies
gilt einerseits fiir die Schadensursachen. So sah bei der Reaktorkatastro-
phe von Tschernobyl 1986 niemand das Verhalten des Bedienungsper-
sonals vorher. Das gleiche gilt aber auch fiir die Schadensfolgen: Psy-
chische Schéden werden tiblicherweise ausgeklammert.

Die probabilistischen Sicherheitsanalysen arbeiteten mit einem Risiko-
begriff, der sich in der Versicherungsmathematik bewihrt hatte.'* In
dessen Zentrum steht die »Risikoformel«: R (Risiko) = S (Schadensum-
fang bzw. Schadenspotenzial) x H (Eintrittshdufigkeit bzw. Eintritts-
wahrscheinlichkeit). Wenn geniigend empirische Schadensfille vorliegen,
hilft dies den Versicherungen, das Risiko zu bestimmen und die Pramie
festzulegen. Es soll hier nicht weiter vertieft werden, dass dies in der
Kernkraft gerade nicht der Fall ist. Dariiber hinaus gehen in eine solche
»Risikoformel« gravierende Wertentscheidungen ein, z.B. wenn die
Schéden zu einer gemeinsamen GrofBe, wie der Opferzahl oder den fi-
nanziellen Verlust, zusammengefasst werden. Theoretisch schwierig
wird es zudem, wenn — wie bei der Kernkraft — der Schadensumfang
sehr grof3, die Eintrittswahrscheinlichkeit dagegen sehr klein ist. In der
Literatur wird dies unter dem Stichwort des >Null-Unendlichkeits-
Dilemmas< thematisiert.

Nicht nur die Bestimmung des hypothetischen, sondern auch die des
faktischen Schadens kann unldsbare Schwierigkeiten bereiten. So kamen
bei der Reaktorkatastrophe von Tschernobyl 1986 unmittelbar mehr als
50 Menschen ums Leben. Die Schétzungen zu den spiteren Krebstoten
bewegen sich zwischen wenigen tausend und hunderttausend. Die enor-
me Differenz entsteht — die Parteilichkeit vieler Schitzer einmal ausge-
klammert — aus dem Problem der Zurechnung der auftretenden Krebsfil-
le. Fundierte Schétzungen wiirden eine gute Krebsstatistik voraussetzen,

13 Vgl. Perrow: Normale Katastrophen.
14 Vgl. Bonf: Vom Risiko, S. 275ff.
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welche es in der Ukraine weder gegeben hat noch gibt. Ahnliche
Schwierigkeiten treten bei der Folgenabschitzung der grofiten Chemie-
katastrophe der Geschichte im indischen Bhopal 1984 auf. Hier bewegen
sich die Schitzungen zur Zahl der beim Entweichen einer Zyanverbin-
dung ums Leben gekommenen Menschen zwischen etwa 3.000 und
8.000." Man weiB nicht, wie viele Menschen in den betroffenen Vier-
teln iiberhaupt gelebt haben, und ein Teil der Toten wurde ohne Zdhlung
in Massengribern verscharrt.

Risikobereitschaft und Risikoakzeptanz
Zwischen der Risikobereitschaft und Risikoakzeptanz sowie dem — auf

welche Weise auch immer ermittelten — »objektiven« Risiko besteht ei-
ne betrichtliche Differenz.'®

HOCH NIEDRIG
hohe Eintrittswahrscheinlichkeit hohes Schadenspotenzial
Freiwilligkeit Unfreiwilligkeit
Kontrollierbarkeit Kontrollverlust
eigene Betroffenheit Betroffenheit Dritter
gerechte Risikoverteilung ungerechte Risikoverteilung
in der Gruppe allein
bei Bekanntem bei Unbekanntem
sinnliche Wahrnehmung keine sinnliche Wahrnehmung
spaterer Schadenseintritt sofortiger Schadenseintritt
unspektakuldre Risiken spektakulédre Risiken

Tabelle: Risikobereitschaft und Risikoakzeptanz (Entwurf Konig)

Die Diskussion um die Kernkraft hat gezeigt, dass die Menschen das
Schadenspotenzial grofitechnischer Anlagen hoher gewichten als die
Eintrittswahrscheinlichkeit. Bei freiwilligem Handeln, so beim Autofah-
ren oder beim Rauchen, ist die Risikobereitschaft ungleich hoher, als
wenn Risiken von dritter Seite auferlegt werden. In analoger Weise wer-
den tatsdchlich oder vermeintlich kontrollierbare Risiken, wie im Stra-
Benverkehr, eher akzeptiert als nicht kontrollierbare. Es liegt nahe, dass
man eher Andere Risiken aussetzen mochte als sich selbst; so ist die 6f-
fentliche Aufregung bei der Aufdeckung von Giftmiillimporten ungleich

15 Umweltbundesamt: Das Bhopal-Ungliick im Dezember 1984.
16 Jungermann/Slovic: Charakteristika individueller Risikowahrnehmung; Hal-
ler: Risikowahrnehmung und Risikoeinschétzung.
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grofer als bei Giftmiillexporten. Natiirliche Risiken ist man eher zu tra-
gen bereit als technische; dies gilt z.B. hinsichtlich der Herkunft von
Schadstoffen in der Nahrung, selbst wenn diese chemisch gleich sind.
RettungsmaBnahmen auf Hoher See zeigen, dass gerecht verteilte Risi-
ken akzeptiert werden, ungerecht verteilte nicht. Beim Befahren von
Lawinenhéngen gehen Gruppen Risiken ein, vor denen Einzelne zurtick-
scheuen wiirden. Bekannte Risiken werden zur Routine, unbekannte
werden als Gefahr empfunden; so diirften sich die meisten Menschen
des Nachts auf einem Bahnhof wohler fiihlen als im Stadtwald, selbst
wenn der Bahnhof der weniger sichere Aufenthaltsort ist. Sinnlich nicht
wahrnehmbare Risiken werden mehr gefiirchtet als sinnlich wahrnehm-
bare: ein Beispiel hierfiir sind die Beflirchtungen tiber die gesundheitli-
chen Wirkungen von Elektrosmog im Vergleich zu dem eines elektri-
schen Schlags. Risiken mit spiterem Schadenseintritt werden cher ein-
gegangen als solche mit sofortigem; so bewegen sich verungliickte oder
verirrte Menschen héufig nicht von der Stelle, selbst wenn gute Mog-
lichkeiten einer schnellen Selbstrettung existieren. Spektakuldre Risiken
mit hoher medialer Prisenz werden als hoher eingeschétzt als unspekta-
kuldre; so diirften die meisten Menschen mehr Angst vor einem Hai ha-
ben als vor einer Biene oder Wespe, obwohl — wenn man der Presse
Glauben schenkt — jahrlich weltweit nur etwa 10 Menschen durch Hai-
attacken ums Leben kommen, aber etwa 14.000 durch Insektenstiche.

Die Geschichte dokumentiert eine auBerordentlich hohe Risikobe-
reitschaft bei freiwilligem, vermeintlich kontrollierbarem technischen
Handeln. Ein Beispiel hierfiir ist die Motorfliegerei. Diese entstand im
frithen 20. Jahrhundert als sportliche Betétigung. Es dauerte einige Jah-
re, bis das Militdr das kriegerische Potenzial des Flugzeugs entdeckte.
Eine kommerzielle Nutzung des Fliegens fand erst in der Zwischen-
kriegszeit statt, wobei die meisten Einnahmen zunéchst mit der Beforde-
rung von Post erzielt wurden. In Deutschland erwarben bis 1914 etwa
800 Personen einen Pilotenschein; von diesen starb etwa jeder zehnte bei
einem Flugzeugunfall.'” Die ersten 40 Air Mail-Piloten wurden in den
USA 1920 eingestellt; 1925 waren davon gerade noch 9 am Leben.'® Fiir
den Passagierluftverkehr dagegen bildete die Erhohung der Sicherheit
eine Grundvoraussetzung. Und heute gehort das Flugzeug zu den sicher-
sten Verkehrsmitteln {iberhaupt.

Ein dhnliches, aber linger wihrendes Risikoextrem lédsst sich beim
Automobilismus feststellen.'” Zuniichst wurde auch das Automobil in
erster Linie als Sportgerét interpretiert — in Deutschland ldsst sich dies bis

17 Kebhrt: »Das Fliegen ist noch immer ein geféhrliches Spiel«.
18 Bilstein: Flight in America 1900-1983.
19 Fraunholz: Motorphobia; Blanke: Hell on Wheels.
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etwa 1907 feststellen —, was ein entsprechendes Fahrverhalten nach sich
zog. Um diese Zeit war im besonders exponierten Fall der Stadt Berlin
jedes Auto mindestens einmal im Jahr in einen Unfall verwickelt.”” Auf-
grund der relativ geringen Gesamtzahl der Automobile gab es um 1910
in Deutschland bei Unfdllen einige hundert Tote im Jahr. Rechnet man
diese Zahlen aber auf die heutigen Zulassungen hoch, so ergibt dies — als
fiktiven Wert — etwa 350.000 Verkehrstote pro Jahr.*' Betrachtet man
die tatsdchliche Zahl der Toten im Stralenverkehr, so erhdhten sich — in
Deutschland bzw. in der Bundesrepublik — die absoluten Zahlen bis
1970. In diesem Jahr kulminierten sie mit 1,4 Millionen Verkehrsunfil-
len, mehr als einer halben Million Verletzten und 19.200 Toten. Die re-
lativen Zahlen — bezogen auf die Zulassungen bzw. die zuriickgelegten
Personenkilometer — sanken dagegen seit der Erfindung des Automobils.

Die Bedeutung des Jahres 1970 liegt darin, dass seitdem auch die
absoluten Zahlen zuriickgehen. Die Griinde hierfiir sind vielfiltig. Das
Wachstum der Zulassungen reduzierte sich — ebenso die pro Wagen zu-
riickgelegten Wegstrecken. Die wihrend der Olkrisen verhiingten Tem-
polimits beeinflussten die Unfallstatistik** — ebenso wie der Ausbau der
Autobahnen. Die Hersteller investierten, teilweise veranlasst durch Vor-
schriften auf dem amerikanischen Exportmarkt, mehr in die passive und
aktive Sicherheit der Fahrzeuge.” Der Gesetzgeber machte — in einem
mithsamen Prozess zwischen 1974 und 1986 — den Einbau von Sicher-
heitsgurten und das Anschnallen verbindlich.”*

Die skizzierte jedenfalls langfristig positive Unfallentwicklung &n-
dert nichts daran, dass die Individualmotorisierung ein ungeheuer ver-
lustreiches Unternehmen gewesen ist — was auch in der Gegenwart noch
gilt. Schitzungen der historisch kumulierten weltweiten »Opferzahlen«®
bewegen sich in einer GréBenordnung von 50 Millionen Toten. Laut
ADAC sterben auch heute noch — der dramatisch zugenommenen Si-
cherheit ungeachtet — jahrlich etwa 1,2 Millionen Menschen auf den
Stralen der Welt. Ein amerikanischer Historiker hat ausgerechnet, dass
in den USA seit 1976 mehr Menschen ihr Leben im Straenverkehr ver-
loren als in sémtlichen Kriegen, an denen die Vereinigten Staaten seit ih-
rer Unabhingigkeit beteiligt waren.”® Statistisch betrachtet, waren die

20 Fraunholz: Motorphobia, S. 63f.

21 Konig: Wilhelm der II. und das Automobil, S. 191.

22 Hohensee: Der erste Olpreisschock 1973/74, S. 199.

23 Niemann/Hermann: Geschichte der StraBenverkehrssicherheit; Weishaupt:
Die Entwicklung der passiven Sicherheit im Automobilbau.

24 Bergmann: Angeschnallt und los.

25 Eine Streitschrift des Theologen Klaus-Peter Jorns 1992 ist betitelt Krieg
auf unseren Strafen. Die Menschenopfer der automobilen Gesellschaft.

26 Jackson: Transnational Borderlands, S. 30.
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amerikanischen Soldaten 1990 im ersten Golfkrieg gegen den Irak siche-
rer, als wenn sie zu Hause geblieben wiren.

Schluss

Der Zweck dieses Essays bestand darin zu zeigen, dass die Themen
technische Sicherheit und technisches Risiko grundlegende Probleme
der Menschheitsgeschichte beriihren:*’” (1) Sie verweisen auf die Steige-
rung der menschlichen Handlungsmacht und Naturbeherrschung, welche
Teilen der Menschheit historisch beispiellosen Wohlstand brachte. Das
gewachsene technische Risiko lédsst sich als Preis verstehen, der fiir die-
sen Wohlstand zu entrichten ist. (2) Technische Risiken tangieren die
Auffassungen von personlicher Freiheit. Hierzu gehort auch die Freiheit,
selbst hohe technische Risiken einzugehen, sofern man andere nicht ge-
fahrdet. (3) Kollektive technische Risiken werfen das Problem auf, auf
welche Weise das zu tolerierende Risiko in einer demokratischen Ge-
sellschaft festgelegt werden soll.

Das abschlieSende Zitat — immerhin aus einer Richtlinie des Vereins
Deutscher Ingenieure — illustriert, wie weit sich die Diskussion von dem
technizistisch-rationalistischen Risikodiskurs der >Experten< in den
1960er und 1970er Jahren entfernt hat: »In einer demokratischen Gesell-
schaft ist die Bereitschaft der Betroffenen, Risiken hinzunehmen, fiir die
Bestimmung des zu tolerierenden Risikos mafBgeblich, auch wenn die
Risikowahrnehmung durch emotionale und irrationale Faktoren mitbe-
dingt ist. Grenzwerte fiir Risiken miissen in einem gesellschaftlichen
und politischen Bewertungsprozess festgelegt werden, wobei auch eine
getrennte Betrachtung von Gefahrenpotential und Eintrittswahrschein-
lichkeit vorgenommen werden kann. Eine mit Hilfe wissenschaftlicher
Methoden durchgefiihrte quantitative Abschédtzung von Risiken, die
auch menschliches Fehlverhalten beriicksichtigen muss, kann fiir diesen
Prozess Argumente liefern, ihn aber nicht ersetzen. «**

27 Dies schlieft an die Sozialwissenschaftler an, die Risiko zu einer »Schliis-
selkategorie der Gesellschaftstheorie« gemacht haben, wie Beck: Risiko-
gesellschaft; Banse/Bechmann: Interdisziplinaritire Risikoforschung; Bonf:
Vom Risiko.

28 VDI 3780: Technikbewertung.
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