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Abstract

The development and deployment of military applications of artificial intelligence (Al) is rais-
ing concerns about their negative implications for international security. Misperception, unin-
tended escalation, and proliferation are some of the key potential risks stemming from military
uses of Al This article argues that states within and outside the OSCE region should draw
on the OSCE Vienna Document 2011 to develop confidence- and security-building measures
(CSBMs) applicable to the military uses of Al Such CSBMs could help foster dialogue and
co-operation by increasing transparency and predictability concerning military applications of

Al
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Introduction

Artificial intelligence (Al) is expected to
bring about unprecedented innovation
in numerous sectors of society, includ-
ing defense.! Its use in the military
promises various technical benefits, in-
cluding improvements in data collection,
strengthened analytical capabilities, and
faster decision-making processes. As sev-
eral countries have manifested their inter-
est in developing military applications of
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Al a fierce public debate surrounding
their potential technical, (geo)political,
and ethical risks has been taking place.
While some observers have highlighted
that, despite the risks, Al can improve
key military capabilities such as early
warning and target identification, others
have warned against potential risks such
as misperception, unintended escalation,
and proliferation.? In noting these chal-
lenges, many have engaged in reflection
on potential means of mitigating such
threats.

Among other tools, diverse stakehold-
ers have suggested developing confi-
dence- and security-building measures
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(CSBMs) for military applications of Al
to increase transparency, enhance pre-
dictability, and avert escalation. Hence,
research on CSBMs is expanding, receiv-
ing contributions from academia, govern-
ments, and the private sector.> With that
said, these studies mainly focus on de-
veloping new measures that can address
both the technical limitations of Al and
their potential implications for interna-
tional security. Little attention has been
paid to exploring the applicability of
well-established CSBMs to the military
uses of Al In particular, what is lack-
ing—with the single exception of a rather
general study*—is an analysis of the con-
tribution that the OSCE Vienna Docu-
ment 2011 (VD11) could make in this
regard.’

Reflecting on the contributions of the
VD11 to the multilateral governance of
military uses of Al is of the utmost im-
portance at a time when international
discussions on the matter have stalled.®
Due to the erosion of trust and confi-
dence caused by Russia’s war of aggres-
sion against Ukraine, it is unlikely that
the VD11 will be updated any time
soon to cover military applications of Al
Nonetheless, this study argues that states
within and outside the OSCE region
should draw upon the VD11 to imple-
ment CSBMs to increase the transparency
and predictability of military uses of Al

This paper starts by outlining the defi-
nitions of Al and CSBMs adopted in this
research. It then addresses prominent is-
sues pertaining to military uses of Al and
key CSBMs that have been recommend-
ed to mitigate related threats. It then
explores the main problems underlying

12

the application of CSBMs to military us-
es of Al, noting that despite these chal-
lenges, certain arrangements could likely
be implemented successfully. Finally, it
shows how key VD11 provisions could
be drawn on to establish CSBMs for mil-
itary uses of Al and provides recommen-
dations in this direction.

Definitions and terminology

Artificial intelligence and its military
applications

Al is a much-used umbrella concept that
incorporates numerous related technolo-
gies and areas of research, including ma-
chine learning (ML) and deep learning
(DL). Definitions of Al vary depending
on the capabilities of the systems in
question and their functionalities.” De-
spite their diversity, however, these defi-
nitions point to certain general features
related to the overall rationale and ob-
jectives of Al technologies. Such charac-
teristics include the capacity to simulate
human reasoning and perform cognitive
tasks that are generally associated with
human intelligence.?

A closer look at the quantity and qual-
ity of the cognitive tasks simulated by
these technologies helps to further clari-
fy what Al is by marking the difference
between so-called “artificial general in-
telligence” (AGI)/“artificial super intelli-
gence” (ASI) and “narrow AL” AGI/ASI
represents a strictly hypothetical form
of Al which would be capable of equal-
ing or surpassing human intelligence and
behavior, becoming self-conscious and
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acquiring the ability to perform tasks,
learn, and plan autonomously as humans
do.? The category of narrow Al, to which
current uses of Al belong, comprises
“complex software programs that can
execute discrete ‘intelligent’ tasks such
as recognizing objects or people from
images, translating language, or playing
games.”!® Narrow Al programs include
ML and its sub-field, DL.

This paper looks at military applica-
tions of Al as an ensemble of narrow Al
programs used to carry out specific mili-
tary tasks such as image recognition, au-
tonomous navigation, and training. This
research only considers uses of narrow
Al to enhance the capabilities of the
weapon and equipment systems covered
by the VD11 (e.g., battle tanks, armored
combat vehicles, and combat aircrafts).!!
Therefore, certain conventional and non-
conventional weapon and equipment sys-
tems not covered by the VD11, such as
warships and nuclear command, control,
and communications, are not considered

by this study.

Confidence- and security-building
measures (CSBMs)

This paper adopts a general definition of
CSBMs, as outlined in early research, as
arrangements designed to enhance

an assurance of mind and belief in
the trustworthiness of the announced
intentions of other states in respect of
their security policies, and the facts
with regard to military activities and
capacities which are designed to fur-

ther the objectives of a nation’s secu-
rity policy.!2

The main objectives of CSBMs are to
increase transparency by publicly display-
ing a state’s non-aggressive posture and
to enhance predictability by allowing for
the detection of inconsistencies in oth-
er states’ behavior vis-a-vis established
CSBMs.!3 The ultimate intended impact
of CSBMs is to reduce the risk of unin-
tended escalation and conflict between
countries, which could be triggered by
misperceptions about other states’ mili-
tary postures and activities. Examples of
CSBMs include the notification of mili-
tary exercises, the observation of military
activities, the establishment of commu-
nication channels between countries, in-
spections of military facilities, and the ex-
change of information on military forces
and budgets."* These cases mirror the
principles and practices outlined in piv-
otal OSCE documents such as the 1975
Helsinki Final Act's and the VD11.

Military applications of Al, associated
risks, and CSBMs

Several countries, including the United
States, Russia, and China, are heavily
investing in Al to modernize their mili-
tary capabilities.'® This interest in devel-
oping military applications of Al stems
from the technical opportunities they of-
fer (such as improvements in target iden-
tification and the acceleration of decision-
making processes)!” and from the ambi-
tion to equal or surpass competitors’ actu-
al and/or perceived capabilities.!® Projects
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aimed at integrating Al into military sys-
tems encompass a wide range of tools,
including unmanned aerial and maritime
vehicles, missile technology, nuclear ca-
pabilities, and space systems. Al is be-
ing developed and tested to support oth-
er military tasks, including command
and control, information management,
logistics, and training.!” Existing Al ca-
pabilities in these sectors include collat-
eral damage estimation, the geolocation
of images, the provision of recommenda-
tions on best paths and transport modes,
and the tracking of individuals’ learning
progress.2® The strong interest in further
improving these tools and developing
new ones is driven by the advantages Al
offers, such as enhanced assessment accu-
racy, faster analysis and communication,
and lower logistics costs.?!

Despite these promising opportunities,
researchers, public institutions, and civ-
il society organizations have expressed
several concerns about the military uses
of Al Indeed, the technology is vulnera-
ble to several limitations. For instance,
technical issues such as changes in the
data distribution can negatively impact
the performance of Al models.?? Further-
more, malicious actors can affect the in-
tegrity of data by manipulating the train-
ing datasets, thus leading Al models to
fail or to act differently than expected.?3
Additional issues such as psychological
constraints can affect human-machine in-
teractions; for example, end-users can act
upon erroneous analytical outputs due to
unconditional trust in Al data analysis ca-
pabilities.?*

In a military context, these and further
issues can have serious security implica-
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tions, potentially undermining interna-
tional security. Possible technical failures
range from errors in autonomous naviga-
tion to target misidentification, paving
the way for concerning scenarios such as
diplomatic tensions, escalation, and even
overt military conflict.?’ In response to
these challenges, academics, policymak-
ers, and private companies have recom-
mended different types of CSBMs. These
can be grouped into two main categories
based on the issues they aim to address:
(1) CSBMs that address potential tech-
nical issues with Al software; and (2)
CSBMs that address inter-state security
dynamics underlying the development
and deployment of military applications
of AL The first category includes mea-
sures such as the publication of system
cards?® to provide information about the
capabilities and limitations of Al models
and the use of content provenance and
watermarking methods to verify the au-
thenticity and integrity of Al-generated
data.?

CSBMs from the second category in-
clude broader arrangements such as the
establishment of Track II initiatives?® to
promote dialogue on the risks posed by
military uses of Al and the releasing of
joint political declarations on the mainte-
nance of human control over decisions
concerning target engagement.”’ Addi-
tional measures include tabletop exercis-
es to simulate crisis scenarios and devel-
op tailored responses, the establishment
of hotlines between countries, and the
development of incident sharing agree-
ments to consolidate knowledge of Al
technical failures and their impact on se-
curity.3°
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These CSBMs represent valuable mea-
sures to mitigate key potential threats.
However, their effective implementation
faces several challenges stemming from
the current geopolitical environment and
the intrinsic characteristics of Al technol-
ogy. Analyzing these limitations can help
us to understand which CSBMs are more
likely to contribute to the goals of en-
hancing transparency and predictability.

Challenges and opportunities for the
application of CSBMs to the military
uses of Al

Geopolitical and technical challenges

While the need to engage in talks about
military applications of Al and their
regulation has been recognized by the
academic and policymaking community,
several dilemmas continue to pose obsta-
cles to the implementation of concrete
measures. Geopolitical tensions follow-
ing Russia’s war of aggression against
Ukraine represent a prominent example
of the challenges affecting the negotia-
tion of CSBMs. Indeed, CSBMs can be
seen as the ultimate representation of
a shared understanding of what consti-
tutes common security concerns.>! Their
effective negotiation depends on the es-
tablishment of confidence and trust be-
tween states. Hence, their development is
conditional on rebuilding trust and confi-
dence and achieving a common notion of
which issues pertaining to military appli-
cations of Al represent security matters of
reciprocal interest.

Moreover, in such a contested environ-
ment, it is unlikely that states will adopt
intrusive Al software—focused CSBMs
such as system cards. This has already
been highlighted in the research on cy-
ber CSBMs, which notes that non-like-
minded countries are unlikely to imple-
ment intrusive measures such as the ob-
servation of cyber exercises in order to
maintain a degree of secrecy over cyber
capabilities.3? Indeed, states that have de-
ployed cutting-edge military applications
of Al are unlikely to publicly acknowl-
edge the limitations or potential biases
that affect their functioning, especially
vis-a-vis adversaries’ deployment of such
technologies. This would be detrimental
to their security interests and could re-
veal gaps in military effectiveness. When
Al software transparency is weighed up
against the projection of military power,
the balance often tips in favor of the lat-
ter.

Dilemmas inherent to the technology
only add to these geopolitical challenges.
As noted by recent research, there is
much uncertainty about whether AI and
its military applications can be effectively
tested to verify that systems are function-
ing and behaving as originally intend-
ed, designed, and expected and about
which techniques and methods can be
employed to best conduct technical as-
sessments.’? This overall uncertainty has
serious implications for CSBMs as it calls
into doubt what can be verified with
certainty about the military uses of AL
In the face of this uncertainty, not only
are countries likely to refrain from imple-
menting Al software-related CSBMs, but,
even if circumstances were different, they
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would face technical challenges to effec-
tively ensuring the safety of military uses
of AL

Despite these notable challenges,
shedding light on existing co-opera-
tive dynamics between states in the
international environment and shifting
the focus from Al software to military
hardware can help us to assess whether
less intrusive measures are more feasible
and can be effectively implemented.

Opportunities for politically and
technically feasible CSBMs

While the security environment is com-
petitive and characterized by strong ten-
sions, multilateral discussions on the mil-
itary applications of Al have already tak-
en place at intergovernmental fora before
and following Russia’s war of aggression
against Ukraine, including at the OSCE.
At the OSCE, formal and informal dis-
cussions have been particularly focused
on the impact of Al on law enforcement
and crime,* freedom of expression and
media pluralism,>* human rights,>¢ and
international law.?” Attention has also
been paid to the military uses of Al. For
example, informal discussions on these
issues took place between 2014 and 2021,
bringing to the table governmental and
non-governmental representatives from
OSCE participating States.38

Most importantly, from 2019 to 2021
the OSCE Parliamentary Assembly (PA)
and the Forum for Security Co-opera-
tion (FSC) hosted formal political dis-
cussions between OSCE participating
States on the military uses of AL3 Such
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engagement also included discussions
on whether existing arms control frame-
works, including the VD11, should be
updated to account for the military us-
es of Al. While such discussions have
not taken place at either the PA or the
FSC recently, they have continued in oth-
er formats, expanding formal political en-
gagement beyond Europe by including
the OSCE Asian Partners for Co-opera-
tion. 4

Therefore, while geopolitical tensions
are hindering in-depth discussions on
the overall arms control architecture and
eroding trust and confidence, evidence
also points to the fact that more limi-
ted but important informal and formal
discussions are already taking place at
the multilateral level within and out-
side the OSCE region. Although such en-
gagement primarily involves like-minded
countries, it nevertheless represents an
important step, paving the way for fu-
ture discussions when the security envi-
ronment allows.

Technical issues concerning the veri-
fication and validation of Al software
should not overshadow the potential
benefits of applying less intrusive and
more technically feasible CSBMs to Al-
integrated military hardware.#! Research
on cyber CSBMs has shown that arrange-
ments such as the exchange of informa-
tion on cyber doctrines and the orga-
nization of cyber forces are likely to
be implemented, even among non-like-
minded countries.*? Moreover, likemind-
ed states are more open to discussing
and implementing even intrusive CSBMs
such as those concerning the prior notifi-
cation and observation of military cyber
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exercises.® This is not mere theory, as the
OSCE already represents an existing suc-
cessful model. Between 2013 and 2016,
the Organization served as a platform for
adopting a total of sixteen voluntary cy-
ber CBMs which encompass a wide set of
arrangements, ranging from information
exchanges on cyber doctrines, strategies,
and policies to the voluntary reporting of
cyber vulnerabilities.*

Furthermore, key CSBMs can be ap-
plied to Al-integrated military hardware.
For example, if a state were to de-
ploy an unmanned aerial vehicle (UAV)
equipped with Al autonomous naviga-
tion software to better conduct military
intelligence gathering at its borders, its
neighbors may be more interested in why
it deployed such technology and whether
this indicates a change in its military pos-
ture than in whether the UAV’s Al soft-
ware works effectively. This observation
opens the door for the implementation of
certain CSBMs to increase transparency
between states by signaling a non-aggres-
sive military posture and to enhance pre-
dictability by helping to detect anomalies
in states’ behavior. If the Al software
cannot be inspected due to security con-
cerns, secrecy requirements, and lack of
effective methodologies, then measures
should focus on the deployment of mili-
tary hardware and its implications. In this
sense, the VD11 could serve as a basis for
implementing concrete measures to miti-
gate certain detrimental inter-state securi-
ty dynamics underlying the development
and deployment of military applications
of AL

CSBMs for military uses of Al: The VD11
as a source

The VD11 does not cover military uses of
Al and therefore its applicability to this
domain is strictly dependent on future
updates to the document. Due to existing
politico-military tensions, it is unlikely
that the VD11 will be amended in the
near future. Nonetheless, OSCE partici-
pating States should draw upon VD11
provisions to create voluntary CSBMs
to increase transparency and predictabil-
ity concerning the military uses of AL
Similarly, states outside the OSCE re-
gion should use the VD11 as an inspira-
tion for similar measures. The feasibility
of applying the various CSBMs outlined
in VD11 to military uses of Al can be
assessed following the same logic as that
used in the previous section’s discussion
of which measures are more likely to
be implemented in the near future. The
CSBMs set out in the VD11 offer a cru-
cial means of improving transparency, al-
lowing states to assess each other’s inten-
tions and military postures. They could
also enhance predictability by providing
diplomatic channels for discussing states’
behavior with regard to the development
and employment of military applications
of AL

Because it is unlikely that states will
adopt intrusive CSBMs allowing for the
inspection of Al software, other more fea-
sible VD11 arrangements could be con-
sidered. Moreover, because it is highly
difficult to validate and verify Al mod-
els,¥ such arrangements would need to
tackle other issues first. For example,
states could address the destabilizing
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implications of reciprocal uncertainty
concerning military budget allocations
and weapons development.*¢ Additional-
ly, countries could dispel concerns relat-
ed to newly developed military doctrines
that contemplate the use of new and
emerging technologies.#’ If they are not
addressed, these matters risk destabilizing
inter-state relations, leading to mispercep-
tions and erroneous assessments of oth-
er countries’ intentions and military pos-
tures. These uncertainties are particularly
impactful in the case of Al since states
are competing to develop its military ap-
plications and, consequently, are heavily
investing in this endeavor.*® The VD11
contains numerous CSBMs to shed light
on military expenditure, military research
and development, and military doctrines
and strategies, thus providing an effective
means of assessing countries’ intentions.
While it is unlikely that states will im-
plement CSBMs concerning the demon-
stration of military cyber capabilities,*
this does not necessarily apply to the mili-
tary uses of Al Indeed, if the capabilities
are looked at from a hardware (rather
than a software) perspective, states may
be interested in showcasing how Al is
being employed to enhance the perfor-
mance of a given weapon and equipment
system. For instance, a state might be in-
terested in demonstrating (including to
its adversaries) its use of Al to improve
the navigation capabilities of an armored
vehicle, as a means of showcasing ad-
vances in its defense capabilities. In doing
so, it would not need to share the tech-
nical characteristics of the Al software,
the algorithm underlying the ML model,
or the training dataset used. Certainly,
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such a demonstration would be limited
in scope, but it would provide insight in-
to how that state intends to use military
applications of Al. The VD11 therefore
offers an important basis for providing
general information about Al-integrated
weapon and equipment systems.

Although intrusive CSBMs are less
likely to be implemented, this does not
mean that arrangements should not con-
sider the security implications of poten-
tial technical failures of Al software. In-
deed, a mere technical failure could be
read as a discrepancy in a state’s behav-
ior and military posture and could thus
generate tensions. If the autonomous nav-
igation system of an Al-powered UAV
were to fail, for example, causing it to
accidentally cruise into the airspace of a
rival neighboring country, this could be
mistakenly interpreted as a hostile act. In
such cases, there is a need to quickly re-
assure adversaries in order to dispel con-
cerns and avert unintended escalation. In
this sense, crisis hotlines are a valuable
means of responding to such emergen-
cies. The VD11 provides for well-struc-
tured measures that could support states
under these circumstances.

Recommendations

The following recommendations focus
on often overlooked but prominent
VD11 CSBMs, in particular key provi-
sions outlined in Chapter II (“Defence
Planning”), Chapter III (“Risk Reduc-
tion”), and Chapter IV (“Contacts”).
These measures, in contrast to provisions
such as the annual exchange of military
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information, have yet to receive suffi-
cient attention. In addition, they pro-
vide a feasible field for action in con-
trast to other VD11 provisions such as
Chapter VI (“Observation of Certain Mil-
itary Activities”), which would likely be
perceived as particularly sensitive and
intrusive. Drawing on the CSBMs set out
in the VD11, states within and outside
the OSCE region should consider:

Implementing information exchange on
defense planning concerning military appli-
cations of AL VD11 Chapter II, “Defence
Planning,” foresees information exchange
between OSCE participating States re-
garding their

intentions in the medium to long
term as regards size, structure, train-
ing and equipment of [their] armed
forces, as well as defence policy, doc-
trines and budgets related thereto.*®

The exchange of such information aims
to increase transparency and promote dia-
logue between participating States. These
provisions require participating States to
exchange information on the “training
programmes for their armed forces and
planned changes thereto in the forthcom-
ing years,” as well as the “procurement
of major equipment and major military
construction programmes |...], either on-
going or starting in the forthcoming
years.”! In addition, if information is
available, participating States are expect-
ed to provide “the best estimates specify-
ing the total and figures for [...] research
and development” with regard to the
last two years of the forthcoming five
fiscal years.? As part of their informa-
tion exchange, OSCE participating States

should consider the voluntary provision
of details and estimates on budget alloca-
tions, military research and development,
Al-integrated weapon and equipment sys-
tems, and new military doctrines that in-
clude the employment of military appli-
cations of Al States outside the OSCE re-
gion should establish similar mechanisms
to provide insights into their intensions
and military postures in the medium and
long term.

Using existing platforms and/or develop-
ing new ones to discuss the information ex-
changed. According to VD11 Chapter II,
any participating State can ask for clari-
fication on the defense planning-related
information provided by another partic-
ipating State. High-level discussions on
the information are envisaged in the for-
mat of the Annual Implementation As-
sessment Meeting (AIAM), the High-Lev-
el Military Doctrine Seminar (HLMDS),
and study visits.>> The HLMDS is a par-
ticularly relevant format for discussing
such matters. It brings together high-level
military and civilian representatives such
as chiefs of defense and/or chiefs of gen-
eral staff, diplomats, and academics, who
discuss doctrinal changes, their impact
on military structures, and the military
information exchanged. OSCE participat-
ing States should consider voluntarily dis-
cussing the information exchanged at the
HLMDS. States outside the OSCE region
should use similar structures or develop
new ones to engage in dialogue on the
impact of Al on military structures and
doctrines, exchanging views on white pa-
pers, defense policies, and military doc-
trines.
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Establishing co-operation as regards haz-
ardous incidents of a military nature in-
volving military applications of AL VD11
Chapter I11.17, “Co-operation as Regards
Hazardous Incidents of a Military Na-
ture,” outlines measures to prevent pos-
sible misunderstandings in the event
of a military incident’* If a hazardous
incident of a military nature occurs, the
participating State whose military forces
are involved in the incident should pro-
vide information to other participating
States, and any participating State affect-
ed by the incident can also request clari-
fication. This general mechanism could
be employed in the event of incidents in-
volving military applications of Al such
as the hypothetical cases concerning Al-
powered UAVs outlined in the previous
sections. In line with the provisions of
this chapter, participating States have an
established point of contact (PoC) to bet-
ter co-ordinate communications in the
event of a hazardous incident of a mil-
itary nature. In the context of military
uses of Al, participating States should
employ this mechanism to dispel con-
cerns. States outside the OSCE region
should develop similar measures, such as
crisis hotlines, thus reducing the risk of
accidental military escalation. PoCs can
quickly provide both technical and polit-
ical information to the relevant counter-
part(s), warning against potential weapon
system failures and dispelling concerns
about the nature of the military activity.

Holding discussions on hazardous inci-
dents of a military nature involving military
applications of AL As outlined in Chapter
I11.17, hazardous incidents of a military
nature can be discussed at the FSC and
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at the AIAM. In the context of the
military applications of Al, these discus-
sions could help to clarify the nature of
the incidents and to pave the way for
broader dialogue on the security risks
posed by AI and means of averting es-
calation. In particular, discussions could
address the possible repercussions of di-
verse technical malfunctions for interna-
tional security. OSCE participating States
should hold these talks at the AIAM to
foster dialogue. States outside the OSCE
region should bring discussions to exist-
ing venues or create new platforms for
discussing such matters.

Using existing data-sharing tools and/or
developing new ones as incident sharing
repositories. Details on incidents involv-
ing military uses of AI such as loca-
tion, type of weapon or equipment sys-
tem involved, and the nature of the
incident (for example airspace infringe-
ment, target misidentification) should be
shared between states within and outside
the OSCE region. An example of a da-
ta-sharing tool that participating States
could employ is the OSCE Communica-
tions Network, which is used for infor-
mation exchange under the VD11. Fol-
lowing the example of the Communica-
tions Network, states outside the OSCE
region should develop data-sharing tools
to share information on the incidents and
engage in political discussions informed
by accurate, evidence-based analyses.

Organizing demonstrations of new types
of Al-integrated major weapon and equip-
ment systems. VD11 Chapter 1V.31,
“Demonstration of New Types of Ma-
jor Weapon and Equipment Systems,”
requires any participating State that
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deploys “a new type of major weapon
and equipment system” to “arrange [...]
a demonstration for representatives of
all other participating States.”¢ As coun-
tries are deploying military applications
of Al, these demonstrations could be
particularly helpful in creating occasions
for dialogue and co-operation. Participat-
ing States should consider applying this
CSBM to the military uses of Al Ac-
cordingly, participating States that deploy
new types of Al-integrated major weapon
and equipment systems should arrange
demonstrations for the representatives
of all other participating States. For in-
stance, a participating State could demon-
strate how new types of armored vehi-
cles employ autonomous navigation for
path planning and real-time path adjust-
ment and explain how these new types
of weapon and equipment systems fill
the gaps of previous versions of military
hardware. States outside the OSCE region
should consider implementing similar
measures at the bilateral and multilater-
al levels. Notably, such demonstrations
would still allow countries to maintain
their technological advantage, as general
information about the relevant military
hardware capabilities could be shared
without requiring the sharing of Al soft-
ware.

Discussing the results of the demonstra-
tions. According to VD11 provisions, fol-
lowing up on the demonstrations, partic-
ipating States can discuss observations
and results at key OSCE fora such as the
FSC and the AIAM. States outside the
OSCE region should bring these discus-
sions to existing regional fora or develop
new venues for such engagement. Such

discussions could be particularly valuable
as opportunities not only for addressing
present concerns but also for raising tech-
nical and political matters related to fu-
ture deployments of military applications
of ALY
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