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Abstract: Hierarchies abound to help us organize our world. A hierarchy places items into a general order, where 
more ‘general’ is also more ‘abstract’. The etymology of hierarchy is grounded in notions of religious and social rank. This article, after a his-
torical review, focuses on knowledge systems, an interloper of the term hierarchy since at least the 1800s. Hierarchies in knowledge systems 
include taxonomies, classification systems, or thesauri in information science, and systems for representing information and knowledge to 
computers, notably ontologies and knowledge representation languages. Hierarchies are the logical underpinning of inference and reasoning 
in these systems, as well as the scaffolding for classification and inheritance. Hierarchies in knowledge systems express subsumption relations 
that have flexible variants, which we can represent algorithmically, and thus computationally. This article dissects that variability, leading to a 
proposed typology of hierarchies useful to knowledge systems. The article argues through a perspective informed by Charles Peirce that natural 
hierarchies are real, can be logically determined, and are the appropriate basis for knowledge systems. Description logics and semantic language 
standards reflect this perspective, importantly through their open-world logic and vocabularies for generalized subsumption hierarchies. Recent 
research suggests possible mechanisms for the emergence of natural hierarchies. 
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1.0 Introduction 
 
Humans have a propensity to organize and categorize things 
as a way to make sense of the world. We see complex things 
built from simpler things. We recognize similarities of shape 
and form between different things and judge some more 
closely related than others. We group individuals and find 
generalities or abstractions to derive new types or categories. 
Our intuition tells us that some of these groupings make 
better sense than others, which causes us to wonder about 
whether our groupings are artifices or reflect some underly-
ing reality or truth. As we extend these classifications to 
more things with more diversity, we can see levels or grada-
tions in how the characters by which we categorize these 
things diverge. Such step-changes inform what we now call 
hierarchies. We readily recognize hierarchies and have a com-
monsense view of what they are. Still, we lack consensus on 

a formal definition of hierarchy across disciplines. We see 
great disparities in how to construct hierarchies and what 
relations between things they represent. Our understanding 
of hierarchies is imprecise. 

While the etymology of the word hierarchy discussed in 
Section 2 begins with notions of religious and social rank 
and power, our focus here will be on knowledge systems. As 
used herein, knowledge systems are the subset of knowledge 
organization systems (Hjørland 2016) that may be logically 
represented to and manipulated by computers, such as tax-
onomies, classification systems, thesauri, or ontologies, as 
well as knowledge representation languages. This focus is 
not to deny the importance of the concept of hierarchy in 
social and political contexts. But these are not central to the 
role of knowledge systems, and also reflect initial ground-
ings of the term often inconsistent with the sense of hierar-
chy applied to knowledge and information. Nonetheless, 
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“the way we do classification is not only a reflection of our 
mainstream culture, it is a tool of that culture, both reflect-
ing and reinforcing it” (Olson 1999, 65). Various perspec-
tives on what hierarchies are in a knowledge system context 
and how we construct them are reviewed in Section 3. 

The thematic importance of classification and hierar-
chical structure in knowledge systems can best be illustrated 
using a consistent perspective. Many thinkers could provide 
such consistency. I have chosen to use the great 19th century 
American logician, scientist and polymath, Charles Sanders 
Peirce, as our guide. He was perhaps the most coherent 
thinker on knowledge representation to have lived and very 
relevant to the representation issues of today (Bergman 
2018a). Section 4 specifically refers to his theories of signs, 
logic, pragmatism, and universal categories as we weave this 
narrative.  

These discussions set the basis for a proposed typology of 
hierarchies in knowledge systems in Section 5. This typology 
is grounded in the logical methods that Peirce articulated in 
how to distinguish and separate items using prescission as 
well as the extensional breadth and intensional depth of in-
formation (Peirce 1998b). We argue a ‘natural’ classification 
reflects an appropriate balance of both parts. Peirce shows 
how we can define the real without redress to psychologism, 
how continuity can co-exist with classification, and how we 
have ways to determine subsumption relations that are real 
and independent of subjectivity.  

The article concludes in Section 6. While we can and 
should strive for ‘natural’ hierarchies in knowledge systems, 
so long as our subsumption relations are logical, we can still 
conduct meaningful inferences across our knowledge sys-
tem hierarchies, whether real or artificial. How we classify 
and the logical and consistent use of subsumption relations 
are the keys to coherent hierarchies in knowledge systems. 
 
2.0 Etymology and history 
 
Hierarchies, real and artificial, abound throughout nature 
and human affairs. Some believe everything in the universe 
is of a hierarchical nature (Annila and Kuismanen 2009; 
Kulish 2002). A hierarchy places items into a general order. 
The context of this ordering may vary widely, but the items 
in this order gradate from the more specific to the more gen-
eral. In linguistics, this ordering is from hyponym to hyper-
nym1. Computer scientist John F. Sowa (2001) has defined 
a hierarchy as “a partial ordering of entities according to 
some relation”. In set notation, the more general level sub-
sumes the more specific level.  

Hierarchies thus express subsumption relations. To sub-
sume is to “include, absorb, incorporate” (Oxford English 
Dictionary, sense 6c). The subsumption relation, also called 
the inclusion relation, means that one item, say A, is more 

general (or subsumes) its paired item, say B. Hierarchies 
may, for example, take the form of:  
 
– classification systems2  
– dendrograms  
– genealogies  
– graphs 
– Hasse diagrams (a mathematical diagram for partially or-

dered sets)  
– ladders 
– levels 
– taxonomies  
– trees.  
 
These uses suggest the term hierarchy also has many possible 
synonyms3 and antonyms4. Hierarchies are the logical under-
girding of inference and reasoning in knowledge systems. Hi-
erarchies, used in classifications, bring organization to our 
world. Some may view hierarchies in some social contexts as 
inequitable or oppressive; in other contexts as ranks of skill or 
accomplishment or power or authority5. In our knowledge 
system context, hierarchies are logical orderings of generality. 

Most scholars place the foundations of the concept and 
etymology of hierarchy with the ancient Greeks. The ety-
mology of the word hierarchy comes from the Greek, 
ἱεραρχία (hierarchia, or “rule of a high priest”), composed of 
the roots ἱερεύς (hiereus, or “priest, sacrificer, diviner”) and 
ἀρχή (arche, or “beginning, origin” and other broad mean-
ings) (Liddell and Scott 1897; Van Hove 1910). Parmenides 
(ca 475 BC) paired the root concept of hierarchies, the ‘is-a’ 
relation, with the ‘is-not’ relation, thereby introducing ex-
clusive categories to logic and the idea that a concept may be 
defined by what it is not (Olson 1999). Plato (ca 360 BC) 
put forward a method of dividing a general kind into two 
(dichotomous classification), continuing through further 
divisions, until finding the exact kind of the thing at hand. 
Aristotle (ca 300 BC), his student, adopted this approach, 
however, limiting its application in an important way, as ex-
plicated by Parry and Hacker on Aristotelian division and 
classification logic (1991, 137):  

As a process of knowledge, division is characteristically an 
a priori process based on meaning. Classification, however, 
is primarily inductive, and may require empirical knowledge. 
[Often, however, division is considered a kind of classifica-
tion, see Hjørland 2017]. In a less technical language, this 
means that a table of pure division can be constructed solely 
from the meanings of the terms in the table; no recourse to 
experience is necessary. I know, for example, that squares are 
a subclass of parallelograms, not from experience, but from 
the meanings of the terms “square” and “parallelogram”. On 
the other hand, if I were engaged in the process of classifying 
plants, I would have to observe the similarities and dissimi-
larities of actual plants. I could not construct a useful classi-
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fication of plants unless I had observed the plants I wish to 
classify. In the natural sciences, classification is far more im-
portant than division, since the principal analyses and rela-
tionships are based on empirical data. 

Concerning Aristotle’s classification of animals see Pel-
legrin (1986).  

Aristotle’s scala naturae continues to profoundly affect 
thinking about nature and classification. In about 300 AD 
Porphyry expressed Aristotle’s categories in dichotomous 
divisions. This enabled illustration of the categories as a tree 
structure, a visual form that has an old and rich history 
(Gontier 2011; Lima 2014) and remains a common meta-
phor. We often refer to knowledge domains or taxonomic 
splits as branches, the top-level node shown as a trunk the 
root, with the (most specific) terminal items in the structure 
called leaves. (The ‘tree of life’ metaphor known, for exam-
ple, from Darwin’s Origin of Species (1859), has a different 
meaning in genealogical classification, though not all biolo-
gists agree it is a model metaphor for development, cf., Maz-
zocchi 2013 and Quammen 2018.) 

Binary classification was termed divisio through Medie-
val times. The reasons for division were becoming nuanced. 
Scholars were recognizing part-whole and member-of (in-
stance) relations, and that divisions may be based on either 
intrinsic (intensional) or external (extensional) means, most 
notably by the Port Royal logicians as expounded by Ham-
ilton (Peirce 1867). The idea of logical division arose to cap-
ture the top-down process of splitting higher classes into 
smaller sub-classes in a descending reduction (Frické 2018). 
These logical methods informed the classification efforts of 
Linnaeus and many others (an interpretation questioned by 
some recent historians, cf., Witteveen 2020), and still in-
forms logical division in knowledge organization today 
(Frické 2018)6. 

Pseudo-Dionysius the Areopagita first used and ex-
plained the term hierarchia in his 6th century works The Ce-
lestial Hierarchy and The Ecclesiastical Hierarchy (Patrides 
1974; Van Hove 1910). These works, as also commented 
upon by St. Maximus of Constantinople and Pachymeres, 
explained the graded responsibility of ‘hierarchs’ for sacred 
things. Hierarchs at different grades took actual care of 
some sacred things, both obeying and commanding, but did 
not obey those they commanded. A graded celestial hierar-
chy applied to God at the pinnacle and angels of various or-
ders below; the ecclesiastical hierarchy (that is, humans as a 
community of believers) was modeled on this structure. 
“The hierarchy, therefore, connotes the totality of powers 
established in the Church for the guiding of man to his eter-
nal salvation, but divided into various orders or grades, in 
which the inferior are subject to and yield obedience to the 
higher ones” (Van Hove 1910, 1). Over centuries the idea of 
‘hierarchy’ was getting more informed though its basis less 
certain.  

These influential works guided the thinking about hier-
archy for a millennium (Patrides 1974).7 From the 1300s, 
treatises were published over the next 500 years that ex-
tended religious hierarchies into conceptions of the natural 
order of things. These extensions were a continuation of Ar-
istotle’s ideas regarding elements, grades, and natural clas-
ses. Ideas of ‘celestial order’ were adopted and expanded un-
der Aristotle’s notion of scala naturae. The biblical Jacob’s 
vision of a ladder that extended from heaven to earth (Gen-
esis 28:10-15) sparked the idea of multiple hierarchical lad-
ders throughout medieval times (Patrides 1974). By the 
early 1800s, this ‘scale of perfection’ was becoming known 
as the Great Chain of Being (Lovejoy 1971; Mayr 1982; 
Snyder 2014). By the dawn of scientific awakening, the cos-
mos and the religious order had become organized around 
the same hierarchical principles.  

“Thus it clearly appears that in Europe at the end of the 
17th Century the usage of the word hierarchy had shifted 
from a limited theological register to other registers outside 
the field of theology, at the same time undergoing certain 
alterations” (Verdier 2006, 15). Verdier’s historical treat-
ment of hierarchy is strong across the 14th to 19th centu-
ries, with an emphasis on religion and society. Yet, notably 
after the emergence of encyclopedias in the 1700s in France 
and Spain, Auguste Comte in the 1830s began to split areas 
of knowledge into disciplines, arguing hierarchies as systems 
and a general manner of apprehending the organization of 
knowledge (Verdier 2006). 

The attempt to equate the organization of religion with 
social order and nature was bound to surface inconsistencies 
where they exist. The Reformation was also undercutting 
the tight religious hierarchy advocated by the Catholic 
Church. The extension of a religious hierarchy to all of na-
ture meant that any contradiction found in nature would 
erode that bond. The schism came to a head in the 1800s, 
foreshadowed by philosophers such as Leibniz and scien-
tific discoveries like those of Copernicus and Galileo, which 
removed the Earth from the center of the universe.  

An important hierarchical knowledge innovation was 
Linnaeus’ binomial nomenclature and classification system 
for organisms, Systema Naturae, in 1735.8 The ensuing pe-
riod was one of innovation and ferment for knowledge sys-
tems. Roget published the first hierarchical classification of 
words into a thesaurus in 1852. Darwin published the 
Origin of Species in 1859, devoting an entire chapter to clas-
sification,9 with his theory of evolution sundering the fault 
lines over divinity that had been cracking for hundreds of 
years (Mayr 1982). Though the great chain was breaking in 
the 1800s, the importance of hierarchy to natural classifica-
tion and science was only being enhanced. There was truth 
in some hierarchies, but not in others. In freeing classifica-
tion from the divine, interest in hierarchies in knowledge 
and information was able to return to many of its Greek 
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foundations. Dmitri Mendeleev grouped and organized the 
chemical elements by atomic number into the periodic table 
in 1869. Melvil Dewey innovated a modern hierarchical li-
brary classification system in 1876;10 the Library of Con-
gress classification (1897) and Universal Decimal Classifi-
cation (1904) followed.11  

The term level has been examined in many of philosopher 
Mario Bunge’s works. Bunge (1960, 404) defined levels as 
“grades of being ordered, not in arbitrary ways, but in one or 
more evolutionary series” (see Bunge 1969 for a longer, for-
mal definition and discussion). Joseph Needham (1937) pop-
ularized the phrase integrative levels in a lecture honoring the 
philosopher Herbert Spencer, based at least in part on the ear-
lier 18th and 19th century classifications of science by Comte 
and Spencer (Kleineberg 2017).12 The objective was to dis-
cern a hierarchical structure of levels from molecules to cells 
to organizations and, ultimately, societies, ecological systems, 
and the cosmos. The way to determine hierarchical levels 
should be more synthetic, less reductionist, and recognize 
they may be more emergent and complex than their predeces-
sors (Kleineberg 2017). This approach has also been ex-
pressed as ‘levels of organization’ (Brooks 2015) and many 
other kinds of levels (Yao 2009, Table 1). However, there re-
mains no consensus as to what constitutes an integrative level, 
how it is defined, nor how to sequence or model it (Kleine-
berg 2017). 
 
3.0 Perspectives on knowledge hierarchies 
 
Knowledge, like information, is inherently open world and 
multi-level; it requires a logic that can accommodate the truth 
that much information is unknown to the community, and 
current information is fallible (Bergman 2018a). Seemingly 
every knowledge discipline has its own examples or forms of 
hierarchy.13 Hierarchies may occur at all levels in knowledge 
systems within and between classes, instances, and attributes. 
Hierarchies are the organizing framework for some of the 
most important knowledge structures. Classification systems 
and controlled vocabularies are principal structures within, 
among other fields, libraries and the information sciences. 
Taxonomies and typologies are common classification struc-
tures for natural, physical, and artifactual realms, as well as for 
words and language morphology. These multi-level hierar-
chies often express a tree-like structure. Dendrograms are 
tree-like representations which are mostly based on matrices 
of correlation coefficients. Biologists Mayr, Linsley and 
Usinger (1953, iii) defined a dendrogram as a “diagrammatic 
illustration of degree of relationship based on degree of simi-
larity (morphological and otherwise)”. Many of these ap-
proaches, plus more interconnected versions that take on the 
form of ontologies or graphs, provide the hierarchical back-
bones to knowledge representation (KR) systems that sup-
port inference and logical reasoning (Bergman 2018a). 

It is not surprising, then, that the diversity of definitions 
and historical changes in use raise epistemological questions 
among those who research knowledge hierarchies and clas-
sification (Hjørland 2017, 110).  
 

Has the world one unique structure (‘taxonomic 
monism’), or is there more than one structural entity 
and process (‘taxonomic pluralism’)? Are the struc-
tures of the world mind-independent (realism), or are 
they artefacts projected into the world (idealism)? 
Can our classifications be natural, or are they always 
artificial? These are core issues in the metaphysics of 
classification.  

 
In the remainder of this section, we explore these questions 
from theoretical aspects to the nature of the hierarchical ex-
pression and the subsumption relation. 
 
3.1 Theories of hierarchy 
 
Many different classifications of ‘hierarchies’ exist. One 
prominent dimension is whether hierarchies are artificial or 
real with classification based on ‘natural kinds’ (Bird and 
Tobin 2018; Peirce 1998b; Brakel 1998), discussed below. 
Some allow ‘natural classification’ in science, but not in 
concepts or theoretical objects (Wilkins and Ebach 2014). 
Another dimension is whether hierarchies are constructed 
or result from a ‘top-down’ or ‘bottom-up’ manner (Czégel 
and Palla 2016; Ellis 2004; Lane 2006; Salthe 2012; Walker 
2014; Yao 2009). Some believe distinct boundaries are nec-
essary to distinguish things (Durkheim and Mauss 2009), 
but information theory may help clarify previously blurred 
distinctions (Ellis 2004; Wu 2013). Some discuss hierarchies 
of purpose (Herrmann-Pillath and Salthe 2011), another 
topic to which we will return. Some include concepts such 
as ‘flow hierarchies’ (Luo et al. 2009), but these are sequen-
tial, and not subsumptive. 

Pumain recognized specific hierarchical objects and 
methods in different disciplines but also asked common or 
transversal questions (2006, 7). She posed three hypotheses 
for why hierarchical organizations are so frequent in the nat-
ural or social systems that we observe, which are not neces-
sarily mutually exclusive:  
 
1. Hierarchies are just our way of perceiving and under-

standing our environment.  
2. Hierarchies are spontaneous attractors in unconstrained 

dynamic random processes.  
3. Hierarchies represent the best solution for many optimi-

zation problems.  
 
The first may be termed the idealist/constructivist view on 
hierarchies; the second the realist perspective; and the third 
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a pragmatic realist perspective. Hjørland poses a refinement 
with four hierarchical methods: (1) empirical properties; (2) 
logical principles; (3) historical consensus; or (4) pragmatic 
purpose (2017). (Ahl and Allen 1996 described a related 
epistemological issue between definitional versus empirical 
entities and defended an antirealist position.) What I argue 
in the remainder of this article is that ‘natural’ hierarchies 
contain most of these elements. We begin by idealizing what 
we observe in the real world, but then refine these nascent 
observed relations into natural ones by testing their intrinsic 
and extrinsic qualities. We try to adhere to terminology 
based on scientific consensus, broadly and pragmatically 
construed. 

A ‘natural’ classification is grounded in the ‘real’, some-
thing that exists independent of what a mind might con-
ceive. However, if we consider the development of, say, bio-
logical classifications, it is obvious that many different hier-
archies have their adherents (see e.g., Bruce 2003 about the 
history of classifying birds). Geologist Francis Bather (1927, 
71) observed, “not a single naturalist had a clear idea of what 
he meant by ‘natural’. All he knew was that the other fel-
low’s classification was unnatural”.  

For centuries, a view has been that there is no ‘real’ inde-
pendent of the mind, a proposition first expounded by Des-
cartes (Mayr 1982; Tobin 2010). Another criticism is that 
observers classify phenomena using their own interpreta-
tions, which may distort the underlying truth (Durkheim 
and Mauss 2009; Hjørland 2018). A pragmatic view reliant 
on intuition, the scientific method, and the interpretation 
of signs holds that, while truth is fallible yet still correcting, 
knowledge of the real can be obtained sufficient to act and 
to classify (Peirce 1877). Practically, Brakel (1998) suggested 
Peirce supported pluralist interpretations of natural kinds 
since, in Peirce’s words, “we cannot be quite sure that the 
community ever will settle down to an unalterable conclu-
sion upon any given question” (CP 2.655, 1878).14 

Under a logical classification system, we can see a thing 
like a car participating in a hierarchy of vehicle products in 
one context, or mechanical devices or prized possessions in 
others. Even in a bloodline genealogy, each child has two 
parents. There is nothing inherent to a knowledge hierarchy 
that limits the number of parents or branches under which 
an item is subsumed so long as the relationship is real, and 
the connections are logical. However, for a classification to 
be ‘natural’ in addition to logical, it should be updated to 
reflect new consensus knowledge as it arises and should be 
based on the complete breadth and depth of available infor-
mation. Classifications and their scope and determination 
cannot exist independently of their purpose or interpretant. 
Labels alone are unable to convey how or why we classify 
things, some more ‘natural’ than others. Section 4 expands 
further on these Peircean insights. 

If some hierarchies are real and a reflection of nature, 
what is the force that causes them to arise? The economist 
and systems theorist Herbert Simon (1962) tackled this 
question in a seminal article, “The Architecture of Com-
plexity”. His argument was that hierarchy arose from com-
plexity in a system of interrelated subsystems, and he de-
fined hierarchy in this way (1962, 468; italics in original):  

 
By a hierarchical system, or hierarchy, I mean a system 
that is composed of interrelated subsystems, each of 
the latter being, in turn, hierarchic in structure until 
we reach some lowest level of elementary subsystem. 
In most systems in nature, it is somewhat arbitrary as 
to where we leave off the partitioning, and what sub-
systems we take as elementary. 

 
In Simon’s view (1962, 477), “hierarchies have the property 
of near decomposability. Intracomponent linkages are gen-
erally stronger than intercomponent linkages. This fact has 
the effect of separating the high-frequency dynamics of a hi-
erarchy—involving the internal structure of the compo-
nents—from the low-frequency dynamics—involving inter-
action among components”. His argument used a now-fa-
mous analogy of two watchmakers, both interrupted by cus-
tomers. One watchmaker made his watches with individual 
and separate parts, the other with a series of pre-assembled 
modules. When interrupted by customers, the watchmakers 
would need to return to their last completed step. The 
watchmaker with independent parts needed to return to the 
beginning; the other needed only return to the previous sub-
assembly. Simon saw this resulting in greater productivity 
and faster assembly as the driving force for hierarchies, simi-
lar to how emergent structures may arise in evolution or how 
problems are solved. “The fact then that many complex sys-
tems have a nearly decomposable, hierarchic structure is a 
major facilitating factor enabling us to understand, describe, 
and even ‘see’ such systems and their parts” (Simon 1962, 
477). “How complex or simple a structure is depends criti-
cally upon the way in which we describe it. Most of the com-
plex structures found in the world are enormously redun-
dant, and we can use this redundancy to simplify their de-
scription. But to use it, to achieve the simplification, we 
must find the right representation” (Simon 1962, 481).  

This marriage of ‘near-decomposability’ and description 
became the cornerstone of a field known as hierarchy theory 
(Ahl and Allen 1996). The theory is a general one that sim-
plifies complexity using this common property of complex 
systems, near decomposability (Wu 2013). Besides the econ-
omist Simon, other roots of the field arose from the chem-
ist, Ilya Prigogine, and the psychologist, Jean Piaget (Allen 
2001). One view within the field, held by Simon and most 
scientific adherents, is that descriptions of hierarchy are a 
faithful capturing of the true, underlying structure in na-
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ture. At the other extreme, description and, thus, under-
standing of the process are limited by the contexts of the ob-
servers (Pattee 1973a).15 Pattee (1973b, 75-6) also saw a dis-
tinction between structural and control hierarchies, the lat-
ter implying an “active authority of the upper level over the 
elements of the lower levels”, reminiscent of the earliest 
senses of hierarchy, but without the divinity.  

Ecologists and biologists, while recognizing and accom-
modating hierarchies, also began to appreciate the intercon-
nectedness of nature and its underlying structure in net-
works (Allen 2001). In particular, Salthe (2012), who ini-
tially focused on hierarchy theory, proposed splitting hierar-
chies into subsumptive and compositional branches, and 
looked for mechanisms of what causes hierarchy in natural 
forces as explained by information theory (Salthe 2002; 
2009; 2011). Many hierarchies are natural and thus an ex-
pression of the real (Annila and Kuismanen 2009). The 
graph and network metaphors have become prevalent in 
much thinking about hierarchies. Complexity and hierar-
chy emerge from the evolution of the entity and its con-
nected network (Corominas-Murtra et al. 2013) or directed 
acyclic graph (Harmer and Oshurko 2020).  

These efforts have not gone without criticism. We have 
already noted the lack of consensus on scope and defini-
tions for hierarchy. Simon’s approach to complexity has 
been criticized as ignoring interactions of evolutionary sig-
nificance (Wimsatt 1972) or proposing a “mysterious” form 
of it (Lane 2006). What constitutes a ‘level’ is ambiguous 
with conflicting definitions based on perspective (Eronen 
2015). The proxy of complexity might focus too much on 
material composition in the biological and ecological arena, 
perhaps better replaced with ideas of scale (Potochnik and 
McGill 2012). 

Anderson (1972) tackled the questions of scale and re-
ductionism in the hierarchy of science in his influential 
“More is Different” paper in Science. Like Simon, Anderson 
saw complexity as central to hierarchy (Lane 2006). Ander-
son endorsed the reductionist hypothesis, generally ac-
cepted by scientists, that animate and inanimate matter are 
controlled by the same set of fundamental laws (Anderson 
1972). But he saw the reverse, which he termed a ‘construc-
tionist hypothesis’, as breaking down when faced with scale 
or complexity. “Instead, at each level of complexity entirely 
new properties appear, and the understanding of the new 
behaviors requires research which I think is as fundamental 
in its nature as any other” (Anderson 1972, 393). He specu-
lated that at growing scale the symmetry of the collection 
must break because of the tension between two inherent 
properties, determinism and randomness. These broken 
symmetries lead to hierarchies, specialized functions, or 
both. Broken symmetries lead to the emergence of new 
forms of symmetry with new laws and properties. The 
‘rigid’ information of the new level is contained in regular 

spatial or temporal structures such as crystals, DNA, or lan-
guage. The emergent level need not have all of the laws that 
govern its constituents and generally has fewer (Lane 2006). 
Models of various interactions based on simple rules were 
shown to produce hierarchical organization (one of the 
“landmarks” of ‘emergence’) wherein complexity, new 
properties, and new functions may arise from simple ele-
ments (Holland 1998). 

Rather than complexity, Patrides’ (1974) learned histori-
cal view of hierarchy was to equate the concept with the idea 
of ‘order’. Kauffman (1993) much expanded the theme of 
order into concepts related to self-organization and evolu-
tion (1993). Within computer science, a new era of interest 
in hierarchies was also emerging driven by general-purpose 
languages and artificial intelligence. Doyle provided one of 
the first investigations of how to capture hierarchy within a 
knowledge representation language (Doyle 1977). Hierar-
chies, and the algorithms to represent them, were under-
stood as keys to representing logic, to learning, and to rea-
soning over knowledge bases. Abductive inferences prom-
ised the ability to generate and test hypotheses. Decidability 
(that is, the ability for computer evaluation programs to run 
to completion) became a criterion for efficiency and lan-
guage design. Generalized subsumption and description 
logics emerged as a strong model (Buntine 1988). How to 
treat part-of (mereological) relations in a hierarchical man-
ner was added to the mix (Padgham and Lambrix 1994). De-
scription logics, which are the basis for current leading se-
mantic technology languages such as RDF or OWL, gener-
alized the use of hierarchies through subsumption, and are 
now a central part of knowledge representation languages 
(Baader et al. 2003; Brachman and Levesque 2004; 
McGuinness and Borgida 1995; Napoli 1995). 
 
3.2 Hierarchical objects and relations 
 
Though rarely stated, everything having to do with hierar-
chies is informational. A hierarchy is an expression of a rela-
tion, superordinate or subordinate, that is an assertion, so 
thus information, between two paired objects, A and B. By 
convention, A is at a higher (more general) level in the hier-
archy; that is, closer to the root. In a genealogical context, A 
is the parent and B is the child. Either A or B may be one of 
the following kinds:  
 
– generals - which may be known as classes, sets or types;  
– instances - which may be known as individuals, particu-

lars, or members;  
– parts of - which may be standalone parts in assemblages 

or differentiated integral parts, and may also be (recipro-
cally) known as containers; or  

– properties - relations which have a subsumptive character.  
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However, of course, depending on the relation specified, 
not all kinds of A may be associated with any kind of B or 
vice versa. The subsumption relationship stated for the rela-
tion needs to assert the proper super- or subordination.16 

Further, not all A ↔ B relations have a hierarchical na-
ture. Associations, label or name assignments, descriptions, 
and non-directional actions are all non-hierarchical rela-
tions.17 An entry within a hierarchy is connected to items at 
next adjacent levels in the hierarchy by one or more rela-
tions.18 Hierarchical relations may be internal or external in 
outlook, a major division as we will soon see. The particular 
nature of the hierarchical relation may be unstated in some 
cases, but those found in knowledge systems are often ex-
plicit to improve inferencing power. 

One method, widely employed since the students of Soc-
rates, is to recognize the differentia within intensional at-
tributes to distinguish a genus from a species, with the pro-
totypical example being ‘man is a rational animal’ (Burek 
2004). An intensional definition is one that has a delimiting 
characteristic (Roche 2016), in this case the essential differ-
entiator of rationality. Linnaeus applied this method in his 
plant and animal classifications, but has been criticized for 
proposing an artificial system, despite the provisional na-
ture of his phylogenies, criticisms further compounded by 
confusing uses of the intensional and extensional terms (Va-
silyeva and Stephenson 2008). As another example, exten-
sional definitions are often and confusedly treated differ-
ently in information science and mathematical sets (Roche 
2016). Further, some systems change the meaning of classi-
fication methods depending on context (Quinn 2017). We 
also see conflicting terms for when we are trying to compose 
intensional or extensional definitions as opposed to specify-
ing the logical relation (Kublikowski 2016). 

To help clarify these matters, let us first look at an exten-
sional hierarchical relation, one which is external in out-
look. The extensions of an object are those things to which 

it applies. The relationship of an instance or member to a 
set or class of other instances that share (mostly) the same 
characteristics is an extensional one. Denotation is a syno-
nym. A hierarchical relation based on extension is the enu-
meration of instances with these shared same characteris-
tics. To illustrate this, let’s look at how we might classify the 
concept of ‘color’ by assembling up all of the colors we can 
name, like emptying all of the individual sticks from a 
crayon box (Figure 1).  

This ‘color’ class is logical as it is built from an enumera-
tion of its group members, that is the sticks contained in our 
crayon box. Group instances of an extensional hierarchy 
share many descriptive characters. Bigger boxes of crayons 
lead to the enumeration of more colors (or sticks) for these 
instances with their shared attributes. For example, peach 
‘is-a’ color. (It is also a fruit, which reinforces the need to not 
use simple labels and to disambiguate them for knowledge 
systems.) All instances of the crayon sticks share the broader 
‘color’ concept, and as crayon sticks, share sibling character-
istics that qualify them as instances. Extensional subsump-
tions are more common between classes or classes and mem-
bers but are not limited to them. 

Still, there is an ‘essence’ to color, to use Aristotle’s crite-
ria for natural classes, that we can argue is based on some-
thing inherent to color, intrinsic to it, what makes up its es-
sential character. It is what the Port Royal logicians called 
comprehension, later re-labeled intension (Peirce 1867).19 
In the case of our color example, one essence we can surmise 
is the idea of primary colors, more-or-less centroids of the 
colors we can see,20 keyed to our visual cones, as arrayed in 
Figure 2.  

We now have a color class constructed from an essential 
character or attribute, which is a primary color. This dia-
gram is an example of intensional subsumption. Attributes 
are inherent, internal, integral, or intrinsic to the thing at 
hand.  

 

Figure 1. Extensional hierarchy.  
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A well-chosen intensional schema may bring additional ad-
vantages. In the case of the intensional color, the essential dif-
fering character of primary color gives us the power to com-
bine attributes into blends, which give us a multiple-level hi-
erarchy with some secondary colors as well (Figure 3).  

Though the essence of primary colors arose from New-
ton’s determination in 1665 that color was an inherent char-
acter of the visible light spectrum (Gleick 2004), it was not 
until about 1800 that Herschel and Ritter discovered infra-

red and ultraviolet wavelengths, respectively (Newman 
2013). By the end of the 1800s, intensional colors as seen by 
humans were understood as the wavelengths of electromag-
netic radiation between the infrared and ultraviolet, with a 
blend of secondary colors. Today, however, we know that 
both bees and birds can see in the ultraviolet, while humans 
cannot, and we can see red, while other mammals cannot. 
We might now revise our understanding of intensional 
color for all animals to be the wavelengths of the electromag-

 

Figure 2. Simple intensional hierarchy.  

 

Figure 3. Multiple intensional hierarchy.  
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netic spectrum between the infrared and far-ultraviolet. 
New knowledge or changes in extensional scope may 
change our understanding of a what is a ‘natural’ class.  

We can take any two bubbles in the figures above and 
their connecting link and present them as a ‘triple’ subject-
predicate-object statement (that is, a basic assertion) in the 
World Wide Web Consortium (W3C) vocabularies (2008). 
The key logical statements made in a KR language assert 
these subsumptive relationships.21 In this manner we can see 
a small, direct portion of the immediate hierarchies, only 
now turned from a section of a vertical tree into a horizontal 
‘triple’ statement (Figure 4).  

 This tuple approach is a fairly universal form, reflective, 
for example, of entity-relationship or entity-attribute-value 
(EAV) data models (Chen 1976), in addition to those from 
the W3C and description logics. In this manner, we can in-
clude hierarchical statements in broader assemblages of 
other assertions in our knowledge systems. 
 
3.3 Subsumption in knowledge representation 
 
Library and information scientists perhaps view knowledge 
systems through the initial lens of thesauri or classifications. 
Knowledge representation (KR) occupies the most devel-
oped end of the scale of knowledge systems since the objec-
tive is to instruct computers in how to capture and coher-
ently model knowledge. Doyle (1977, 3), in the first com-
prehensive study of KR languages, noted: “Hierarchy is an 
important concept. It allows economy of description, econ-
omy of storage and manipulation of descriptions, economy 
of recognition, efficient planning strategies, and modularity 
in design”.  

Perhaps the best description of hierarchies in a KR con-
text is from description logics (DL) (Baader et al. 2003). The 
subsumption relation is the basic inference or reasoning re-
lation in DL (Baader et al. 2003; Guarino and Welty 2002). 

In part, DL grew out of Peirce’s early work in predicate logic 
(Brink, Britz and Schmidt 1994). DL is the logical basis for 
the semantic languages such as RDF or OWL standardized 
by the W3C (2008); they have an open-world logical prem-
ise well-suited to knowledge.22 KR systems can certainly 
classify, often with useful automation, but their greater 
power arises from their ability to conduct reasoning and in-
ference, chiefly due to their hierarchical subsumption rela-
tions, the essential backbone to KR systems (Burek 2004; 
Doyle 1977). 

We create a chain of inheritance when we connect hier-
archical levels to adjacent ones using the same subsumption 
relation (or predicate) using an s-p-o statement such as in 
Figure 4 wherein the object of a first assertion is the subject 
of a second (or vice versa). For example, the logical conse-
quence, or entailment, of asserting that a person is a mam-
mal, which is an animal, and which is a living thing thus en-
ables us to deductively reason that a person is a living thing. 
A deductively sound argument is where we base the conclu-
sion on truthful premises. On the other hand, we could ask 
if a given living thing is a person or not. Inductively, we can 
trace the hierarchy back from living thing to person to de-
termine if it is possible for a person to be a living thing, but 
our inductive power would be weak because there are many 
potential kinds of living things. To strengthen the argu-
ment, we would need to improve the likelihood by adding 
more lines of evidence, such as the living thing under con-
sideration walks bipedally, is dimorphic, is of a certain size, 
bears live young, nurses them with milk, is hairy, and ma-
nipulates symbols. 

Sometimes the is-a relation is equated with the subsump-
tion relation, but it is only an important subset; all of the 
relations we discuss in our later typology are subsumptive in 
nature. The common is-a relation masks at least four differ-
ent sub-types of subsumption23 subject to different logical 
inferences and entailments (Johansson 2006). Brachman 

 

Figure 4. Basic KR triple. 
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(1983) made a logical analysis of is-a and its types in the be-
ginning years of description logics. We can further subset 
partitive subsumptions using the part-of and has-part rela-
tions.  

The work we can extract from KR systems with hierar-
chical subsumption relations extends beyond reasoning and 
inferencing. For example, much can be done with basic text. 
Hearst (1992) demonstrated that lexico-syntactic patterns 
could indicate hyponym relationships. Heuristics were used 
to identify these initial patterns and has remained a useful 
approach. At roughly the same time, however, particularly 
through the understanding of hierarchical structures in 
text, an alternate approach was to treat the semantics of a 
terminology in algebraic form (Brink and Schmidt 1992). 
These computational approaches have continued to be re-
fined, initially to inform cluster analysis (Cimiano and 
Staab 2005). In the last decade, word embeddings, which 
convert natural language text into vectors of numeric repre-
sentations, have shown the ability to distinguish semantic 
similarities and differences through vector comparison. The 
growing sophistication of word embeddings led about five 
years ago to their use in the discovery of hypernym-hypo-
nym relations (Fu et al. 2014). The present state of develop-
ment has moved beyond text snippets and documents asso-
ciated with specific nodes to embrace the entire graph struc-
ture, with subsumption relations playing a prominent role. 
The intersection of text, hierarchy, graph structure, and ad-
jacency features is leading to an explosion of graph embed-
ding approaches that promise to improve on virtually all 
KR tasks (Hogan et al. 2020). 

In other work areas, we can check instances using sub-
sumption, though we may need to add some further steps 
(Donini et al. 1994). We may leverage hierarchies to inform 
different clustering algorithms, including for formal con-
cept analysis (Cimiano and Staab 2005). When building our 
knowledge structures, we can test for ‘satisfiability’, which 
means that our assertions are ‘true’ and consistent with 
other assertions, a key qualification criterion. Subsumptive 
relations are the basis for these tests (Horrocks and Patel-
Schneider 1999). The subsumption hierarchies are also use-
ful structures for aligning our knowledge systems, which we 
need to do when merging or adding large chunks to them 
(Spiliopoulos, Vouros and Karkaletsis 2010). Hierarchies 
can inform the automatic creation of metadata facets (Sto-
ica and Hearst 2004; Stoica, Hearst and Richardson 2007). 
Given these interactions, we can also apply hierarchical clus-
tering to our existing structures, which can surface natural 
data representations that may be better ways to arrange (and 
thus refine) our knowledge structures going forward 
(Greenberg et al. 2020). Subsumption relations also add 
meaningful features over which machine learners can in-
ductively reason for creating more effective artificial intelli-
gence (AI) models. 

High-quality subsumption relations confirm that broader 
and narrower relations are stronger than those among sibling 
concepts, that superclasses exhibit commonalities among 
their sub-classes, and that there are abstract features in a su-
perclass not exhibited by any sub-class (Solskinnsbakk et al. 
2010). Crutchfield (2012) used Shannon’s (1948) infor-
mation theory to further explicate the emergence of natural 
hierarchies. His analysis showed how a ‘higher’ level may 
emerge from the properties of a ‘lower’ level. Note how those 
findings relate to Anderson’s (1972) earlier Science paper. 
The proliferation of ‘triples’ throughout a KR system also 
leads to the formation of a network or graph structure, signif-
icantly aided by the presence of a hierarchical organization 
(Czégel and Palla 2016). Graph structures themselves are 
sources of additional features for machine learners, and lever-
age the potential to extract meaningful information from the 
natural language contained within the knowledge structure. 

The use of hierarchy in the sciences and, now, also 
knowledge professions, has thus both narrowed and shifted 
from its historical senses over time.24 The narrowing occurs 
by focusing on subsumption relations for natural observa-
tions and conceptual generalizations. The shift occurs to 
computable logic tests and algorithms. Hierarchies, in the 
sense of knowledge systems, are now the reasoning basis for 
understanding the real world, as opposed to expressions of 
control or social rank.25 Yet, as these broad surveys have 
shown, considerable diversity exists as to the nature and clas-
sification of knowledge hierarchies.  
 
4.0 Insights from Peirce 
 
Charles Sanders Peirce (1839–1914, pronounced ‘purse’) 
belongs to the pantheon of great thinkers in knowledge rep-
resentation (Bergman 2018a). Peirce made significant con-
tributions in logic, mathematics, the physical sciences, sci-
entific notations, philosophy, dictionary definitions, and 
many practical fields over a nearly sixty-year period, includ-
ing thirty years as a practicing scientist and inventor (Burch 
2017). While widely recognized and feted as a younger man, 
he died penniless and somewhat in obscurity; 80,000 hand-
written manuscript pages are still awaiting editorial atten-
tion to join his more than 12,000 published ones (Burch 
2017). Among his signal contributions are the philosophy 
of pragmatism (different from, but a stimulant to, the simi-
lar advocacies of his friends and colleagues, William James 
and John Dewey), his semeiotic theory of signs (different 
than the linguistic efforts of Ferdinand de Saussure), the al-
gebraic logic of relatives, algebraic geometry and topology, 
explications of the scientific method, diagrammatic logic 
using existential graphs,26 and a third method of logical in-
ference, abduction.27 In a more contemporary vein, Peirce 
has contributed a triadic logic to formal concept analysis 
(Wille 1995),28 presaged key aspects of category theory (Zal-
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amea 2012), and has stimulated practical applications in hy-
pothesis testing, grammars, cluster analysis, artificial intelli-
gence, and other areas of computer science (Burch 2017), 
including description logics as noted earlier. 

Peirce’s background as a classifier derives from his reliance 
on the universal categories of Firstness, Secondness, and 
Thirdness; his understanding of everything being represented 
as signs, subject to interpretation, fallibility, and community 
understanding; his fierce (and idealistic) belief in reality; and 
his logics. Infused in these perspectives is his embrace of the 
scientific method, indeed even extended to his notion of 
pragmatism, wherein we find guidance as to what practical 
questions to ask and how to act under uncertainty. I expand 
on each of these areas in the sub-sections to follow. 

There are also strong linkages in Peirce’s insights to evolu-
tion and Shannon’s information theory (Bergman 2018a). 
His simultaneous beliefs in non-deterministic chance (which 
he termed ‘tychism’) and continuity and generality (which he 
termed ‘synechism’) bracket the actual, all three of which he 
viewed as real. While the idea of ‘hierarchy’ in knowledge sys-
tems will likely remain imprecise, the use of a consistent per-
spective such as what Peirce provides can give us a coherent 
approach for representing information of all forms and levels 
to our knowledge systems. 
 
4.1 Peirce, the classifier 
 
Peirce was a classifier and a keen student of classification. 
At Harvard, Peirce studied under the renowned taxonomist 
Louis Agassiz, and greatly admired his natural classification 
system and used animal lineages in many of his examples 
(Bergman 2018a). In arguing for ‘natural classes’ Peirce 
largely adhered to Plato’s Socrates, whose ideal for dividing 
classes was “where the natural joints are, and not trying to 
break any part” (Plato 1925). Peirce also embraced Aristo-
tle’s idea of a ‘final cause’ of a thing, which he likened to the 
purpose or the reason for the thing’s existence, over Aristo-
tle’s ‘essence’ (Hulswit 1997). Peirce referred to a natural 
class as a “family whose members are the sole offspring and 
vehicles of one idea, from which they derive their peculiar 
faculty” (Peirce 1998b, 125). His recognized means for nat-
ural classification was “only an enumeration of tests by 
which the class may be recognized in any one of its mem-
bers” (CP 1.223, 1902). Peirce’s concept of ‘natural classes’ 
was not limited to things only found in nature but included 
social classes, the sciences, concepts, ideas, thoughts, and 
human-made products (Bergman 2018a; Brakel 1998; 
Hulswit 1997). Peirce denied that a ‘final cause’ was static, 
meaning the referent was not unchangeable, and he was at-
tentive to remove the psychological from classification, 
grounding it instead in logic and observed phenomena.  

Peirce’s most notable classification was that of the sci-
ences (Midtgarden 2019), which he broadly defined to in-

clude philosophy, logic and the humanities.29 He worked on 
this system for nearly 40 years until he produced his final 
‘perennial’ one in 1903, having iterated and refined his clas-
sification at least 20 different times with minor versions in 
between (Kent 1987). The perennial classification had the 
three main branches of mathematics, cenoscopy (philoso-
phy), and idioscopy (the special sciences of traditional sci-
ence and the humanities). The classification is hierarchical 
in design. Another major classification by Peirce was on 
‘Logic’ as reflected in his Carnegie grant application of 1905 
and related papers (Peirce 1998e), though a myriad of classi-
fications is common across his five decades of writings. He 
applied the tree metaphor in classification and logic (Anellis 
and Abeles 2016; Peirce 1976). 

To Peirce, any logical inquiry needed to be grounded in a 
‘speculative grammar’ that defines the qualities, objects and 
rules resident to the domain. In one of Peirce’s first papers, 
read before the AAAS, he presented his views on compre-
hension (intension) and extension, which he labeled depth 
and breadth respectively (Peirce 1867). In this paper Peirce 
examined the logical underpinnings of these concepts reach-
ing back to the Greeks, the scholastics of the Middle Ages, 
the Port Royal logicians, and more recent philosophers and 
logicians, noting many confusions and inexactitudes. Peirce 
maintained that depth and breadth multiplied together 
consists of the total information, or area, of the concept or 
object, positions which he continued to hold for at least the 
next 40 years (Peirce 1998b). He assigned degrees to this 
possible information, including what is essential and what 
is substantial (absolute truth). Peirce likened comprehen-
sion (intension), or depth, to ‘internal qualities’ (Kant), 
forms (DeMorgan), particulars, or connotations. Depth 
consists of the necessary internal attributes common to the 
item. On the other hand, extension, or breadth, is an exter-
nal quality (Kant) or scope (DeMorgan), that denotes some-
thing and is applicable to generals and universals. In exten-
sion, all group members are brought in relation to one an-
other via their shared characteristics (Peirce 1867). In a clas-
sificatory structure, what is most general has the greatest 
breadth and little depth; what is individual and particular 
has the greatest depth and little breadth.  

Peirce therefore presents a logical means for assigning 
subsumption relationships. Classifications are more natural 
when they distinguish items by virtue of their essential in-
ternal qualities, and when they are combined into classes 
with a common ‘final cause’. The final cause goes beyond 
essentiality to capture the ‘purpose’ or directionality for the 
item at hand as reflected by its continuous evolutionary 
tendencies to certain forms of generality. This viewpoint is 
sometimes confused with the teleology of Aristotle, but in-
stead reflects a more subtle and rational aspect of natural 
science; it is a “type for which selection is made” (Short 
2007, 138).  
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A natural classification for Peirce is thus logical and both 
intensional and extensional. (We can still have logical classi-
fications that are artificial.) It is intensional when particu-
lars are properly distinguished based on essential, internal 
characters. It is extensional when we bring those particulars 
together in an appropriate scope based on their ‘final cause’ 
as exemplified by their evolutionary directionality or pur-
pose. Further, given the fallibility of knowledge, a natural 
classification is provisional and subject to change and re-
finement as new knowledge arises.30 

 
4.2 Trichotomies in logic, signs, and reality 
 
Most researchers of Peirce soon see his penchant for threes 
(Bergman 2018a; Burch 2017). The fount for Peirce’s in-
sights seems to reside in his abiding interest in logics and re-
lations, going back to his earliest writings. His ‘reduction 
thesis’, much studied by Burch (1991), maintained that all 
n-ary relations beyond an n of three may be constructed 
from triadic relations alone, and no true triadic relation 
(‘Mike gives the ball to Jim’) may be constructed by mo-
nadic or dyadic relations. A number of parties has now 
claimed proof of Peirce’s reduction thesis (Burch 1991; Dau 
and Correia 2006; Hereth and Pöschel 2011). My reading 
of Peirce suggests he used triadic approaches in his own 
thinking to question prevalent dichotomous arguments 
and to be explicit about the use of logic, analysis and synthe-
sis when tackling a new problem. We certainly see evidence 
of this in Peirce’s systems thinking regarding logic, signs and 
reality, or any “intellectual concept” to use his term (Peirce 
1998d). This kind of triadic thinking can also aid classifica-
tion and hierarchies in knowledge systems. 

From his earliest papers, Peirce challenged the then cur-
rent notion of only two forms of inferential logic, namely 
deduction for necessary inferences and induction for prob-
able ones (Burch 2017). He explicated these two forms 
much during his career, for example identifying classifica-
tion as the first of three stages of induction (Peirce 1998g), 
but also felt there was a third kind of logic, employed when 
generating hypotheses and deciding how to select among 
them, what he initially called ‘abduction’ (later ‘retroduc-
tion’, then ‘abduction’ again).27 Peirce worked much on ab-
duction given its role in the complete logic of the scientific 
method, and he refined his view of it over his career. The 
growth of new knowledge, and the stimulus for classifica-
tion, comes from a “surprising fact” that causes us to ques-
tion premises or understand new emerging or discovered 
phenomena, which compels abductive reasoning to pick a 
candidate hypothesis for why the “surprise” has occurred. 
Multiple factors weigh on that choice among an infinitude, 
including economy, practicality, probability, and even in-
stinct. Then, “that which is to be done with the hypothesis 
is to trace out its consequences by deduction, to compare 

them with results of experiment by induction, and to dis-
card the hypothesis [if refuted], and try another” (Peirce 
1998c, 107). 

The three inferential forms of abduction, deduction and 
induction constitute the ‘critic’, the actual methods of logi-
cal inference, which along with ‘speculative grammar’ 
(noted above) and ‘methodeutic’, comprise Peirce’s broader 
triadic logic. Methodeutic (which Peirce also called ‘specu-
lative rhetoric’) deals with all methods of representation, in-
quiry, and verification, and is closely aligned with the appa-
ratus and thinking of science (Burch 2017); it is what also 
led Peirce into the study of signs. Peirce held the triadic sys-
tem of logic to be universally true (Zalamea 2013).  

Peirce equated logic in its broadest (triadic) sense with his 
theories of semeiosis of sign-making and interpretation 
(Burch 2017), distinct from the more linguistic interpreta-
tion of ‘semiosis’ (de Saussure) with which it is often con-
flated. The trichotomy of the sign consists of the immediate 
object (2ns), its signal (1ns), and its interpretation (3ns). 
The immediate object is a facsimile of the full, dynamic ob-
ject, since how it can be signaled and represented can never 
be complete. The signal can extend from an icon or index or 
pointer to the object to a symbol of it (such as a word). The 
interpretation of the sign is based on the context and capa-
bilities of the interpretant. According to Peirce, the inter-
pretant is that to which the sign represents the object, which 
he often called mind or ‘effete mind’, which we perhaps can 
more generally understand as the receiver of the infor-
mation. Signs build upon signs through a process of accre-
tion and community consensus, often from the coining and 
acceptance of new terms based on the understanding of new 
emergent properties or aspects of the object. Science and the 
application of logic enable us to continually add to our lan-
guage and to test and refine these understandings. 

Peirce organized these various classifications, as with 
most other aspects of his work, into a trichotomy of univer-
sal categories, most often referred to as Firstness, Second-
ness, and Thirdness. Peirce articulated more than 60 differ-
ent variants of these categories over his career, from logic to 
signs to language symbols and other classifications, varying 
the actual content of each category depending on the con-
text (Bergman 2018a, Table 6-2, 118-20). The universal cat-
egories are the primitives that comprise all things, ideas, 
logic, and concepts, since nothing is as irreducible as one, 
two, and three, with all higher-order structures combina-
tions of these constructs. The groundings for the categories 
are: Firstness (1ns), monads which are the possibilities for a 
given context; Secondness (2ns), the actual things within 
that context, specifically including events and entities; and 
Thirdness (3ns), the generalities, laws, or abstractions that 
provide continuity across things (Bergman 2018a). For ex-
ample, a mode of signs from possible to actual to necessary 
was termed by Peirce ‘mark’ (1ns), ‘token’ (2ns), and ‘type’ 
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(3ns) (CP 8.364, 1908). Similarly, we can relate Shannon’s 
(1948) information model of sender (2ns), message (1ns), 
and receiver (3ns) to Peirce’s triadic categories. 

Peirce came to believe that all three universal categories 
(possibilities, actualities, and generalities) are real, becoming 
what Fisch (1967) called a ‘three-category realist’. The ac-
tual things of the world (2ns) exist independent of what we 
think of them. Peirce saw generalities (3ns) and ‘natural clas-
ses’ as real because general principles (such as the law of grav-
ity) are operative in nature, they are essentially predicative, 
and their representations (such as words) can have real ef-
fects (Peirce 1998h).31 Firstness was the last universal cate-
gory that Peirce accepted as real in about 1897 (Fisch 1967). 
Peirce based his assertion, in part, on the “perceptual judg-
ment of qualities” (1ns) that are “utterly beyond control” of 
the interpretant (Peirce 1998d, 191). That is, “perceptual 
judgments [which he elsewhere calls ‘Qualities of Feeling’] 
are the first premises of all of our reasonings and that they 
cannot be called into question” (Peirce 1998d, 191). Thus, 
in two fundamental ways, a trichotomous vs. dichotomous 
basis and a complete belief in an external reality, Peirce con-
tradicted Descartes’ view of the world. 
 
4.3 Fallibility, the scientific method, and pragmatism 
 
As a practical physical scientist, Peirce understood well that 
knowledge and science are fallible, and measurements are 
not perfectly reproducible, no matter the scale or how many 
taken. Historical and emerging notions of natural order are 
not inviolate. For example, we see the scientific understand-
ing of the taxonomic ordering of living things has pro-
gressed from the use of morphology and external appear-
ances to internal ones based on genealogy and now, genetics 
(Mayr 1982). The role of evolution in these orderings has 
been fundamental, such that some observers suggest that 
“various evolutionary processes naturally emerge with hier-
archical organization” (Annila and Kuismanen 2009). 
Peirce’s insights triangulate a central role for evolution con-
sistent with semeiosis and the 2nd law of thermodynamics 
(Annila and Kuismanen 2009; Annila and Salthe 2010; 
Herrmann-Pillath 2010; Herrmann-Pillath and Salthe 
2011; Lehmonen and Annila 2017; Salthe 2012; Short 
2007). 

Peirce saw absolute truth as something that can only be 
approached as a limit function. The aim of science is to em-
ploy keen observation, logic, and sound methods to strive 
toward those limits. Peirce’s insight with pragmatism was to 
provide a scope, and practical and economic ways to gain 
the necessary knowledge sufficient for us to be able to act 
and make progress (Peirce 1905a; 1905b; 1906; 1998d; 
1998e). Of all four methods of inquiry, only knowledge 
gained through the scientific method provides the means 
for us to fix belief sufficient to act (Peirce 1877). 

The integration of the three logical tests of abduction, 
deduction, and induction into what he called the “scientific 
method” is one of Peirce’s signal achievements (Burch 
2017). The methodology is error-correcting (Mayo 2005) 
and acknowledges that “probability is actually a notion with 
clear empirical content and that there are clear empirical 
procedures for ascertaining that content” (Burch 2017). 
The nature of knowledge and truth as limit functions 
means there should be no absolutes in intellectual discourse. 
If a system or approach, including one of classification, is in 
the main truthful and respectful of the scientific method, 
then whole systems should not be rejected based on a mi-
nority of falsities; instead, the errors should be corrected and 
the system revised. Given the broad scope that Peirce as-
cribed to knowledge and the sciences, these guidances apply 
to all disciplines, including philosophy and the humanities, 
as well as questions of practical conduct. Mathematics was 
the sole branch of knowledge he held apart. 

We can and do reach consensus or belief on many aspects 
of how the world is and how it works, sufficient for us to 
‘know’ things to act upon them. Peirce embedded this belief 
in his philosophy of pragmatism (Parker 1998). The act of 
classification or the placement into hierarchies is, of course, 
not always a natural one. Peirce recognized that “there are 
artificial classifications in profusion, but [there is] only one 
natural classification” (CP 1.275, 1902). Peirce makes the 
practical point that, “All classification, whether artificial or 
natural, is the arrangement of objects according to ideas. A 
natural classification is the arrangement of them according 
to those ideas from which their existence results” (CP 1.231, 
1902). And further (CP 1.227, 1902), “[a]ll natural classifi-
cation is then essentially, we may almost say, an attempt to 
find out the true genesis of the objects classified. But by 
genesis must be understood, not the efficient action which 
produces the whole by producing the parts, but the final ac-
tion which produces the parts because they are needed to 
make the whole. Genesis is production from ideas. […] A 
science is defined by its problem; and its problem is clearly 
formulated on the basis of abstracter science”.  

Peirce’s worldview is one where logic and the application 
of the scientific method intersects with a Nature that is con-
tinuously evolving in particular contexts within chance and 
the limits of its possibilities. What we know about this Na-
ture is incomplete and fallible. How we perceive and com-
municate these realities are imperfect. The depth and 
breadth of our information space are constantly changing, 
and so should our systems of classification within it. The 
wonderful thing about picking Peirce as our guide is the re-
markable coherence and completeness his ‘architectonic’ 
(Peirce 1891) brings. 
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5.0 A typology of knowledge system hierarchies 
 
The foregoing points to the importance of logic and the 
striving for ‘natural’ classes within both intensional and ex-
tensional viewpoints in formulating our hierarchical 
knowledge systems. This section proposes a typology of 
knowledge system hierarchies based on these points and 
guided by Peirce. Our proposed typology for hierarchical re-
lations should in all cases be logical, and then strive for nat-
uralness within a subsumptive framework. However, to 
bootstrap this process, we first need to introduce a logical 
relation called prescission that was employed by Peirce and 
is hierarchical but does not have most of the entailments of 
subsumption.  

Every hierarchical statement can be seen as a pair of ob-
jects connected by a super- or suborienting relation (as re-
flected in Figure 4). In accordance with his universal catego-
ries, Peirce defines three distinct kinds of separation for any 
pair in thought; that is, ways in which we assign conceptual 
or intellectual relations between a pair. As paraphrased, dis-
sociation (1ns) consists in imagining one of the two sepa-
rands without the other, complete or incomplete.  

Prescission (2ns) consists in supposing a state of things 
in which one element is present without the other, the one 
being logically possible without the other. Discrimination 
(3ns) consists in representing one of the two separands 
without representing the other (EP 2:270, 1903). Note that 
all hierarchical subsumptions are 2ns; that is, prescissive in 
nature. 

Prescission captures the most fundamental expression of 
a hierarchical relationship, stated as the relation, prescind.32 
We can understand the relation ‘B prescinds A’ as equivalent 
to ‘B may be supposed without A’; the more common form 
is ‘B can be prescinded from A’. Other ways to understand 
the relation is that B may ignore, be presupposed without, 
or can be considered separately from, A. It is a logical pro-
cess absent any psychologism to distinguish a subordinate 
concept from a superordinate one (CP 2.248, 1903):  
 

But prescission, if accurately analyzed, will be found 
not to be an affair of attention. We cannot prescind, 
but can only distinguish, color from figure. But we 
can prescind the geometrical figure from color; and 
the operation consists in imagining it to be so illumi-
nated that its hue cannot be made out (which we eas-
ily can imagine, by an exaggeration of the familiar ex-
perience of the indistinctness of hues in the dusk of 
twilight). In general, prescission is always accom-
plished by imagining ourselves in situations in which 
certain elements of fact cannot be ascertained. This is 
a different and more complicated operation than 
merely attending to one element and neglecting the 
rest. 

 
Prescission is an asymmetrical separation of two elements 
objectively considered; it is a logical operation that does not 
make any ontological assumptions about the two elements 
(Houser 2010). Prescission carries no connotation of mean-
ing. It can determine logical precedence between two con-
cepts, and therefore a level, but not an exact relation be-
tween them. It carries no entailment other than prescis-
sion.33 Though Peirce does not state such, in all cases a par-
ticular can be prescinded from a general. However, Peirce 
does state that Firstness prescinds Secondness, which pre-
scinds Thirdness, though none of the reciprocals hold true 
(Peirce 1998e). This means that prescission is the most gen-
eral relation for establishing a hierarchy, useful for abstract 
concepts or monads. For these reasons, we put precission at 
the top of our typology hierarchy. 

The next major level in the hierarchy is subsumption. All 
subsequent hierarchical relations are sub-types underneath 
the rubric of the subsumption relation. The subsumption 
relation may involve classes, instances, parts or properties, 
and may be extensional, intensional (comprehensive), or 
‘natural’ embracing both (Peirce 1867; Vasilyeva and Ste-
phenson 2008), consistent with the breadth and depth terms 
employed by Peirce. The most restrictive subsumption level 
in the typology is the ‘natural’ one. Again, consistent with 
Peirce, a ‘natural’ subsumption has both a defined (defensi-
ble) scope for its parent class (its breadth, or extension), and 
a set of essential intrinsic attributes for its object (its depth, 
or intension). 

Table 1 now weaves these threads into a typology for hi-
erarchy relations useful to knowledge systems. Consistent 
with our guidance from Peirce and our desire to maintain 
inheritance across subtypes of subsumption, we agree with 
Linnebo and Rayo (2012) who argue that hierarchies 
should be expressed through types that exhibit characteris-
tics of absolute generality and inferencing.34 I have orga-
nized the remainder of the typology by subsumption rela-
tions, split into its major extensional, intensional, and ‘nat-
ural’ branches. I further organize each of these splits to em-
brace the common hierarchical relations drawn from: (1) 
the American National Standards Institute as developed by 
the National information Standards Organization 
(ANSI/NISO 2005); (2) semantic language standards for 
knowledge systems from the World Wide Web Consortium 
(W3C 2008); and (3) other researchers with interests in typ-
ing hierarchical relations. The sources used are provided as 
table notes (Table 1). 

Each classification, as indicated by an entry under ‘Type 
of Hierarchy’ in Table 1, may be illustrated by one or more 
relational expressions (predicates). The first entry for each 
classification is the standard or common one; synonym re-
lations are italicized and reciprocal relations are underlined 
if there are multiple illustrations. A and B are the paired hi- 
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Type of Hierarchy  Illustrative Relation Notes 
Prescission  B prescinds A 1 
      B can be supposed without A 1 
      B is logically possible without A 1 
 Subsumption  A is more general B  
   A subsumes B  
      A includes B  
      A broader than B 3 
      A broader term B 4 
      B narrower than A 3 
      B narrower term A 4 
    B nests within A 2 
  Extensional Subsumption  B is a A 2,5,6 
   is-a [class]  B subClassOf A 3 
      A superClassOf B 7 
      A broader term (generic) B 4 
      B narrower term (generic) A 4 
    determinable-subsumption  B subPropertyOf A 3,8 
    specialization  B is specialization of A 8 
   is-a [instance]  B type A 3 
      A has member B 7 
      B instance of A  
      A broader term (instance) B 4 
      B narrower term (instance) A 4 
      A has an instance of B 7 
  Intensional Subsumption     6,9 
    A contains B 2 
   is-a [class]  As above  
    genus-subsumption  A is parent of B 8 
      B is child of A  
    specification  B is way of A 8 
      B is method for A  
   part-of  A has part B 2,6,7 
      A broader term (partitive) B 4 
      B narrower term (partitive) A 4 
      B is region of A  
      B is time slice of A  
   has-a  A has attribute B  
      A [property] B 3,10 
    defeasible  A usually has attribute B 11 
  ‘Natural’ Subsumption  See text  

Table Notes: Synonym relations are italicized; reciprocal relations are underlined in relation to first given instance; 1-see text; 2-(Hierarchy 
2020); 3-W3C predicate (W3C 2008); 4-(ANSI/NISO 2005); 5-Tbox in DL; ‘levels of organization’ (Ahl and Allen 1996); 6-’compositional 
hierarchy’ and ‘specification hierarchy’ are extensional and intensional, respectively (Salthe 2012); 7-(ISO 2011); 8-(Johansson 2006); 9-Abox 
in DL; ‘levels of observation’ (Ahl and Allen 1996); 10-in W3C sense, individually specified properties (W3C 2008); 11-(Britz and Varzinczak 
2017). 

Table 1. Typology of hierarchical types. 
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erarchy objects for each illustrated relation; by convention, 
A is taken to be the more general object closer to the root of 
the tree. More general and abstract hierarchical relations 
tend toward the top of the table, more particular toward the 
bottom. Realize there are many nuances to these examples 
within actual deployments.35 Note as one progresses deeper 
into the hierarchy that the relations become more con-
strained and the entailments fewer. The most general A-B 
assertions with the broadest entailments occur at the higher 
(top) levels of the hierarchy. Also, note there can be difficul-
ties assuming equivalence of terms between different classi-
fication systems; refer to the cited sources for nuances. 

All of these relations, if used consistently, may each be 
assembled into a logical hierarchical chain across multiple 
levels. That chain may be tested for consistency and, if it is, 
may be used to trace inheritance or make inferences up and 
down the chain. Beyond this logical construction, the aim is 
to strive for ‘natural’ subsumptions. The tests that get ap-
plied are the same abductive, deductive, and inductive ones 
defined by Peirce, embedded in his broader logic triad in-
cluding properly scoped grammar and methods. A ‘natural’ 
hierarchical placement is one where the scope of the exten-
sion captures the purpose or ‘final cause’ of the class and 
where instances are qualified based on shared, essential 
characters. A ‘natural’ hierarchy is one where the place-
ments are natural, and the structure reflects greater general-
ity at the top and greater depth at the bottom. A ‘natural’ 
knowledge hierarchy is aspirational since its inputs are falli-
ble, and warrants updates as new knowledge arises. 

We can contrast the typology in Table 1 to other classifi-
cations. For example, the English Wikipedia entry on ‘hier-
archy’ lists four types of hierarchy: nested; containment; 
subsumptive containment; and compositional contain-
ment (“Hierarchy 2020”). The nested example is like Rus-
sian matryoshka dolls where each doll neatly fits within a 
larger one.36 The last two types are themselves subtypes of 
containment, which is subsumed under subsumption. The 
Wikipedia classification is not widely used and appears to 
be a mostly semantic variant. Another proposed but unused 
classification is from the earlier cited hierarchy book, 
wherein Pumain posited three types of hierarchical mean-
ing: (1) order and subordination; (2) taxonomy; or (3) or-
dered set of elements (Pumain 2006).  

One widely used scheme is the generic, whole-part and 
instance relationships common to library classification hi-
erarchies (Zeng 2005) (see also the Appendix). This classifi-
cation has continued through ISO standards in 2011 (ISO 
25964-1: 2011) and 2017 (ISO 5127: 2017). A family of 
schemes are widely used in biology based on the genus sub-
sumption, though with varying bases for evidence and in-
ternal or external viewpoints. In spirit the closest to our pro-
posed typology, at least from the standpoints of embracing 
notions of natural classification, information and reality, is 

the model hierarchical system proposed by Cottam et al. 
(Cottam, Ranson and Vounckx 2016), somewhat informed 
by Peirce. They recognize similar concepts and drivers to 
what we propose. However, they unduly rely upon the con-
cept of scale, do not relate their approach to the historical 
use and understanding of hierarchies, and therefore intro-
duce terminology and aggregations too foreign to legacy un-
derstandings. In contrast, the typology proposed in Table 1 
can be seen as a synthesis across the disciplines of infor-
mation science, computer science, and knowledge represen-
tation, generally faithful to historical terminology and con-
cepts, and consistent with the logic of C.S. Peirce. 
 
6.0 Conclusions 
 
This article has covered many historical and epistemological 
aspects of the concept of hierarchy, which remains impre-
cise. We have seen there are multiple relations covered by the 
concept of hierarchy, with is-a, part-of, has-a, and member-
of being prominent ones. We have seen, over more than two 
thousand years, that the logic applied to hierarchies has 
come to recognize scientific facts and this diversity of rela-
tions. We have the sense that some (perhaps the exemplary) 
hierarchies are natural and based in reality. There is some-
thing real and cognizable with the pattern of hierarchies, 
but we are still seeking explanatory mechanisms. 

To somewhat deal with this imprecision, we have nar-
rowed our view to hierarchy in knowledge systems, which 
has the advantage of a tractable and understandable scope 
of theories and approaches. We have used the insights of the 
19th century logician and philosopher, Charles Sanders 
Peirce, to help guide our inquiries. Peirce’s commitment to 
realism is itself an expression of his idealism. His commit-
ment to logic includes separation in thought (Peirce 1998a), 
that is, dissociation, prescission, and discrimination, which 
is a handy aid to evaluating the knowledge landscape and 
the process of categorization (which we barely explored 
herein), and a logical triad of signs, inference methods, and 
methodologies that we did explore directly related to hierar-
chical classifications. Peirce anticipated much in our cur-
rent discourse, so much so that he would likely have appre-
ciated today’s topical areas like computers, ontologies and 
knowledge graphs (Burch 2017).  

This background has enabled us to create a typology of 
hierarchical relations for knowledge systems. We have sug-
gested a logical way to organize hierarchical relations that 
are varied and have different entailments, so that we need to 
choose which to apply in a given context carefully. Our first 
order of business with this typology is a logical hierarchy so 
that we can do inference and reasoning. That consideration 
has included description logics, themselves outgrowths 
from Peirce’s logic, as the core formalism for capturing sub-
sumption relations in hierarchies with an open world view-
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point consistent with the nature of knowledge. The 
knowledge system languages and vocabularies from the 
W3C are grounded in these logics. 

Peirce’s guidance has emphasized that truth is fallible, 
and continued application of the scientific method is the 
best way to keep our assignments current and relevant. We 
should expect our typology of ‘hierarchy’ to evolve. Further, 
there are ways to strengthen knowledge systems and their 
subsumption relations to improve reasoning and inference 
power. For example, we can distinguish different kinds of 
subsumption relations more akin to the types shown in Ta-
ble 1. Or, we can classify and better distinguish different 
kinds of things subject to those relations. The split between 
relations and things is one example, as are classing things 
into different populations such as ‘parts’ and ‘wholes’ and 
being consistent in how we treat those sub-classes. Depend-
ing on the KR language used, we may have other options.37 

But logic is only the starting point, the essential founda-
tion to hierarchical classification. We need to embrace the 
Peircean viewpoint that natural hierarchies are real, and 
should be the extensional purpose of our inquiry, what 
Peirce likened to a ‘final cause’. We investigated a realistic 
combination of driving factors, consistent with these view-
points, that can explain both the rationale and modes of un-
folding of natural hierarchies. Evolution is central to these 
viewpoints, which acts contextually and is constrained by 
history and chance. 

We have matched Peirce’s views on the meaning of infor-
mation with Claude Shannon’s theories on the entropy and 
communication of information messages (Kraskov et al. 
2005). In local situations where the influx of external energy 
is great, such as exists on biotic Earth due to solar radiation, 
favored hierarchical structures are those through chance re-
combinations that maximize entropy production from free 
energy (Annila and Kuismanen 2009; Annila and Salthe 
2010; Salthe 2012). The glue that mediates this interplay of 
information and structure, on the one hand, with energy 
gradients, on the other, is evolution. Random variations in 
varying contexts create the favored functions or structures 
that maximize the energy flux. It is not unreasonable to as-
sociate the drivers of natural hierarchies in reality (including 
chance) (1ns), information (2ns) and evolution (3ns), as 
consistent with Peirce’s universal categories and his general 
theories of logic and semeiosis. 

One way to test this thesis is further critical inquiry into 
the concepts and methods involved, the Firstness of the 
speculative grammar and the Thirdness of the methodeutic 
in Peirce’s triadic logic. We also need to probe further the 
idea of abductive reasoning, part of the Secondness of that 
triad. One ensuing prediction is that abductive reasoning 
will support a better understanding of ‘final cause’ via prag-
matic ways to screen attribute and evolutionary context. We 
should also be able to compile and critically evaluate embed-

ded information for components using methods like pair-
wise mutual information or information entropy at various 
levels of natural hierarchies, similar to what Chaisson 
(2001) has demonstrated for energy rate densities. Since our 
objective in this article has been knowledge systems, we 
should also be able to develop computer programs and algo-
rithms that explicitly express these Peircean concepts. Work-
ing and testable systems are the next logical step. 

How we construct our hierarchies, this article has ar-
gued, should be subject to tests of logic, science, and coher-
ence. Hierarchical classifications do not have magic break-
points between generals and particulars. Rather, there is a 
gradation as fine-grained as the depth in the hierarchy and 
as wide as the broadest level, just as Peirce asserted. Change 
is natural, which means revision of hierarchies should be as 
well. Untended knowledge hierarchies are as unwanted as 
false assertions. 
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Notes 
 
1. WordNet 3.1 defines: “hyponym, subordinate, subor-

dinate word (a word that is more specific than a given 
word)” and “hyponymy, subordination (the semantic 
relation of being subordinate or belonging to a lower 
rank or class)” opposed to “hypernymy, superordina-
tion (the semantic relation of being superordinate or 
belonging to a higher rank or class)”. ‘Hyponymy’and 
‘hypernymy’are inverse to one another. A specific item 
in one of these relationships is a ‘hyponym’ or ‘hyper-
nym’, respectively. 

2. This list is not exhaustive and many of the terms have 
overlapping meanings (for example, dendrograms are 
kinds of trees, and taxonomies are often considered syn-
onyms for classification systems, cf., Hjørland 2017, 
§3.4). Each of these terms—and others not listed—ap-
pears in italics in the text where it is first used and de-
fined. The exception is Hasse diagrams, defined in the 
listing. The historical use of some of these terms in bi-
ology is presented by Archibald (2014). Wilson (1969), 
after discussing various definitions, distnguishes three 
kinds of hierarchy in nature: (1) physical (fundamental 
particles, molecules, crystals and cosmic aggregates); (2) 
biological (from virus structures to the human nervous 
system); (3) geometrical; and five kinds of hierarchy in 
artifact: (1) software (such as codes, languages, pro-
grams and search strategies); (2) hardware (including 
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computers, transportation systems and cities); (3) or-
ganizations (e.g., files, management schemes and social 
systems); (4) cognition (e.g., levels of knowing); (5) 
epistemology, which cites works on the classification of 
knowledge and disciplines. 

3. Depending on context (see text), possible noun syno-
nyms for hierarchy include absorption, abstraction, cate-
gorization, classification, composition, containment, 
echelon, embodiment, embracement, generalization, gra-
dation, grouping, inclusion, ladder, level, minor prem-
ise, nest, order, partial order, pecking order, rank, scale, 
schema, stratification, subset, subsumption, subtype, su-
perordination/subordination, taxonomy, or vertical. 

4. Depending on context (see text), possible antonyms for 
hierarchy include absence, anarchy, disorder, equal, 
equivalent, exclusion, flat, same, unclassifiable, unor-
dered, unranked, and other negations of synonyms. 

5. Material in this article was heavily drawn from (Berg-
man 2018a); the author thanks the publisher, Springer, 
for allowing use of this material. 

6. Note the clade-oriented International Code of Phylo-
genetic Nomenclature (PhyloCode) (cf., Benton 2000; 
Sluys, Martens and Schram 2004) allows a rank-free 
representation in addition to the rank-based classifica-
tion known from Linnaeus (e.g., displaying the follow-
ing ranks: domain, kingdom, phylum, class, order, fam-
ily, genus, and species). 

7. Patrides provides an impressive survey of history up 
through the Renaissance. Unfortunately, he too easily 
equates order as synonymous with hierarchy, which 
does have an important overlap in the mathematical 
sense, but which diminishes somewhat the power of 
the arguments strictly related to hierarchy. 

8. I am excluding the largely alphabetical organization sys-
tems of the first library catalog (ca 275 BC), English li-
brary catalog (ca 800 AD), dictionaries (1604), or ency-
clopedias (1728) (Bergman 2016). 

9. Chapter 13 in the first edition of On the Origin of Spe-
cies (p. 411-458) is devoted to classification, including 
morphology and embryology (Darwin 1859). 

10. The first hierarchical library classification is reported 
for China sometime before AD 1 (Miksa 1994); by 
‘modern’ we agree with Miksa the 19th century classi-
fiers provided broader and deeper subcategories geared 
to knowledge. 

11. This expansion of the scope of knowledge systems con-
tinued when Claude Shannon published his infor-
mation theory in 1948, and the structure of DNA was 
elucidated in 1953. The first computer database dates 
from 1962 (Bergman 2016). 

12. Kleineberg (2017) provides a historical treatment 
much richer than here, a useful compilation of ‘levels’ 
from various authors, and more than 200 references. 

13. A diversity of examples in alphabetic order include an-
imal behavior (Paine and Tani 2005), astronomical ob-
jects (Shapley 1958), chemical compounds (Simon 
1962), classification of the sciences (Peirce 1998a), con-
trolled vocabularies (ANSI/NISO 2005), dendrograms 
(tree diagrams) (Kraskov et al. 2005), design methodol-
ogies (Alexander 1964), Earth processes (Kleidon 
2010), ecological systems (Allen 2001), electrocardio-
grams (Kraskov et al. 2005), emergence of life (Walker 
2014; Walker and Davies 2013), fractals (Cottam, Ran-
son and Vounckx 2013), genetic inheritance (Simon 
1962), hadronic collision jets (particle physics) (Cac-
ciari, Salam and Soyez 2008), human needs (Maslow 
1954), human social organization (Simon 1962), in-
dustry sectors (Luo et al. 2009), living organisms (phy-
logenetic trees) (Kraskov et al. 2005; Simon 1962), nat-
ural languages (Chomsky 1956), physical-material-bio-
logical-sociocultural levels (Salthe 2009), primitive so-
cial classifications (Durkheim and Mauss 2009), sub-
types of cancer (Sørlie et al. 2001), taxonomies of con-
cepts (Cimiano and Staab 2005; Di Beneditto and de 
Barros 2004), and word relationships (G. A. Miller 
1995). Donna Wilson (1968) also provided a much 
longer (but older) listing of examples in a bibliography 
to a hierarchical structure symposium. 

14. We base the general method for citing direct Peirce 
quotes on his Collected Papers (Peirce 1931) followed by 
volume, page, and year (e.g., “CP 1.425, 1903”), except 
as otherwise cited. 

15. Again, we see this tension for the role of observers in 
the assessment of the reality of hierarchies, a topic 
Peirce informs through his theory of signs, or semeiosis, 
discussed in Section 4. 

16. Though it is possible to express a sequential order via 
the specific preceeds time relation to obtain a so-called 
‘flow’ hierarchy applicable to events or processes (Luo 
et al. 2009), this is a special edge case that we exclude 
from further consideration. 

17. See further Peirce’s classification of signs, “Nomencla-
ture and Divisions of the Triadic Relations, as Far as 
They Are Determined” (Peirce 1998f), and Section 4. 

18. As part of a decade-long effort to improve best practices 
in subject referencing (D. Miller, Olson and Layne 
2005), the American Library Association assembled a 
listing of nearly 30 hierarchical pairs based on Michel 
(1997) that recognized class-instance, whole-part, com-
positional, anatomical, topical, and other relationships. 

19. Peirce preferred the term comprehension and disliked 
the term intension, believing it too easily confused with 
‘intensity’ (Peirce 1867). Nonetheless, we use intension 
herein because of its accepted usage. 

https://doi.org/10.5771/0943-7444-2022-1-40 - am 24.01.2026, 12:28:18. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-2022-1-40
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


Knowl. Org. 49(2022)No.1 
M. K. Bergman. Hierarchy in Knowledge Systems 

58 

20. J.W. von Goethe (1749-1832) first proposed the stand-
ard 3-color scheme. Today, most designers use a 4-color 
scheme from Ewald Hering (1834-1918). 

21. Some knowledge representation languages allow n-ary 
relationships. Some knowledge representation lan-
guages may also allow specification for how a property 
behaves, including symmetry, transitivity, reflexivity, 
commutativity, or cardinality. The is-a relation, for ex-
ample, is commonly understood to be both transitive 
and reflexive (Nilsson 2006). See further Zadeh’s paper 
on similarity relations (Zadeh 1971). 

22. Description logics data models are easier to expand and 
update than conventional transaction data systems be-
cause they follow an ‘open world’ formal logic assump-
tion (Bergman 2009). The open-world assumption 
(OWA) conforms to Peirce’s views of knowledge and 
truth. We can add missing values without altering the 
data schema. OWA is limited to inferences and deduc-
tions from what is known to be true (or deemed likely 
true), in keeping with the open-ended nature of knowl- 
edge. “OWA is useful when we represent knowledge 
within a system as we discover it, and where we cannot 
guarantee that we have discovered or will discover com-
plete information” (Bergman 2018b, 161). 

23. These four kinds of ‘is-a’ relationship are genus-sub-
sumption, determinable-subsumption, specification, 
and specialization (Johansson 2006); see Table 1 in text. 

24. Again, recognizing the split with social and political 
perspectives on the concept of hierarchy. 

25. A fourth major dictionary sense emerged in the 1800s 
that defined ‘hierarchy’ as “A body of persons or things 
ranked in grades, orders, or classes, one above another; 
spec. in Natural Science and Logic, a system or series of 
terms of successive rank (as classes, orders, genera, spe-
cies, etc.), used in classification” (Oxford English Dic-
tionary, sense 4). 

26. In logic, besides his insights and proving of theorems, 
Peirce invented and developed dozens of logical opera-
tors, syntax, and diagrammatic systems for expressing 
and proving logic concepts (Burch 2017). 

27. Peirce specifically rejected abduction in favor of retro-
duction in 1898 believing the initial translation of Aris-
totle to be in error (Peirce 1992b) but had returned to 
using abduction by the time of his 1903 Harvard Lec-
tures on Pragmatism (Peirce 1997). Abduction remains 
the more commonly used. 

28. Rudolf Wille, the initial formulator of formal concept 
analysis, extended this logic to embrace the trichoto-
mies of Charles Peirce (Wille 1995). In formal concept 
analysis, a rigorous mathematical approach, formal 
concepts consist of two parts: an extent, which is a sub-
set of objects to which it belongs; and, an intent, which 
is a subset of attributes shared by sibling concepts 

(Stumme 1999). These notions correspond exactly to 
the idea of extensional and intensional subsumptions as 
used herein. 

29. Peirce’s conception (and definition) of science was 
close to the German term Wissenschaft (Burch 2017). 

30. The provisional nature of knowledge and science is a 
constant theme throughout Peirce’s writings. 

31. According to Peirce, continuity “is shown by the logic 
of relatives to be nothing but a higher type of that 
which we know as generality. It is relational generality” 
(Peirce 1992a, 258). 

32. Peirce also termed this concept precission, prescisive ab-
straction, prescision, or precisive abstraction (CP 4.235, 
1902). It comes from the same root as precision in 
measurements but has a different meaning as described 
in the text, which is one reason we prefer the spelling of 
prescission to distinguish it as much as possible. 

33. However, prescind may also be usefully employed as a 
logical operator to restrict the relevant population of 
consideration for a given inquiry. 

34. This paper also makes strides in bringing conventional 
set theory into conformance with description logics 
(Linnebo and Rayo 2012). 

35. Cottam et al. (2016), who believe hierarchies are basic 
in knowledge systems, have also proposed a model ab-
straction over hierarchical relation types, different than 
the typology presented in Table 1. Their approach is 
also based on Peirce’s universal categories but also adds 
Ivan Havels’ ‘three levels of reality’. 

36. In Peirce’s existential graphs, nesting is a very important 
operator that is best left to a separate discussion (Zala-
mea 2003). 

37. For some KR languages such as either RDFS (the 
schema extension to RDF) or OWL, we can sub-class 
properties, meaning we can boost the inferencing 
power of our predicates. We can add domain or range 
restrictions to our properties that establish the subjects 
or objects, respectively, to which the predicate may ap-
ply. For OWL, we can further specify the logical behav-
ior we want our relations to exhibit, such as transitivity 
or reflexivity, or we can take advantage of its ‘punning’, 
which enables us to metamodel a class as also being an 
instance depending on its context, helpful when we 
want to treat a class as an instance unto itself. We may 
also use extension or intension to assign instances to 
classes, or may create hierarchies of properties through 
the subPropertyOf predicate. 
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Appendix:  
Some definitions related to hierarchy in ISO standards 
 
ISO 5127: 2017, definition 3.1.7.01: “semantic relation (se-

mantic relationship): relation (3.1.1.12) between con-
cepts (3.1.1.02) and between class (3.8.5.03) symbols 
(3.1.4.17) and their meanings (3.1.8.03)”.  

ISO 5127: 2017, definition 3.1.7.12: “hierarchical relation: 
semantic relation (3.1.7.01) between a pair of concepts 
(3.1.1.02) of which one has a scope falling completely 
within the scope of the other”.  

ISO 25964-1: 2011, Section 10.2 writes: “The hierarchical 
relationship should be established between a pair of con-
cepts when the scope of one of them falls completely 
within the scope of the other. It should be based on de-

grees or levels of superordination and subordination, 
where the superordinate concept represents a class or 
whole, and subordinate concepts refer to its members or 
parts”. And: “The hierarchical relationship may be one 
of three types, corresponding to three logically different 
situations as follows: 

 a) the generic relationship.  
 b) the hierarchical whole-part relationship.  
 c) the instance relationship.  

Each of these leads to hierarchies which are amenable to 
a logical test through reference to the types of concept 
involved”.  

ISO 5127: 2017, definition 3.1.7.05: “generic relation: rela-
tion (3.1.1.12) between two concepts (3.1.1.02) where 
the intension (3.1.2.24) of one of the concepts includes 
that of the other concept and at least one additional de-
limiting characteristic (3.1.1.04). 

ISO 25964-1: 2011, Section 10.2.2 writes: “The generic re-
lationship is the link between a class or category and its 
members or species. In addition to the test for validity 
described in 10.2.1, this relationship is also amenable to 
a logical “all and-some test" [… Some birds are parrots and 
all parrots are birds satisfy the all-and-some test, whereas 
some pets are parrots and some parrots are pets do not sat-
isfy the definition of the generic relation, but exceptions 
may apply to a specialist thesaurus devoted to domestic 
animals]”. 

ISO 5127: 2017, definition 3.1.7.06: “partitive relation 
(part-whole relation): relation (3.1.1.12) between two 
concepts (3.1.1.02) where one of the concepts consti-
tutes the whole and the other concept a part of that 
whole”.  

ISO 25964-1: 2011, Section 10.2.3 writes (examples omitted): 
“The hierarchical whole-part relationship covers a limited 
range of situations in which a part of an entity or system 
belongs uniquely to a particular possessing whole. This 
applies to four main classes of terms: “a) systems and or-
gans of the body; b) geographical locations; c) disciplines 
or fields of discourse; d) hierarchical social structures.  

Most other cases of the whole-part relationship are not eli-
gible for a hierarchical linkage because the part could be-
long to more than one whole. For example, a BT/NT re-
lationship should not be established between "bicycles" 
and "wheels" because a wheel may be part of a motor car 
or a wheelbarrow or many other artefacts. An exploded 
search for bicycles would retrieve much unwanted mate-
rial if it were extended to all types of wheel. It is some-
times the case, however, that the parts of an artefact are 
unique to that artefact, at least in the field of application 
of the thesaurus”. 

ISO 5127: 2017, definition 3.1.7.09: “instance relationship 
(instantive relationship): relationship (3.1.1.12) between 
a general concept (3.1.2.15) such as a class (3.8.5.03) of 
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things or events, and an individual instance (3.1.13.28) 
of that class, which is often represented by a proper name 
(3.1.5.28)”.  

ISO 25964-1: 2011, Section 10.2.4 writes: “The instance re-
lationship links a general concept such as a class of things 
or events, and an individual instance of that class, often 
represented by a proper name”. 

ISO 25964-1: 2011, Section 10.2.5 writes: “Some concepts 
can belong, on logical grounds, to more than one group 

or class at the same time, in which case they are said to 
possess polyhierarchical relationships”. (The term or-
gans, for example, has both keybord instruments and 
wind instruments as generic broader terms; the term bi-
ochemistry has both biology and chemistry as whole-part 
broader terms; the term skull is both a kind of bones and 
a part of head, thus forming a polyhierarchical with 
mixed kinds of relations).  
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