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Pflege und kiinstliche Intelligenz

Soziale Roboter in der Pflege von Menschen
mit einer Demenz

Pflegetechnologien, die auf kunstlicher Intelligenz (KI) basieren, sind
nicht mehr reine Fiktion, sondern bereits im Pflegealltag angekommen
(Wagner 2014). Dabei ist der Einsatz von KI vor allem in der Pflege mit
groflen gesellschaftlichen Erwartungen und einer Vielzahl offener Fra-
gen verbunden. Neben der Optimierung von Arbeitsablaufen in Pflege-
einrichtungen kann der Einsatz von KI zur Verbesserung der Pflegequa-
litat und Sicherheit innerhalb der pflegerischen Versorgung beitragen.
Besonders fiir vulnerable Menschen mit einer Demenz (MmD) und de-
ren Angehorige kann der KI-Einsatz in Form von sozial assistierenden
Robotern verschiedene ethische Herausforderungen mit sich bringen.
Begegnungen in Form menschlicher Beziehungen, Schutz und Selbstbe-
stimmung sowie ein gerechter Zugang zu KI Technologien riicken in den
Mittelpunkt einer pflegerisch-gesellschaftlichen Auseinandersetzung und
bediirfen einer Neubewertung der digitalisierten Pflege.

1. Einleitung

In der Pflege hat der Einsatz von technischen Systemen eine lange His-
torie und konnte unbestreitbar zur Verbesserung der Lebensqualitit
von pflegebediirftigen Menschen beigetragen (MeifSner & Kunze 2020).
Technische Innovationen basieren auf der Forderung der Autonomie und
Selbstandigkeit pflegebedurftiger Menschen (MeifSner & Kunze 2020;
Hauck & Uzarewicz 2019). So erméglichen Gehhilfen und Rollstithle
die soziale Teilhabe, Mobilisationshilfen wie Lifter tragen zu einer Er-
leichterung der Pflegearbeit auch fur pflegende Angehorige bei. Digita-
le Global Positioning Systeme (GPS) sorgen fiir die notige Sicherheit bei
Menschen mit Orientierungsschwierigkeiten.

Durch den Einsatz von lernenden Algorithmen und Robotern entste-
hen neue pflegerische Assistenzsysteme, die sich an neue Kontexte an-
passen und in gegebenen Situationen eingreifen konnen, um den Alltag
oder Pflegeprozesse zu unterstiitzen (MeifSner & Kunze 2020; Ronquil-
lo et al. 2021). Kiinstliche Intelligenz wird als Teilgebiet der Informatik
definiert und versucht »[...] kognitive Fibigkeiten wie Lernen, Planen
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oder Problemlbsen in Computersystemen zu verwirklichen [...[« (aca-
tech 20719, 6). Aufgrund der vielfiltigen Einsatzmoglichkeiten von KI
Technologien im Pflegebereich gibt es unterschiedlichste Anwendungs-
szenarien. So konnen Spracherkennungstechnologien, auf der Basis von
maschinellem Lernen, die Pflegedokumentation verbessern oder taub-
stumme Menschen bei der Kommunikation unterstiitzen (Ronquillo et
al. 20215 acatech 2019). Andere Anwendungen umfassen den Bereich
des Text Mining, bei dem KI Technologien zur Identifizierung von Pfle-
geproblemen und moglichen kritischen Ereignissen (z.B. Risiko fiir ein
Delir oder Sturz), im Rahmen einer klinischen Entscheidungsfindung,
eingesetzt werden.

Auf der Grundlage der Pflegedokumentation werden beispielsweise
Patienten mit einer Sturzanamnese oder Drogen- und Alkoholkonsum-
storungen frithzeitig identifiziert und ihr spezifisches Risiko bei der Pla-
nung weiterer PflegemafSnahmen berticksichtigt (Topaz et al. 2019). In
dhnlicher Weise wurde maschinelles Lernen, insbesondere Deep Lear-
ning Verfahren, zur Vorhersage des Schmerzempfindens und der Symp-
tomverschlechterung bei akuten kritischen Ereignissen (z.B. Luftnot) er-
probt (Wu et al. 2021). Somit kann die »transformative Kraft« von KI im
pflegerischen Kontext zu einschneidenden Veranderungen fithren (Ker-
asidou 2020, 2435).

Das wohl bekannteste Beispiel fiir die Anwendung von KI in der Pfle-
ge sind Pflegeroboter. In der japanischen Science-Fiction-Literatur wer-
den Pflegehandlungen haufig durch humanoide oder tierdhnliche Pfle-
gekrifte in Roboterform dargestellt (Wagner 2014). Jene Pflegeroboter
helfen pflegebediirftigen Menschen im Alltag, indem sie beim Treppen-
steigen unterstiitzen, die Korperpflege tibernehmen oder Mahlzeiten und
Getranke anreichen. Ein solcher Pflegeroboter, der komplexe menschli-
che Tatigkeiten ersetzt, steht aus technischer sowie pflegerisch-ethischer
Perspektive nicht in Aussicht und wird auf lange Sicht nicht vielverspre-
chend einsatzbereit sein (Schulze et al. 2021). Die Alternative ist eine Un-
terstutzung durch Systeme, die spezialisierte Aufgaben tibernehmen (z.B.
Roboter zur Unterhaltung oder Unterstiitzung bei der Mobilisation). In
Pflegeeinrichtungen oder auch in der hiuslichen Pflege lasst sich schon
seit einiger Zeit der Einsatz von sozial assistierenden Pflegerobotern be-
obachten (Baisch et al. 2017).

Nach Broekens et al. (2009) lassen sich Pflegeroboter in intelligen-
te korperliche Bewegungshilfen, Service- und Begleitroboter fiir spezi-
fische Pflege- oder Haushaltsaufgaben sowie sozial assistierende Robo-
ter (SAR) oder auch »companion-type robots« (z.B. PARO, Lio, Jibo,
Cruzr, Pleo, Pepper etc.) unterteilen. Roboter unterscheidet von bis-
herigen pflegerischen technischen Hilfsmitteln, dass sie eine Form der
Mensch-Maschine-Interaktion beinhalten, welche sich durch komple-
xe Riickkopplungsschleifen, Kontrollfunktionen und datenbasierte
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Kommunikationsformen charakterisieren ldsst (Schicktanz & Schwe-
da 2021). Das bedeutet, SAR konnen durch die Kombination von Sen-
sor-, Datenverarbeitungs- und Antriebssystemen physisch und in direk-
ter Form in pflegerische Handlungen und Prozesse eingreifen und diese
unterstitzen (Schicktanz & Schweda 2021). Um funktionieren zu kon-
nen, sind SAR in unterschiedlichem MafSe auf menschliche Entschei-
dungen und Eingaben (z.B. Patientendaten, Befehle etc.) angewiesen
(Schicktanz & Schweda 2021). Auf der Grundlage kunstlicher Intelli-
genz konnen SAR »/[...] bestimmte Emotionen ihrer Gegeniiber erken-
nen sowie emotional kommunizieren, mit dem Zweck, bei menschlichen
Interaktionspartnern kognitive und affektive Zustinde auszulosen [...]«
(Schulze et al. 2021, 10). Somit vereinen SAR menschliche und kiinstli-
che Intelligenz. SARs bieten emotionale und soziale Unterstiitzung fiir
pflegebediirftige Menschen, indem sie beispielsweise zu Gesprachen an-
regen, Freizeitaktivititen wie Spiele bereithalten oder Unterhaltungsme-
dien (z.B. Filme, Lieder etc.) abspielen (Kachouie et al. 2014).

Neben den genannten Vorteilen fithrt der Einsatz von SAR in der Pfle-
ge besonders fur vulnerable Menschen mit einer Demenz (MmD) und de-
ren Angehorige — in Hinblick auf Begegnung in Form einer menschlichen
Beziehung zwischen selbstbestimmten Partnern® auf Augenhohe (Buber
2006) — zur Auseinandersetzung mit einer Vielzahl an ethischen Heraus-
forderungen und weiterfuhrenden Fragen. Auf Grundlage dessen widmet
sich der folgende Beitrag der Frage: Welchen Einfluss kann der Einsatz
und gerechte Zugang zu Kl-basierten Pflegetechnologien, am Beispiel
sozial assistierender Robotik, auf die pflegerische Beziehungsgestaltung
zwischen MmD, deren Angehorige und professionelle Pflegende haben?

2. Kiunstliche Intelligenz in der Pflege
von Menschen mit Demenz

Demenz gehort zur Gruppe der neurodegenerativen Erkrankungen und
kann sich in der Ausprigung der Symptome sowie im Krankheitsver-
lauf je nach Art der Demenzerkrankung stark unterscheiden (Maier et
al. 2016). Der Abbau kognitiver Funktionen in verschiedensten Berei-
chen steht im Zentrum der Erkrankung (z.B. Verlust des Kurzzeitge-
ddchtnisses, des Geruchssinns, Veranderung der Personlichkeit). Neben
der Verminderung von Gedichtnisfunktionen und der Sprache treten
besonders haufig emotionale und verhaltensbezogene Symptome wie

1 Wenn im folgenden Text an verschiedenen Stellen die mannliche Form ge-
wiahlt wurde, passierte dies aus Griinden der Leserlichkeit. In solchen For-
mulierungen sind alle Geschlechter gleich inkludiert.
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Riickzugstendenzen, depressive Verstimmungen, Fehlinterpretationen
von auditiven sowie visuellen Reizen, vermehrtes Nachfragen oder auch
wiederkehrende Handlungen wie Klatschen und Klopfen sowie unkon-
trolliertes Umherwandern auf (Maier et al. 2016).

Trotz zunehmenden Fortschreitens der Erkrankung besteht der
Wunsch der meisten MmD, wie bei den meisten Pflegebediirftigen, so
lange wie moglich in der eigenen Wohnung und im gewohnten familii-
ren Umfeld leben zu konnen (Kutzleben 2016). Dies erfordert ein hohes
Maf$ an Flexibilitit, zeitlichen Ressourcen und eine starke emotionale
Belastung aller an der Pflege beteiligten Familienmitglieder und profes-
sionell Pflegenden (Kutzleben 2016). Um die Pflege eines Angehorigen
ermoglichen zu konnen, nehmen Angehorige von MmD haufig die Un-
terstutzung durch technische Assistenzsysteme in Anspruch (Baisch et al.
2018; Kutzleben 2016). Neben webbasierten Informations- und Bera-
tungsangeboten fiir Angehorige (z.B. digitale Pflegekurse), werden hau-
fig GP-Systeme bei Menschen mit Hinlauftendenzen, komplexe Systeme
aus dem Bereich der Assisting Ambient Living (AAL) (z.B. sensorbasier-
te Sturzmeldesysteme) oder sozial assistierenden Pflegerobotern einge-
setzt (Palmdorf et al. 2019).

Gerade der Einsatz von SAR in der Pflege von MmD konnte in eini-
gen empirischen Untersuchungen zeigen (Schulze et al. 2021), dass SAR
einen positiven Einfluss auf das Wohlbefinden und die Beziehungsforde-
rung von MmD haben konnen. Beispielsweise konnten Reaktionen wie
Lachen und Entspanntheit sowie verbesserte Vitalparameter im Zusam-
menhang mit dem Einsatz von SAR beobachtet werden (Baisch et al.
2018). Dartiber hinaus wird der Einsatz von SAR durch pflegebediirfti-
ge Menschen, Angehorige und auch professionell Pflegende als positiv
bewertet und SAR werden als ein »niitzliches Hilfsmittel« beschrieben
(Baisch et al. 2018).

2.1 Interaktion mit sozial assistierenden Pflegerobotern

Kann in der Interaktion mit einem sozial assistierenden Pflegeroboter
eine menschliche »Begegnung« entstehen oder werden MmD doch nur
auf ihre kognitive Leistungsfahigkeit reduziert und eine (Pflege-)Bezie-
hung findet nur im duflerlichen Sinne statt?

Pflege von MmD lisst sich als ein komplexes und durch empathische
Zuginge gekennzeichnetes Handeln charakterisieren. Kommunikation
und Interaktion bilden hierbei eines der zentralen Elemente einer Pflege-
beziehung und tragen zum Gelingen von sich stetig verandernden Ent-
scheidungsprozessen bei (Hauck & Uzarewicz 2019). Die Sprache und
die Bertihrung stehen, neben weiteren grundlegenden menschlichen Ex-
pressionsformen (Bsp. Gestik, Mimik oder Resonanz), im Mittelpunkt
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des pflegerischen Handelns und dienen als Grundlage fiir den Aufbau
einer intakten Pflegebeziehung. Korperbezogene Pflegearbeit ist daher
immer in kommunikative Beziige eingebettet (Friesacher 2019). Sprach-
liche Handlungen finden zumeist in direkten face-to-face Situationen
statt und haben eine Schlisselfunktion im Zugang zum Anderen (Hiils-
ken-Giesler 2007). Der Leiblichkeit im Kontext des Sinnverstehens in
der Pflege kommt eine zentrale Bedeutung zu (Friesacher 2019). Ne-
ben der Beziehungsarbeit gilt die Pflege von bediirftigen Menschen als
eine korpernahe Tatigkeit. Die Haut kann als ein Kommunikationsme-
dium der Sinne verstanden werden. Durch korperliche Beriihrungen tre-
ten die Pflegeperson und der pflegebediirftige Mensch in Interaktion.
Die Korpersprache oder auch -haltung des pflegebeduirftigen Menschen
nehmen, im Kontext des Beobachtens und Verstehens, eine besondere
Funktion ein.

Ferner ermoglichen u.a. empathische und gleichermafSen mimetische
Prozesse das Verstehen des Gegentibers. Den zentralen menschlichen
Kern pflegerischen und menschlichen Handelns bildet die Qualitat der
Begegnung (Kriickel 2015). Neben der Begegnung stehen die korper-
liche wie seelische Berithrung im Mittelpunkt pflegerischen Handelns.
Nach Martin Buber vollziehen sich Begegnungen in der menschlichen
Beziehung zwischen Partnern auf Augenhohe. Das bedeutet zum einen
das Hineinfiihlen in das Denken und Empfinden eines pflegebedirftigen
Menschen (Empathie). Zum anderen das Uberfiihren des Gegeniibers
in innere Bilder, Klangkorper, Tast-, Geruchs-, und Geschmackswelten.
Dabei werden mimetische Erfahrungen vielschichtig und subjektiv emp-
funden. Pflegerische Handlungen und die Begegnung zwischen der pfle-
gebediirftigen Person und der Pflegeperson finden in einem engen dialo-
gischen Prozess auf Augenhohe statt (Krickel 2015).

Tritt nun ein SAR an die Stelle der Pflegeperson und nimmt die Inter-
aktion mit einem MmD auf besteht die Gefahr, dass die psychosozialen
Bediirfnislagen nicht adaquat erfasst, gedeutet und befriedigt werden
konnen. Ferner konnte es durch den Einsatz von SAR zu einem Ersatz
zwischenmenschlichen Kontakts kommen und eine mogliche, bereits
vorhandene soziale Isolation verstarkt und das psychische Wohlbefin-
den von MmD gemindert werden (Baisch et al. 2018). In einer mensch-
lichen Beziehung wird Verantwortung fur seinen Gegenuber tibernom-
men. Nach Kriickel (2015, 7) bedeutet Verantwortung nach Buber »/...]
auf das, was uns widerfdbrt, was wir sehen, héren und spiiren, zu ant-
worten. »Echte Verantwortung gibt es nur, wo es wirkliches Antwor-
ten gibt.« Es stellt sich die Frage, inwieweit pflegerische Verantwortung
fiir vulnerable pflegebediirftige Menschen auf KI-basierte Pflegeroboter
ubertragbar ist? Wenn MmD nicht die Moglichkeit haben, ihre Gefiih-
le wihrend der Interaktion dem Gegentuiber zu spiegeln und eine verant-
wortungsvolle Antwort darauf zu erhalten, fiihrt dies in ein mogliches
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Abhingigkeitsverhiltnis von MmD mit der Gefahr eines »nicht Erken-
nens« von Emotionen und kritischen Zustanden. Robotik wiirde in die-
sem Zustand zu einer Funktionspflege beitragen und eine patientenzen-
trierte Pflege verhindern. Sharkey und Sharkey (2012) fithren in diesem
Zusammenhang als ethisch problematischen Punkt die Gefahr der Tau-
schung von MmD durch einen Roboter an. Die mangelnde Unterschei-
dung zwischen Mensch und Maschine (Anthropomorphisierung), kann
gerade fur MmD, welche oft unter »illusiondren Verkennungen« leiden,
stark beeintrachtigend wirken (Baisch et al. 2018, 19). Daher kommt
Pflegenden eine verantwortungsvolle und schiitzende Funktion fir vul-
nerable pflegebediirftige MmD zuteil. Der Einsatz von SAR in der Pfle-
ge von MmD sollte somit kritisch reflektiert und beispielsweise die
Rahmenempfehlungen zum Umgang mit herausforderndem Verhalten
des Bundesministeriums fur Gesundheit als ethisch vertretbarer Ansatz
in Betracht gezogen werden (Bartholomeyczik et al. 2006).

Interaktion und pflegerische Beziehungsgestaltung setzen ein hohes
Maf$ an personaler und sozialer Kompetenz voraus, was sich in einem
hohen Verantwortungsbewusstsein und »emotionaler Intelligenz« wie-
derspiegelt (Kruckel 2015, 7). Pflegende interagieren beziehungsweise
passen ihr Verhalten und ihre Reaktionen an eine bestimmte Situation,
aufgrund moralischer Entscheidungen, Wissen und Erfahrungen an. Ro-
boter verfiigen nicht Giber eine menschlich-emotionale Intelligenz und
konnen damit nicht zu einem moralischen Ebenbild Pflegender werden.
Daher bleibt es ihnen verwehrt, pflegerisch-menschlich zu handeln. Bei
Begegnungen zwischen Roboter und MmD bleiben Aspekte wie der ge-
genseitige Respekt, Vertrauen, das Eingehen auf Individualitit und Au-
tonomie nicht beriicksichtigt. Sollte es dennoch zu einem fachgerechten
Einsatz von SAR kommen, so liegt die Entscheidung tiber die Anwend-
barkeit und die Bewertung der Nutzlichkeit fur ausgewihlte Pflegekon-
texte bei professionell Pflegenden. Pflegende mussen ihre Wahrnehmung
und ihr Verstindnis hinsichtlich einer verantwortungsvollen Beziehungs-
gestaltung in Bezug auf den Einsatz von SAR reflektieren. SAR in der
Pflege von MmD erfordern eine intensive anamnestische Auseinander-
setzung mit dem einzelnen Individuum und seinen individuellen Bediirf-
nislagen. SAR konnen aber ein Bindeglied im Gelingen einer menschen-
wiurdigen Pflege sein. Durch unterschiedliche technische Vorrausetzung
von Pflegerobotern (z.B. Sensoren, Kamera, Bilderkennung etc.) besteht
die Moglichkeit der Bereitstellung tages- und situationsspezifischer Da-
ten iiber pflegebediirftige Menschen (Schicktanz & Schweda 2021). Pro-
fessionell Pflegende konnen diese perspektivisch als sinnvolle Ergianzung
in der pflegerischen Beziehungsgestaltung nutzen. Uber die Nutzung und
den Riickgriff auf diese Daten sollten pflegebediirftige Menschen und ihre
Angehorigen, im Rahmen der pflegerischen Beziehungsgestaltung und im
Kontext eines digital-selbstbestimmten Handelns, informiert sein.
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2.2 Selbstbestimmung und Zugang
zu sozial assistierenden Pflegerobotern

Menschen mit einer beginnenden Demenz (MmbD) sind in einer frithen
Krankheitsphase in der Lage, sich selbst zu versorgen und ihren Alltag
mit wenigen Unterstiitzungsmitteln zu strukturieren, zu bewaltigen und
zu organisieren (Maier et al. 2016). Einige Studien konnten zeigen, dass
die Einbindung von digitalen Pflegetechnologien im Kontext der Alltags-
und Krankheitsbewiltigung von MmbD und deren Angehorigen akzep-
tiert und als Unterstiitzung im Alltag anerkannt, wird (Grossman et al.
2018). Die Anwendung von Pflegerobotern oder auch anderen KI-basier-
ten Pflegetechnologien im Alltag und der Begleitung von MmbD konnen
zur Selbstbestimmung und gesellschaftlichen Teilhabe dieser vulnerablen
Gruppe beitragen (Vetter et al. 2012).

Mit der Ratifizierung der UN-Behindertenrechtskonvention hat sich
Deutschland verpflichtet, MafSnahmen zu ergreifen, um vulnerablen Men-
schen eine gleichberechtigte und selbstbestimmte Teilhabe an allen mo-
dernen Informations- und Kommunikationstechnologien zu ermoglichen
sowie Zugangsbarrieren zu minimieren (BMAS 2018). Um MmbD nicht
den Zugang zu digitalen Lebenswelten und Technologien und das Grund-
recht auf Selbstbestimmung zu verwehren, miissen neue digitale Interak-
tionsformen ermoglicht und Schlisselkompetenzen (u.a. IT-Sicherheit,
Datenschutz, Kontrolle iber Datennutzung) in der Nutzung digitaler Ge-
sundheitstechnologien vermittelt werden (SVRV 2017). Ferner kann ein
Ausschluss pflegebediirftiger Menschen von der Nutzung und Entwicklung
digitaler Technologien zur Nichtpartizipation an gesellschaftlich-demokra-
tischen Prozessen fithren und fordert die Zunahme von gesellschaftlichen
und gesundheitlichen Ungleichheiten in gleicher Weise (Bol et al. 2018).

Die Zunahme von Kl-basierten Pflegetechnologien und der mogli-
che Einsatz von SAR im spateren Verlauf dementieller Erkrankungen
erfordern Digitalkompetenz bei MmbD, deren Angehorigen und auch
bei professionell Pflegenden. Dariiber hinaus muss eine nutzerorientier-
te Entwicklung Kl-basierter Pflegetechnologien erfolgen, um die Bedar-
fe und Bediirfnisse der genannten Nutzergruppe addquat adressieren zu
konnen. Koutentakis et al. (2020) verweisen in diesem Kontext darauf,
dass einige SAR nicht den spezifischen Bedarfen und Bediirfnissen von
MmbD entsprechen. Schon heute ist die Anwendung von KI-basierten
Pflegetechnologien im Alltag angekommen und das Verstandnis iiber ein-
zelne Funktionsweisen eine Voraussetzung fur soziale Teilhabe.

Um der beschriebenen Problematik entgegenzuwirken, hat die Euro-
pdische Kommission Strategien und MafSnahmen entwickelt, um digitale
Kompetenzen von Biirgern und potentiellen Konsumenten zu stirken?.

2 Siehe »Digital Competence Framework for Consumers«
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Daruber hinaus wurde mit der Verabschiedung der europiischen Da-
tenschutzgrundverordnung (EU-DSGVO) im Jahr 2016 eine Basis fiir
einen einheitlichen Datenschutz in Europa geschaffen. Dabei steht die
Forderung digital souverdnen Handelns im Vordergrund. Aufgrund des-
sen stellt sich die Frage, wie kiinftig Menschen mit einer beginnenden
dementiellen Erkrankung und deren Angehorige befihigt werden kon-
nen, einen Einsatz von SAR und Kl-basierten Pflegetechnologien selbst-
bestimmt in einem spiteren Krankheitsverlauf zu bewerten? Das Ermog-
lichen gesellschaftlicher Teilhabe, Inklusion und Selbstbestimmung von
»Menschen in einer durch Krankheit oder Behinderung geschwachten
Position [...]« muss dabei im Zentrum einer nutzerorientierten Gestal-
tung von KI-basierten Pflegetechnologien stehen (Vetter et al. 2012, 54).
In dem Zusammenhang lassen sich der Begriff Datensouveranitdt und
sieben Dimensionen digitaler Selbstbestimmung (Kompetenz, Informiert-
heit, Werte, Wahlmoglichkeit, Freiwilligkeit, Willensbildung und Hand-
lung) unterscheiden (SVRV 2017). Digitale Selbstbestimmung kann als
Auspragung digitaler Souveranitat verstanden werden und umfasst die
Wahl- und Entscheidungsfreiheit von Nutzern uber die Erhebung, Ver-
arbeitung und Nutzung ihrer personlichen Daten (SVRV 2017). Unter
digitaler Souveranitiat wird demnach die Handlungsfahigkeit und Ent-
scheidungsfreiheit von MmbD, in einer digitalen Welt im Kontext ver-
schiedener Rollen (u.a. Konsument, Marktteilnehmer, vulnerabler Nut-
zer), verstanden (Friedrichsen & Bisa 2016). Die daraus resultierende
Autonomie und Teilhabe an einer digital-gesellschaftlichen Welt ist be-
dingt durch die informierte Wahlfreiheit der Nutzenden und beriicksich-
tigt dabei den Kern des Gesetzes zur Starkung der Teilhabe und Selbst-
bestimmung von Menschen mit Behinderungen und Empfehlungen des
Deutschen Ethikrats zur Inanspruchnahme digitaler Dienste durch vul-
nerable Gruppen3.

Digital selbstbestimmtes Handeln ist eng verbunden mit der Nutzung
von Kl-basierten Pflegetechnologien (Manzoor & Vimarlund 2018).
Der Einsatz von Kl-basierten Pflegetechnologien kann fir die Versor-
gung spezifischer Personengruppen grofSe Vorteile mit sich bringen.
Durch eine sozial ungleiche Verteilung von Technikorientierung und
-kompetenzen verschirfen sich bei Menschen mit einem niedrigen so-
ziodkonomischen Status und besonders MmbD und deren Angehorige

3 In der Stellungnahme »Big Data und Gesundheit — Datensouverinitit als
informationelle Freiheitsgestaltung« (2017) empfiehlt der deutsche Ethikrat
»um Gerechtigkeit und Solidaritit auch unter Big-Data-Bedingungen zu si-
chern (Themenbereich C), [...] folgendes: > Fairen Zugang zu digitalen An-
geboten schaffen; Vulnerable Gruppen und Individuen schiitzen (C4) [...] >
Schutzmechanismen fiir die Datenerbebung an sonstigen Personen mit ein-
geschrinkter Einwilligungsfahigkeit entwickeln (C4.2) > Einsatz von Chat-
bots restriktiv regeln (C4.3).« (S. 45).
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Ungleichheiten in der pflegerisch-gesundheitlichen Versorgung. Darii-
ber hinaus kann es aufgrund fehlender digitaler Kompetenzen und Wis-
sen zur Reduzierung von Gesundheits- und gesellschaftlichen Teilhabe-
chancen kommen (Manzoor & Vimarlund 2018). Um MmD nicht den
Zugang zu digitalen Lebenswelten und Kl-basierten Pflegetechnologien
und das Grundrecht auf Selbstbestimmung zu verwehren, miissen kiinf-
tig neue digital-pflegerische Interaktionsformen kritisch reflektiert wer-
den. Pflegenden Angehorigen von MmD kommt im Umgang mit digita-
len Schliisselkompetenzen (u. a. Wissen uiber I'T-Sicherheit, Datenschutz,
Kontrolle tiber Datennutzung) kiinftig eine Schlisselrolle zu (van der
Wardt et al. 2017). Ferner kann ein Ausschluss von vulnerablen Perso-
nengruppen — im allgemeinen Sinne — im Zugang zur Nutzung und Ent-
wicklung von KlI-basierten Pflegetechnologien zur Nichtpartizipation an
gesellschaftlich-demokratischen Prozessen fithren und die Zunahme von
gesellschaftlichen und gesundheitlichen Ungleichheiten fordern.

2.3 Professionelles Pflegehandeln und Verantwortung

Wie mochte ich spater gepflegt werden? Was ist mir wichtig? Was sind
meine Vorlieben? Mochte ich von einem Pflegeroboter gepflegt werden?
Diese oder mogliche andere Fragen stellen sich pflegebedurftige Men-
schen und deren Angehorige zu Beginn oder im spateren Verlauf einer
chronisch-verlaufenden Erkrankung. Um eine pflegerische Versorgung
und Behandlung, bei Krankheitsverschlechterung oder Verlust der Ent-
scheidungsfahigkeit, moglichst patientenorientiert und selbstbestimmt
gestalten zu konnen, wurde das Konzept des Advance Care Plannings
(ACP) oder auch gesundheitliche oder vorausschauende Versorgungspla-
nung etabliert (Haller & Schnell 2019). Beim ACP handelt es sich um
einen kontinuierlichen sowie strukturiert gestalteten interprofessionel-
len Prozess, der auf die Situation des pflegebediirftigen Menschen zuge-
schnitten ist (Kolarik et al. 2002).

Wihrend der Beratung werden pflegebediirftige Menschen mit Me-
thoden des Empowerment-Ansatzes unterstiitzt, personliche Werte zu
identifizieren und deren Bedeutung im Kontext verschiedener Krank-
heitsszenarien zu reflektieren. Ziel ist, personliche Praferenzen fur die
pflegerische Versorgung in den besprochenen Krankheitsszenarien zu re-
flektieren und zu definieren. Dieses strukturierte Vorgehen kann zu ei-
ner rechtlich geleiteten und an Patientenpriferenzen orientierten kinfti-
gen Pflegeversorgungsentscheidung beitragen. Ein zentraler Unterschied
des ACPs zu bestehenden pflegerischen Instrumenten, wie zum Beispiel
die Pflegeplanung oder die Patientenverfugung, ist dass die formulierten
Priferenzen innerhalb des ACP in naher Zukunft eintreten, wenn der
betroffene Mensch seine Entscheidungsfahigkeit verliert und/oder bei
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Verlust der Fihigkeit, anderen seine Wiinsche mitzuteilen (Exley et al.
2009). Patientenverfiigungen vereinfachen den komplexen Prozess ei-
ner pflegerischen Entscheidungsfindung und erfordern daher eine kon-
tinuierliche Neubewertung entstehender Situationen (Haller & Schnell
2019). Im Gegensatz zu einer Pflegeplanung ist der ACP eine aufsuchen-
de und partizipative PflegemafSnahme, welche eine kontinuierliche Re-
flexion professionellen Pflegehandelns erfordert. Daher wird die ACP im
Kontext einer fortschreitenden Erkrankung und einer zu erwartenden
Verschlechterung des Krankheitsverlaufs angewendet (Exley et al. 2009).
Im Zusammenhang mit einer demenziellen Erkrankung hat sich die ACP
als wirksames Instrument erwiesen (Piers et al. 2018). j

Die Angst vor dem Verlust der Kontrolle tiber das eigene Handeln und
das » Ausgeliefert-sein«, beschreiben MmD haufig als eines der zentralen
Gefiihle (Vetter et al. 2012). Der ACP kann als eine mogliche strukturge-
bende Bewiltigungsstrategie in komplexen pflegerischen Entscheidungs-
situationen angesehen werden (Exley et al. 2009). Neben der Handlungs-
sicherheit fur professionell Pflegende vermittelt der ACP pflegebediirftigen
Menschen das Gefiihl der Kontrolle und einer patientenzentrierten Pfle-
ge. Die Herausforderung bei der Anwendung von ACP bei MmD besteht
haufig in der spaten Diagnosestellung. Aufgrund der Angst vor Stigmati-
sierung und den Folgen einer Demenzerkrankung wird die Diagnose meist
erst in einem spateren Stadium der Demenz gestellt. Zu dem Zeitpunkt
kann es sein, dass MmD bereits kognitiv leicht beeintrachtigt sind. Es ist
daher fraglich, inwieweit MmD ihren tatsichlichen Willen artikulieren
konnen. Daher sind die Einbindung des ACP und die Information von
MmD zu einem frithen Zeitpunkt der Erkrankung von besonderer Bedeu-
tung. Nach Palmdorf et al. (2019) findet eine Thematisierung Kl-basierter
Pflegetechnologien und einer technikbasierten Pflege im Allgemeinen noch
keine Berticksichtigung im ACP. Um eine selbstbestimmte und patienten-
zentrierte Pflege von MmD, unter Einbindung Kl-basierter Pflegetechno-
logien (u.a. sozial assistierende Roboter) zu ermoglichen, stellt der ACP
ein mogliches pflegerisches Handlungsinstrument im Kontext der bereits
beschriebenen Herausforderungen im Einsatz von SAR dar.

Die Thematisierung des Einsatzes von SAR im ACP bietet die Mog-
lichkeit, den Willen sowie individuelle Bediirfnisse (abhingig von Alter,
Technikerfahrungen sowie sozialen und kulturellen Werten) und Wiin-
sche von MmD in Bezug auf den Einsatz von Technik im Rahmen der
pflegerischen Versorgung zu berticksichtigen. Wirde kein ACP im Pfle-
geprozess berticksichtigt, so konnte ausschliefSlich nur der tatsachliche
Wille des MmD in der direkten Interaktion mit einem SAR handlungs-
leitend sein. Der mutmaf$liche Wille im Rahmen der Mensch-Maschi-
ne-Interaktion miisste ermittelt werden und die Verantwortung fiir die
Entscheidung lige dann bei den Angehorigen oder den professionell
Pflegenden. Berticksichtigt man empirische Erkenntnisse zum Thema
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»stellvertretende Entscheidungsfindung fiir MmD« (z. B. durch Ange-
horige, Betreuende), so lisst sich feststellen, dass diese auf dem mutmafs-
lichen Willen der pflegebediirftigen Person beruhen (DGGG 2020). Das
Risiko, eine Entscheidung gegen den tatsdachlichen Willen zu treffen, ist
dabei im erhohten Mafe gegeben (Givens et al. 2018). Die Schwierig-
keit der stellvertretenden Entscheidungsfindung besteht darin, dass oft-
mals die Entscheidungsgriinde der Sicherheit und Absicherung diejeni-
gen der Autonomie und Lebensqualitit des pflegebediirftigen Menschen
uberwiegen (DGGG 2020; Palmdorf et al. 2019). Es stellt sich die Frage,
inwieweit der Einsatz von SAR nach individueller und situationsbezo-
gener Betrachtung einzelner Entscheidungstriger ethisch vertretbar ist?

Um Menschen mit einer beginnenden Demenz und deren Angeho-
rige adaquat tuber die Funktionsweisen, die ethischen Aspekte und die
Einbindung von SAR in mogliche Pflegemafinahmen aufklaren und be-
raten zu konnen, benotigen professionell Pflegende spezifisches Wissen
und digitale Kompetenzen zu aktuellen pflegetechnischen Entwicklun-
gen, Funktionsweisen von Pflegerobotern und Kenntnisse zu Themen
wie Datenspeicherung und -sicherung (Borcherding et al. 2021; Hauck
& Uzarewicz 2020). Dariiber hinaus stellt sich die Frage, wie das ACP
Konzept in die pflegerische Versorgung eingebettet werden kann, damit
der Wille des MmD bei spateren Entscheidungen zum Einsatz von SAR
ausreichend Berticksichtigung findet. In dem Zusammenhang verweist
Misselhorn (2018) auf die Entwicklung von anpassungsfahigen hybriden
Robotersystemen bzw. Algorithmen, welche anhand der Beurteilung un-
terschiedlicher Pflegeszenarien ein individuelles moralisches Werteprofil
des pflegebediirftigen Menschen erstellen konnten.

3. Restimee und Ausblick

Eine gute Pflegebeziehung zeichnet sich durch eine Begegnung in gegen-
seitigem Respekt, Vertrauen und eine wertschitzende Kommunikation
aus. Neben Berithrungen, Beobachtungen und Betrachtungen kann sie
durch korperliche und seelische Interaktionen gekennzeichnet sein. Im
Kontakt mit MmD sollten die Bediirfnisse und Bedarfe ganzheitlich be-
trachtet werden. Die Pflege von MmD zeichnet sich weitgehend durch
eine Mensch-zu-Mensch-Interaktion aus. Durch Technik und zunehmen-
de KI-basierte Pflegetechnologien (z.B. SAR) konnen diese bis zu einem
gewissen Grad als unterstutzend und niitzlich im Rahmen einer fursorg-
lichen Beziehungsgestaltungangesehen werden. Dabei hangt die ethische
Vertretbarkeit des Einsatzes von SAR zum einen von der Beurteilung
der individuellen Pflegesituation durch die Pflegeperson und zum an-
deren von dem gedufserten Willen des pflegebediirftigen Menschen ab.
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Der ACP kann fur Pflegende, Angehorige und fiir Menschen mit einer
beginnenden Demenz ein pflegerisches Hilfsmittel sein, um moralische
Einstellungen zur roboterunterstiitzten Pflege zu reflektieren, Praferen-
zen festzuhalten und die Akzeptanz zur Einbindung in Therapieentschei-
dungen zu fordern.

In Bezug auf Kl-basierte Pflegetechnologien ist festzuhalten, dass sich
durch den Zugang und die Einbindung von systematischen Patienten-
und Versorgungsdaten die Pflege kiinftig weiterentwickeln wird und neue
Versorgungsmodelle entstehen werden (MeifSner & Kunze 2019). Hauck
(2019, 84) beschreibt dies treffend: » Neue Technologien sind aus dem
Alltag nicht mebr wegzudenken und werden sich noch stiarker verbrei-
ten. Es ist der » Dialektik der Aufkldrung« (Horkheimer/Adorno 2013
[1944]) zu verdanken, dass es kein Zuriick hinter erfolgte Entwicklun-
gen gibt.« Neben analytisch methodischen Fihigkeiten im Umgang mit
groflen Datenmengen, miissen Pflegende im Kontext ethischer Reflexi-
on befihigt werden, eine sinnvolle Einbindung von Kl-basierten Pflege-
technologien in weitere Versorgungsverliufe abwigen zu konnen. Zudem
miussen sich Pflegende und pflegebediirftige Menschen starker als bisher
in institutionelle und gesellschaftlich-politische Auseinandersetzungen zur
ethisch-moralischen Entscheidung iiber Einsatzbereiche von SAR einbrin-
gen. Da die Interaktion mit SAR »[...] grundlegende zwischenmenschli-
che Kulturpraktiken wie die der Sorge, der Fiirsorge, der Empathie und
generell der sozialen Interaktion betreffen« (Schule et al. 2021, 18-19).

Daneben gilt es, grundlegende rechtliche Fragen und bisherige Ver-
antwortlichkeitskonzepte im Kontext der pflegerischen Sorgfaltspflicht
zu priifen und Themen der nutzerorientierten Technikentwicklung und
Verteilungsgerechtigkeit im Zugang zur Kl-basierten pflegerischen Ver-
sorgung kritisch zu hinterfragen und zu gestalten.
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