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Vorwort

Begegnungen mit Kiinstlicher Intelligenz vertiefen die Transformation
der Lebenswelt, die durch den weltweiten Prozess der Digitalisierung
forciert wird. In Form von Interaktionen zwischen Mensch und KI pro-
duzieren diese Begegnungen Selbstverstandlichkeiten und Normalitaten,
die als solche zu unbefragten Bestinden der Lebenswelt werden.

Die Digitalisierung schafft das scheinbar Unproduzierbare, namlich
Selbstverstandlichkeit. Begegnungen mit Kiinstlicher Intelligenz sind ein
wesentlicher Teil dieses Prozesses, der das Verstindnis von Selbst, Welt
und Anderem herausfordert. Husserls These, ja tiefe Uberzeugung, dass
unsere Lebenswelt in ihrer Wesensstruktur, in ihrem eigenen konkre-
ten Kausalstil ungeindert bleibt, was immer wir tun, konnte ins Wan-
ken geraten. Technisierung und Digitalisierung verdndern unsere Lebens-
welt geradezu ins Fraglose. Diese Veranderungen drohen unbemerkt und
unthematisiert zu bleiben, gibe es nicht Schliisselerfahrungen des Um-
bruchs, in denen das Staunen tiber Kiinstliche Intelligenz aufblitzt und
die es geistes- sowie sozialwissenschaftlich zu reflektieren gilt.

Das Auslosen technischer Effekte erfolgt heute nicht mehr durch
Schalter, Knopfe oder Regler, sondern via Sprachsteuerung und es ver-
setzt uns damit, aufgrund der Anredeform, in eine Art der Begegnung
mit Kunstlicher Intelligenz.

Die Beitrdge des Bandes untersuchen Formen und Inhalte dieser Be-
gegnungen:

- Was bedeutet es, mit einer Maschine zu musizieren, sich von einem
Roboter pflegen und beriihren zu lassen, mit einer KI ein intelligen-
tes Gesprach zu fiihren?

- Wird in der Begegnung eine KI vom Ich als Du oder als Anderer an-
erkannt?

- In welcher Hinsicht werden KIs zu »normalen« Partnern des Alltags
und verdandern dadurch unsere Lebenswelt?

- Kann KI im umfassenden Sinne kreativ sein, also »selbst« etwas her-
vorbringen, das der Hervorbringung zuvor noch nicht Bestand der
Lebenswelt gewesen ist?

- Gibt es neue Antworten auf die alte Frage nach dem »Geist« in der
Maschine? Oder muss diese Frage heute ganz anders gestellt wer-
den?

Am 20. Oktober 2021 fand eine Konferenz an der Universitit Witten/
Herdecke statt, auf der einige der hier versammelten Autor:innen ihre
Thesen vorgestellt und auf die Publikation abgestimmt haben.
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VORWORT

Begegnungen mit Kiinstlicher Intelligenz ist ein Projekt des Lehrstuhls
fur Sozialphilosophie und Ethik im Gesundheitswesen an der Univer-
sitat Witten/Herdecke. Unterstiitzt wurde es mafSgeblich von Christine
Dunger, Isabella D’Angelo, Maja Ebbert und Thilo Bremer. Wir bedan-
ken uns bei der Autorin und den Autoren des Bandes und bei Merce-
des, die sich immer wieder, auch ungefragt, in die Kommunikation ein-
schaltete, bei der Schaufler Foundation, der a.r.t.e.s graduate school an
der Universitit zu Koln und der Fakultit fir Gesundheit der Universi-
tat Witten/Herdecke fiir finanzielle Unterstiitzung bei der Ausarbeitung
der Publikation.

Martin W. Schnell und Lukas Nehlsen
im Februar 2022
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Begegnungen mit
Kunstlicher Intelligenz

Intersubjektivitit, Technik, Lebenswelt

In allen gesellschaftlichen Bereichen kommt es tiglich zu Begegnungen
des Menschen mit Kiinstlicher Intelligenz (KI) in Form von Kommuni-
kationen und Interaktionen. Diese Begegnungen verandern unsere Ver-
standnisse von Selbst-, Welt und Fremdverhaltnissen. Die Elemente die-
ser komplexen Sachlage gilt es zu kliren, so dass deutlicher wird, was
eigentlich Begegnungen mit Kunstlicher Intelligenz sind.

Begegnungen mit Kiinstlicher Intelligenz vertiefen die digitale Trans-
formation der Lebenswelt. Dabei treten Kiinstliche Intelligenzen nicht
mehr wie Maschinen, die der Mensch auf gewisse Weise steuert, auf, son-
dern als vermeintlich autonome Akteure'. » Die information society wan-
delt sich zur interaction society« (Priddat 2022, 317). Autos geben im In-
nenraum differenzierte und sprachliche Signale von sich, die den Fahrer
mal tiberwachen, mal informieren und mal belohnen. Kreative Maschi-
nen gestalten auf Anforderung Gemalde im Stile von Picasso, Bacon oder
van Gogh, schreiben angefangene Sinfonien von Mahler »zu Ende« oder
komponieren zahllose Chorile im Stile von Bach. Die neuesten Sprach-
programme zeigen beeindruckende Fihigkeiten sowohl beim Sprachver-
standnis als auch bei der Sprachproduktion und schreiben so tauschend
»echte« journalistische Artikel oder fithren Konversationen mit Men-
schen, die bisweilen durchaus interessant sind. Diese und andere Begeg-
nungen zwischen Mensch und KI produzieren Selbstverstiandlichkeiten,
die als solche zu unbefragten Bestinden der Lebenswelt werden. Nach-
folgend sollen die einzelnen Elemente dieses Definitionsversuchs geson-
dert dargestellt und aufeinander bezogen werden.

Begegnung

Die Begegnungsphilosophie beginnt mit Humboldt und Feuerbach, die
in der Moderne den Dialog von Ich und Du als fiir die Entstehung von

1 Wenn in der Einleitung an verschiedenen Stellen die mannliche Form ge-
wahlt wird, so geschieht dies aus Griinden der Leserlichkeit; in solchen For-
mulierungen sind selbstverstandlich alle Geschlechter inkludiert.
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Sinn und Bedeutung relevant eingefiihrt haben. In seinem Aufsatz Uber
den Dualis (1827) beschreibt Wilhelm von Humboldt Anrede und Erwi-
derung zwischen Ich und Du als Ausgangspunkte aller Sinnbildung. Be-
reits hier zeigt sich, dass die Begegnung eine gewisse ethische Dimension
besitzt, die in der gesamten Diskussion gegenwirtig ist und in der Philo-
sophie von Emmanuel Levinas zur vollen Entfaltung kommt.

Eine anthropologische Realisierung der Theologie ist, Marx zufolge,
die Reaktion Ludwig Feuerbachs auf den Idealismus. In seinen Grund-
sdtzen der Philosophie der Zukunft (1846) formuliert dieser, dass »die
wahre Dialektik kein Monolog des einsamen Denkers mit sich selbst,
(sondern) ein Dialog zwischen Ich und Du ist.« (§ 62) Fortgesetzt und
zur Blute gebracht wurde das Paradigma der Begegnung durch Her-
mann Cohen und die judische Dialogphilosophie, welche von Karl Lo-
with im 20. Jahrhundert, teilweise in der Riickschau und als Reaktion
auf den Nationalsozialismus, quasi als Bewegung herausgestellt worden
ist (vgl.: Lowith 2013).

Franz Rosenzweig, Schiler und Kritiker Hegels, formuliert in Der
Stern der Erlosung (1921): »Erst indem das Ich das Du als etwas aufSer
sich anerkennt, ..., wird es zum Ich.« (Rosenzweig 1988, 195) Eine da-
ran angelehnte Formulierung in Martin Bubers Werk Ich und Du (1926)
gibt dem dialogischen Prinzip der Begegnung dann sein bekanntes Mot-
to: »Der Mensch wird am Du zum Ich.« (Buber 1983, 37) Die judische
Dialogphilosophie betont besonders zwei Aspekte der Begegnung. Ein-
mal den Kontext der Begegnung und dann die Eigenart der Begegnung
selbst betreffend (vgl.: Wojcieszuk 2010).

Der Kontext der Begegnung ist die Lebenswelt oder, wie Aron Gur-
witsch sagt, das Milieu, wie es in seinem Buch Die mitmenschlichen Be-
gegnungen in der Milieuwelt (193 1) heifdt. Die Lebenswelt in der Version
des Milieus ist nach Max Scheler als das »auf mich als wirksam Erlebte«
(Scheler 2000, 154) definiert. Die Eigenart einer Begegnung zwischen Ich
und Du in der Lebenswelt ist die Antwort auf die Frage, »wie man ...
uberhaupt zum anderen Menschen als Menschen kommt, wie sich uns
der andere Mensch erschliefSt.« (Gurwitsch 1977, 29) Ausdrucklich wer-
den die Verschmelzung von Ich und Du (W. Wundt), die Einfiihlung des
Ich in das Du (Th. Lipps) und der Analogieschluss zwischen Ich und Du
(J. St. Mill) als Zugangsarten zuriickgewiesen (vgl.: ebd., 28ff). Stattdes-
sen konstituiere die Begegnung das Ich und das Du als Differenz. Eine
Begegnung beinhaltet bei aller Nahe immer auch eine gewisse Ablosung
zwischen Ich und Du (vgl.: Gurwitsch 1977, s1ff.). Hier kommen Mo-
tive zur Geltung, die im 20. Jahrhundert von Georg Simmels Soziolo-
gie bis zu Paul Ricceurs Philosophie des Anderen reichen (vgl.: Schnell
2020, Kap. 4).

In der Phanomenologie werden diese Motive im Hinblick auf eine ge-
wisse Unerforschlichkeit des Anderen fiir das Ich ausgedeutet. Edmund

I0
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Husserl spricht von einer »originalen Unzuginglichkeit« (V. Cartesiani-
sche Meditation, § 52) des Anderen und Emmanuel Levinas von einem
steten » Abstand zwischen mir und dem Anderen« (Levinas 1987, 45).

Die Hervorhebung der Herkunft des Paradigmas der Begegnung aus
dem Judentum bezeichnet lediglich eine Entstehungsgeschichte und kei-
ne Sonderwelt. Das Judentum gehort genauso zu Europa wie andere
Traditionen auch. Die jiidische Dialogphilosophie ist ebenso eine Philo-
sophie, d.h. eine Wissenschaft vom Logos und der Welt, wie die Platons,
Kants oder Hegels. Daher ist es moglich und sinnvoll, das Paradigma
der Begegnung mit einem anderen, in gewisser Hinsicht konkurrieren-
den Paradigma zu kontrastieren. Es handelt sich um den Kontrast zwi-
schen den Paradigmen der Begegnung in der Dialogphilosophie und
der Zuschreibung in der analytischen Philosophie. Beiden geht es um
eine Antwort auf die Frage nach der Eigenart einer Person (vgl. dazu:
Schnell 1999).

Ausgehend von der seit John Locke diskutierten Frage nach dem Zu-
sammenhang personaler Bewusstseinskontinuitit und menschlicher Kor-
perlichkeit vertritt Peter F. Strawson die These, dass man jedem Indi-
viduum des Typus der Person »sowohl BewufStseinszustinde als auch
korperliche Eigenschaften zuschreibt bzw. zuschreiben kann.« (Straw-
son 1972, 134) Der Akt der Zuschreibung beinhaltet, dass eine Person
ein Einzelding ist, iber das man spricht. Eine Person tritt damit als drit-
te Person Singular (Er/Sie/Es) auf. Im Licht der Zuschreibung ist jemand
etwas, iber den, die oder das man spricht. Der Dialog, also die Perspek-
tive, dass ich nicht nur tiber jemanden, sondern mit jemandem spreche
und dieser damit als ein Du erscheint, ist im Rahmen der Zuschreibung
nicht zu realisieren. Interessanterweise haben die von Strawson ausge-
henden Uberlegungen auch in die Ethik hineingewirkt. Uber Richard
M. Hares Studien zur Bioethik (vgl.: Hare 1993) wurden sie von dessen
Schiiler Peter Singer aufgegriffen. Bekanntlich schlidgt Singer vor, durch
die Zuschreibung sog. »moralisch relevanter Eigenschaften wie Rationa-
litat, SelbstbewufStsein, BewufStsein, Autonomie, Lust- und Schmerzemp-
findung« (Singer 1994, 196f.) den sog. Wert des Lebens von Foten, Tie-
ren und Menschen mit Behinderungen zu bestimmen. Es ist wohl kein
Zufall, dass die ethischen Aussagen, die aus dem Zuschreibungsparadig-
ma resultieren und jene, die aus dem Begegnungsparadigma erfolgen, ei-
nander zum Teil erheblich widersprechen (vgl.: Schnell 2017, 153ff.).

Die radikalste Version des Paradigmas der Begegnung vertritt Emma-
nuel Levinas. Daher spricht er auch von einer »Ethik der Begegnung.«
(Levinas 1995, 270) Der angesprochene Andere ist darin kein zu begrei-
fendes Sein, sondern ein Du. »Der Nachste ist nicht erst Gegenstand des
Verstehens und dann Gespriachspartner. ... Eine Person verstehen heifst
schon mit ihr zu sprechen.« (ebd., 17) Der Andere ist immer jemand, mit
dem ich spreche und nicht etwas, tiber das ich spreche.

IT
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Mit dieser Bestimmung ist eine Entscheidung tiber das Verhaltnis zwi-
schen den beiden Paradigmen gefallen. Zuschreiben und Begegnen sind
demnach keine Optionen, die wahlweise realisiert werden konnen. Viel-
mehr ist die Begegnung das Fundament aller weiteren Mafinahmen. An-
ders formuliert: die Zuschreibung von Eigenschaften an die Adresse ei-
ner Person setzt die Begegnung mit ihr voraus (vgl.: Schnell 2017, 96ff.,
153ff.). Mit Sartre gesprochen: »Man begegnet dem Anderen, man kon-
stituiert ihn nicht.« (Sartre 1991, 452) Insofern ist der Andere immer
zuerst ein Du bevor er ein Er/Sie/Es werden kann. Das gilt auch fur die
verweigerte Begegnung, die Zygmunt Bauman eine » Vergegnung« nennt
und »die eine Begegnung ist, die vortauscht, keine zu sein.« (Bauman
1995, 229)

Wenn in diesem Band also von »Begegnungen mit Kunstlicher Intel-
ligenz« die Rede sein soll, so ist es durchaus diese emphatische Traditi-
onslinie, die im Hintergrund steht. Uber KI soll also nicht in Hinsicht
auf Fragen der Zuschreibung gesprochen werden, sondern die Sache der
KI soll in Hinsicht auf die Begegnung gedacht werden, wobei natiirlich
nicht von Anfang an vorausgesetzt ist, dass es hier eine Gleichwertigkeit
(in ontologischer oder ethischer Hinsicht) mit der Begegnung von Men-
schen untereinander gibt. Ausgehend von Bubers Motto: »Der Mensch
wird am Du zum Ich« (Buber 1983, 37), und seiner weitergehenden Aus-
sage, dass es »kein Ich an sich«, »sondern nur das Ich des Grundworts
Ich-Du und das Ich des Grundworts Ich-Es« gibt (ebd., 10), kann man
danach fragen, was passiert, wenn man in dieser Situation ein Relatum
durch eine KI oder einen Roboter ersetzt, der oder die aufgrund seines
Status in der Interaktion nicht mehr zweifelsohne als Es charakterisiert
werden kann, sondern zumindest einen Anspruch auf das Du erhebt.

Kiinstliche Intelligenz

Als Geburtsstunde der KI-Forschung als Disziplin wird die Dartmouth
Conference von 1956 angesehen, an der viele der in den folgenden
Jahren fiir das Feld mafSgebenden Forscher teilnahmen, so z.B. John
McCarthy, Marvin Minsky, Claude Shannon sowie Allen Newell und
Herbert A. Simon. Im Férderungsantrag ist das Grundparadigma der KI-
Forschung pragnant auf den Punkt gebracht: »The study is to proceed
on the basis of the conjecture that every aspect of learning or any other
feature of intelligence can in principle be so precisely described that a
machine can be made to simulate it« (McCarthy et al. 1956: 1). Dieses
Programm ist bis heute disziplinbestimmend. Auch der grofle KI-Kriti-
ker Joseph Weizenbaum spricht 20 Jahre spater davon, »dafs es keinen
Bereich des menschlichen Daseins gibt, der nicht maschinell erfafSbar

I2
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ist.« (Weizenbaum 1978, 274) Auch in aktuellen Publikationen ist die
Definition der KI sehr nah an der der Dartmouth Conference: »Arti-
ficial Intelligence (Al) seeks to make computers do the sorts of things
that minds can do« (Boden 2018, 1). Man sieht allerdings, dass die De-
finitionen darin variieren, was genau simuliert oder kiinstlich nachge-
bildet werden soll (»learning«, »intelligence«, »menschliches Dasein«,
»what minds do«). So unterscheiden Russel und Norvig in ihrem mo-
dernen Standardwerk Artificial Intelligence: A Modern Approach zwi-
schen vier Vorbildern fiir die KI. Nachgeahmt werden sollen wahlweise:
menschliches Denken, menschliches Handeln, rationales Denken oder
rationales Handeln. Wobei sie »rationales Handeln« als die beste der vier
Moglichkeiten ansehen und sich fur diese Zielsetzung als »Standardmo-
dell« entscheiden (Russel und Norvig 2021, Kap. 1). Unter der Gefahr,
den verschiedenen Definitionen eine weitere hinzuzufiigen, konnen wir
Kiinstliche Intelligenz in dieser Einleitung als Sammelbegriff fiir Proze-
duren verstehen, bei denen Maschinen menschendhbnliche (d.h. eventu-
ell auch »rationaler als menschliche«) Intelligenzleistungen erbringen.
Ahnlich weit gestreut wie die Zieldefinitionen sind heute die Arten und
Weisen, auf denen diese Ziele erreicht werden sollen. In der ersten Welle
der KI-Forschung, spater von John Haugeland »good old fashioned Al«
(GOFAI) genannt (vgl.: Haugeland 1985), waren es vor allem symbo-
lisch-diskret operierende Maschinen, fiir die Newells und Simons »phy-
sical symbol system« das Paradigma gab, die das Ziel der Dartmouth
Conference erreichen sollten (vgl.: Newell und Simon 1976). Nachdem
der versprochene rasante Erfolg im Erreichen menschendhnlicher Leis-
tungen in vielen Bereichen ausblieb, folgte der sogenannte KI-Winter,
eine Periode in der die zu Beginn enorme Forschungsférderung zuneh-
mend ausblieb und das GOFAI-Programm, nicht zuletzt aufgrund der
grundlegenden Kritik an seiner Durchsetzbarkeit seitens Hubert Drey-
fus’ (vgl.: Dreyfus 1992), nahezu tot schien. In der zweiten KI-Welle er-
lebte das eigentlich seit Beginn der KI-Forschung bestehende, aber lange
Zeit in den Hintergrund geriickte Programm des Konnektionismus ein
Revival. War die funktionalistische Pramisse des GOFAI-Programms,
dass der mind unabhingig von seiner physischen Implementierung im
menschlichen Gehirn, rein auf Grundlage seiner symbolischen Operati-
onen nachgebildet werden konnte, nahm sich das Programm des Kon-
nektionismus nun gerade die Netzwerkarchitektur des menschlichen
Hirns zum Vorbild. Hatten frithe Versionen der artifical neural networks
(ANNs) meist nur einen (simulierten) Input- und einen Output-Layer,
weisen heutige Programme eine erhebliche Tiefe auf und werden da-
her oft unter dem Stichwort deep neural networks (DNNs) beschrieben.
Die meisten schlagzeilen-machenden Erfolge der letzten 20 Jahre wur-
den von solchen kiinstlichen neuronalen Netzen vollbracht, auch wenn
es nach wie vor und gerade in spezialisierten Bereichen unzihlige auf
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GOFAI-Technologie beruhende Systeme gibt und auch viele der heuti-
gen machine learning-Programme GOFAI-Technologie nutzen (vgl. Bo-
den 2018, 40).

Zusitzlich zu diesen beiden Paradigmen der Informationsverarbeitung
in KI-Systemen gibt es heute (manche sprechen daher schon von einer
dritten KI-Welle) noch »evolutionary programing«, »cellular automatac,
»dynamical systems« sowie hybride Systeme, die verschiedene Paradig-
men vereinen (vgl. ebd.: 5).

Entscheidend fir die in diesem Band vorgeschlagene Perspektive sind
aber nicht so sehr die technologischen Architekturen und deren theore-
tische Moglichkeiten und Unmoglichkeiten im Erreichen der verschiede-
nen Zielsetzungen, sondern vielmehr das Eingehen all dieser verschiede-
nen Systeme in unsere Lebenswelt und unsere Art und Weise mit ihnen
Zu interagieren.

Diesbezuglich kann technikgeschichtlich zwischen Anwendungen von
Technik unterschieden werden, die im Auftrag des Menschen blofSe Aus-
fuhrungen realisieren, und Anwendungen, die von sich aus einer Kom-
munikation etwas hinzufiigen konnen.

Position Funktion der .... Beispiel Autor:innen

Kompensation bio-
1. Technik logischer Mangel- Hammer Platon, Gehlen
ausstattung

Heidegger-Schiiler:

Vorschriften, Nach- | Navigationssys-
’ & 4 Anders, Marcuse,

2. Technologie

richten tem Flugzeug Jonas
3. Korpertechnik, | Formierung des e Mauss, Goffman,
Militér, Etikett .
Selbstdarstellung Korpers Hhtan btkette Bourdieu, Deleuze
. L Bachelard, Blu-
4. Phinomeno- Organisation von
. . Fotoapparat menberg, Wal-
technik Erfahrungsweisen
denfels

Dienstleistungs-

5. Robotik, kommunikation mit Tee anreichen Wagner,
Kiinstliche Intelli- | Freund und Helfer, L »Mensch-Maschine
. Kommunizieren .
genzen Informations- Interaktion«
beschaffung

Kinstliche Intelligenz tritt in allen Bereichen auf, vermehrt, und fiir die
hier eingenommene Perspektive besonders interessant, aber als letztere
Anwendung.

Ein weiteres, hier hilfreiches Unterscheidungsschema ist das von Don
TIhde in seiner technikphilosophisch inspirierten » Postphanomenologie«
ausgearbeitete. Thde analysiert verschiedene Beziehungen, in denen Men-
schen mit Technik stehen konnen: In »alteritiy relations« gibt es eine
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Bezugnahme auf ein technisches Artefakt als (Quasi-)Anderer. Diese wer-
den unterschieden von »embodiment relations« (z.B. das Tragen einer
Brille, eines Horgeridts oder auch eines mit einer gewissen Intelligenz aus-
gestatteten »wearables«, wie z.B. einer Smartwatch), »hermeneutic rela-
tions«, in denen die Technik gelesen und als Weltausschnitte reprisentie-
rend gedeutet wird (z.B. MRT-Bilder, Thermostate etc., auch hier kénnen
die zu lesenden Artefakte durchaus »intelligent« sein) und »background
relations« (z.B. das Heizungssystem in unserem Haus, aber auch der Al-
gorithmus der unsere Twitter-Feeds generiert) (vgl.: Thde 1990, Kap. ).

Wie wir sehen, kann in allen Arten der Beziehung KI eine Rolle spie-
len, besonders virulent wird die Frage nach der Begegnung in Bezug auf
die oben skizzierte Tradition der Begegnungsphilosophie aber nattrlich
da, wo die Beziehung zu einer »alterity relation« wird.

Es sind aber in einem gewissen Sinne durchaus alle Arten der Relatio-
nen mit KI als eine Art der Begegnung mit dieser zu verstehen, insofern
sie namlich gerade aus der Perspektive der Lebenswelt, in der uns Tech-
nik zu allererst begegnet, verstanden werden. Alle Arten unserer Bezug-
nahme auf Technik finden in der Lebenswelt statt, sie nutzen die digita-
le Transformation der Lebenswelt, indem sie an sie ankniipfen und sie
vertiefen. Wie ist diese Begegnung »in der Lebenswelt« genauer zu ver-
stehen?

Begegnungen mit Kiinstlicher Intelligenz —
eine weitere Krankung des Menschen?

Husserl definiert die Lebenswelt als die »wirklich anschauliche, wirklich
erfahrbare und erfahrene Welt, in der sich unser ganzes Leben praktisch
abspielt.« (Husserl 1976, 51) In dieser grundsitzlichen Funktion ist die
»Lebenswelt ein allgemeines Fundament fur alle Sinnbildung.« (Wal-
denfels 1985, 17) Husserl unterscheidet zwischen Lebenswelten im Plu-
ral, die kulturrelativ und hier anders als dort sein konnen, und der einen
Lebenswelt, die, formaler betrachtet im Sinne eines »abstrakt herauszu-
priaparienden Weltkern(s)« (Husserl 1976, 136), jenes allgemeine Fun-
dament fiir alle Sinnbildungen, im Alltag wie in den Wissenschaften, ist.
In dieser allgemeinen und zugleich speziellen Funktion hat die Lebens-
welt etwas Verlassliches und Bestandiges. In diesem Sinne betont Hus-
serl, dass die Lebenswelt »in ihrer eigenen Wesensstruktur, in ihrem ei-
genen Kausalstil ungeandert [...] bleibt, was immer wir kunstlos oder als
Kunst tun.« (ebd., 51) Auch die Technisierung durch die modernen Wis-
senschaften, an die Husserl dachte, konnen die Lebenswelt zwar kultu-
rell verandern, aber nicht in ihrer Fundamentfunktion. Es stellt sich die
Frage, ob diese Ansicht noch immer von Geltung ist.
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Dem Hinweis Sigmund Freuds, dass der Mensch drei grofle Krankun-
gen habe hinnehmen miissen, weil sein Planet nicht der Mittelpunkt des
Weltalls ist, seine Abstammung kein Schopfungsvorrecht beinhalte und
er selbst nicht Herr im eigenen Seelenhaushalt sei (vgl.: Freud 1983,
226), fugte Pierre Bourdieu eine vierte Krinkung hinzu. Demnach sind
die Haltungen und Stellungnahmen des Menschen gegentiber der Welt
keineswegs spontane Leistungen des Verstandes, sondern vielmehr ge-
sellschaftlich produziert (vgl.: Bourdieu 1989, 7). Auf diese Befunde folgt
moglicherweise noch eine fiinfte Krankung. Die Lebenswelt wird in ihrer
Fundamentfunktion sehr wohl durch die Digitalisierung und die Begeg-
nungen mit Kiinstlicher Intelligenz deutlich verandert. Seit der Roman-
tik muss sich der moderne Mensch immer wieder gegen die Maschine
behaupten, was ihm jedoch nie ganz gelungen ist. Sein Narzissmus wird
ein funftes Mal gekriankt, wenn die ihm, als naturlich geborenem We-
sen, bisher exklusiv vorbehaltene Domine des rationalen Denkens und
Handelns nun kiinstlich herstellbar wird.>

Digitalisierung ist als eine qualitativ neue Dimension der Technisie-
rung zu verstehen, als die »mit einer Automatisierung verbundene Trans-
formation der Welt in quantifizierbare Daten. « Sie stellt damit »auch ei-
nen Angriff auf die Materialitdt der Lebenswelt dar.«3 (Schnell/Dunger
20719, 13) Begegnungen mit Kiinstlicher Intelligenz vertiefen diese Trans-
formation der Lebenswelt.

In Weiterfithrung der Analysen Husserls deutete Hans Blumenberg das
Telos der Technisierung als das Zuriicksinken technischer Artefakte in
das »Universum der Selbstverstindlichkeiten«« der »Lebenswelt«. Da-
durch wird »jene Sphire, in der wir noch keine Fragen stellen, identisch
[...] mit derjenigen, in der wir keine Fragen mebr stellen.« Die » Techni-
sierung |[...] produziert [...] das scheinbar Unproduzierbare [...], nam-
lich Selbstverstiandlichkeit.« (Blumenberg 2015, 190) Begegnungen mit

2 Diese Idee geht auf Catherine Malabou zuriick, die im Englischen Postscript
zu ihrem grofSartigen Buch Morphing Intelligence die Konfrontation mit
Kinstlicher Intelligenz im Hinblick auf Freuds Aufzihlung — ohne Bour-
dieus Ergdnzung mitzuzihlen — schon als eine mogliche vierte Krankung
beschrieben hat (vgl. Malabou 2019: 162ff.).

3 Im Digitalisierungsdiskurs wird oft zwischen »digitisation« und »digitalisa-
tion« unterschieden, wobei ersteres die Produktion digitaler Daten oder die
Umwandlung analoger Daten in digitale bezeichnet und letzteres die Nut-
zung dieser Daten durch Akteure und die Auswirkungen dieses Prozesses
auf gesellschaftliche Wirklichkeiten. Mit der hier vorgeschlagenen Defini-
tion von Digitalisierung sind diese beiden Aspekte umfasst, unter fernerer
Beriicksichtigung des Umstandes, dass die Daten immer aus der Lebenswelt
erhoben werden (1. Sinn der Transformation der Lebenswelt) und im Pro-
zess der Digitalisierung es diese Lebenswelt selbst ist, die verandert wird (2.
Sinn der Transformation).
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Kinstlicher Intelligenz im Zeichen der Digitalisierung vertiefen diesen
Prozess, eventuell sogar in Bezug auf die intersubjektive Struktur unse-
rer Lebenswelt, insofern wir mit technischen Artefakten eben in »alterity
relations« treten. Somit gerdt Husserls These, ja tiefe Uberzeugung, dass
unsere Lebenswelt in ihrer Wesensstruktur, in ihrem eigenen konkreten
Kausalstil ungedndert bleibt, was immer wir kunstlos oder als Kunst tun,
ins Wanken. Technisierung und Digitalisierung verdndern unsere Lebens-
welt geradezu ins Fraglose. Diese Veranderungen drohen unbemerkt und
unthematisiert zu bleiben, gibe es nicht Schlisselerfahrungen des Um-
bruchs, in denen das Staunen tiber Kunstliche Intelligenz aufblitzt.

Das Auslosen technischer Effekte erfolgt heute nicht mehr durch
Schalter, Knopfe oder Regler, sondern zunehmend via Sprachsteuerung
und es versetzt uns damit, aufgrund der Anredeform, in eine Art der Be-
gegnung mit Kiinstlicher Intelligenz. Bereits vor tiber 30 Jahren befragte
Hans Blumenberg die Situation der Begegnung des Menschen mit kiinst-
lichen, aber menschenihnlichen Automaten. Im Ausgang von Husserls
Theorie der Fremderfahrung heifSt es: »Wie aber erreichen ... die men-
schengestaltigen Organismen, von ihm [dem Menschen, die Verf.] als
Seinesgleichen anerkannt zu werden?« (Blumenberg 1989, 442) Diese
Frage beschiftigt noch die Gegenwart, die technische Gerite kennt, die
im letzten Jahrhundert, wenn tiberhaupt, nur im spekulativen Denken
gefunden wurden.

Generative Pre-trained Transformer 3 (GPT-3) ist ein autoregressi-
ves Sprachmodell, das Deep Learning benutzt, um menschendhnliche
Texte zu erstellen und zu verbalisieren. Bekanntlich ist es moglich, dass
ein Mensch mit GPT-3 einen inhaltlichen Austausch tiber anspruchsvol-
le Themen wie Liebe, Freiheit, Datenschutz oder gar Kiinstliche Intel-
ligenz fuhren kann. Mithilfe einer quantifizierten Datenbasis kann das
System, das in einer Kommunikation wahrscheinlich nachste Wort und
den wahrscheinlich niachsten Satz berechnen. Auf die allmédhliche Ver-
fertigung der Gedanken beim Reden folgt mit hoher Wahrscheinlichkeit
irgendwann der Name Heinrich von Kleists und der Hinweis auf seinen
traurigen Selbstmord im Jahre 1812. Dieser Austausch wird zur Norm
fur ein sogenanntes gutes Gesprach, zumal wenn GPT-3 den Menschen
dartiber belehrt, dass sich Kleist mit seiner Pistole bereits 1811, also ein
Jahr zuvor, erschossen hat. Von hier aus sind dann komplexe Interakti-
onen, die gar verantwortungsvolle Entscheidungen beinhalten, denkbar.

Die verborgene, sich als ethisch ausgebende Implikation dieser Mog-
lichkeiten hat Pierre Lévy bereits 1997 in seinem Buch Die kollektive In-
telligenz skizziert. Demnach wird das Internet, dass 1997 fiir den Privat-
gebrauch erst seit wenigen Jahren ausgelegt war, eines Tages alles Wissen
der Welt bereithalten und einen Zugriff auf all dieses Wissen fiir jeder-
mann zu jeder Zeit und von jedem Ort aus ermoglichen. Jeder darf an
einem allseitigen Wissensaustausch teilnehmen. Da offizielle Zertifikate
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und Zeugnisse nicht zihlen, hat jeder auch etwas potentiell Wissenswer-
tes anzubieten. Niemand ist vom Austausch ausgeschlossen. Die Welt ist
eine virtuelle Agora, die Menschheit ein kollektives Cogito bzw. ein co-
gitamus. Der Mensch erwirbt eine Identitit des Wissens, die anschluss-
fahig an Andere ist. Wissen ist das, was digitalisier- und im Netz kom-
munizierbar ist. Materialitit der Welt, Leiblichkeit des Menschen und
die Andersheit des Anderen werden allmahlich irrelevant (vgl. dazu aus-
fuhrlich: Schnell 2002). Diese 25 Jahre alte Vision Lévys gehort noch
dem posthumanistischen Stadium der KI an, sie ist in diesem Punkt nicht
mehr aktuell. Sie liefert allerdings die ethisch-ontologischen Aspekte des
Cyberspace, die heute fiir nichttriviale Kommunikationen mit einer KI
wie GPT-3 in Anspruch genommen werden.

»Computer konnen juristische Entscheidungen treffen und psychiatri-
sche Urteile fallen. Sie konnen auf viel ausgesuchtere Weise Miinzen wer-
fen als das geduldigste menschliche Wesen.« (Weizenbaum 1978, 299)
Tragen sie in diesen Fillen auch die Verantwortung fir diese Entschei-
dungen und Handlungen? Wer haftet? Wer triagt die Schuld? Die Ma-
schine? Thr Eigentiimer? Der Hersteller? Das Produkthaftungsgesetz?
Weizenbaum folgert aus all dem, dass »die relevanten Probleme we-
der technischer noch mathematischer, sondern ethischer Natur sind.«

(ebd., 300)

Begegnungen mit Kiinstlicher Intelligenz — Querschnitte

Hans Blumenberg hat die Verbindung der Frage nach der Technik mit
der Problematik der Wahrheit untersucht. Demnach herrscht in der eu-
ropdischen Antike die Auffassung vor, dass die Wahrheit in der Natur
der Dinge fix vorhanden ist. Technik ist demgegeniiber das blof$ Kiinst-
liche und Scheinhafte. Im Idealfall ahmt es die Natur nach (ars imitatur
naturam). » Wer ein Haus baut, tut genau das, was die Natur tun wiir-
de, wenn sie Hauser sozusagen wachsen liefle.« (Blumenberg 20715, 86f.)
Mit der Neuzeit wird die Natur zum bloflen Rohstoff, wie es bei Locke
heifSt, so dass die Wahrheit allmdhlich im Bereich des Selbstgemachten
zu finden ist. In der jungeren Gegenwart setzen Autoren wie Baudrillard
in der Wahrheitsfrage ganz auf die Machte der Simulation (vgl.: Schnell
2020, 184ff.).

Aktuelle Kunstliche Intelligenz hat die Eigenart, sich dem anzuni-
hern, was man als einen lebensweltlichen Akteur bezeichnen kann. Da-
mit ist jedes Wesen gemeint, das mit Anderen in der Welt existiert und
dabei einen Selbst-, Welt- und Fremdbezug realisiert (vgl. dazu: Schnell
2017, 134ff.). Zu diesen Wesen zdhlen Menschen, vermutlich die meis-
ten Tiere und vielleicht auch gewisse Pflanzen. Des Menschen Gehirn
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oder seine Gene sind keine lebensweltlichen Akteure. Weil sich viele
Kinstliche Intelligenzen hingegen dem Charakter des lebensweltlichen
Akteurs anndhern und es daher zu Begegnungen mit dem Menschen
kommt, verbinden sich in der Diskussion drei Querschnitte miteinan-
der: Intersubjektivitit, Technik und Lebenswelt. Auf die Wahrheitsge-
halte dieser drei Querschnitte und auf ihre Beziechungen untereinander
haben die Begegnungen mit Kunstlicher Intelligenz deutliche Auswir-
kungen.

Aufbau des Bandes

Begegnungen mit Kiinstlicher Intelligenz produzieren Selbstverstindlich-
keiten und Normalititen, die als solche zu unbefragten Bestinden der
Lebenswelt werden konnen. Die Beitrdge des Bandes untersuchen For-
men und Inhalte dieser Begegnungen. Was bedeutet es, mit einer Maschi-
ne zu musizieren, sich von einem Roboter pflegen und beriihren zu las-
sen, mit einer KI ein intelligentes Gesprich zu fithren?

Der Band wird eroffnet mit einem Beitrag Oliver Miillers, der sich der
Frage nach maschineller Alteritdt widmet. Ankntipfend an die Dialektik
aus Andersheit und Ahnlichkeit, mit der der Mensch kulturgeschichtlich
sein maschinelles Gegeniiber imaginiert und anthropologisch zu definie-
ren versucht hat, fragt der Beitrag danach, welche spezifische Andersheit
und welche Ahnlichkeiten der, im Ausgang von Levinas und Ricceur »al-
teritatsbedirftige« Mensch in der Maschine finden kann.

Burkhard Liebsch analysiert in seinem Beitrag Kommunikative Ver-
werfungen zwischen digital natives und analogen Aborigines. Im Span-
nungsfeld des Bedurrfnisses als Partner eines Dialogs nicht restlos in sei-
nem digitalisierbaren Bild aufgehen zu wollen und der Verlegenheit
anzugeben, worin dieser Rest bestehen moge, gilt es die Technik we-
der von vorneherein zu verteufeln noch Kommunikation von Anfang an
technizistisch zu betrachten, sondern vielmehr einen richtigen Gebrauch
der Technik zu erlernen.

Jonathan Hart und Martin Feifst werfen in ihrem Beitrag einen so-
ziologischen Blick auf ihre Selbsterfahrungen in der Begegnung mit
dem Programm GPT-3. Dass das Programm »ganz losgelost von ver-
korperten, wahrnehmungsgeleiteten und emotionsbegleiteten Entititen«
(S. 70) Sprachverstindnis und Intelligenz zeige, miisse die Soziologie
nicht uberraschen, sei diese doch gerade mit dem Paradigma angetre-
ten, Soziales durch Soziales erkliren zu konnen. Der alterititsbediirf-
tige Mensch ist soziologisch gesehen vor allem ein Interaktionssucher,
und Programme wie GPT-3 sind intelligent genug, um ihm diese Inter-
aktion zu bieten und ihn so am Sozialen teilhaben zu lassen, also soziale
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Relationen zu bilden, die der Frage danach, was die Relata denn nun sei-
en, vorgangig sind.

Martin W. Schnell und Lukas Neblsen gehen in dem darauffolgenden
Beitrag ebenfalls auf empirisches Gesprachsmaterial mit GPT-3 als so-
ziale Tatsache ein. Mithilfe der qualitativen Inhaltsanalyse wird ein Ge-
spriach mit dem Programm uber Liebe analysiert. Das Gesprich zeigt
sich dabei vor allem als Meinungsaustausch, der (noch) nicht die Ebene
eines schopferischen Dialogs erreicht.

In seinem Einzelbeitrag kntpft Lukas Nehlsen daran an und wid-
met sich sprachphilosophisch dem Phinomen des Gesprichs mit einer
Chatbot-KI. Erlangt Sprache, wie Maurice Merleau-Ponty behauptet,
nur durch leiblichen Ausdruck ihren Sinn, wie kann dann die Auflerung
einer korperlosen KI trotzdem als sinnvoll wahrgenommen werden?

Martin W. Schnell geht in seinem Beitrag von Bubers Diktum, der
Mensch werde erst am Du zum Ich, aus und fragt danach, was passiert,
wenn in der Ich/Du-Beziehung eines der Elemente durch einen Roboter
ersetzt wird. In Rekapitulation der Anerkennungsthematik in der Fol-
ge von Hegel und in Auseinandersetzung mit lan McEwans Roman Ma-
schinen wie ich fragt Schnell danach, ob es moglich ist, einen Roboter
als meinesgleichen anzuerkennen.

Renate Buschmann eroffnet mit ihrem Beitrag den Teil des Bandes,
der sich mit Begegnungen mit KI auf dem Feld der Kunst und Kultur
auseinandersetzt. Sie rekapituliert diverse kiinstlerische Projekte, in de-
nen KI nicht so sehr als eigenstiandig kreativer Akteur wichtig wird, son-
dern eher als Kooperationspartner des Menschen, sowohl in Gestalt von
Kinstler:innen als auch von Rezipient:innen. Die interessante Frage sei
daher eher nicht »Kann KI Kunst?«, sondern vielmehr »Kann aus KI
Kunst werden?« (S. 165).

Christian Griinys Beitrag wirft einen philosophischen Blick auf di-
verse Begegnungen mit KI im Umkreis der Musik. Ankniipfend an Thdes
oben genannte Unterscheidung der Mensch-Technik-Relationen verfolgt
Griuny diese sowohl im Kompositions- als auch im Improvisationspro-
zess. Dabei zeigt sich unter anderem, dass der Einbruch von Maschinen
in die Musik nicht der »Einbruch von etwas ganz anderem in einen an-
sonsten homogenen und vor allem zutiefst und ausschliefSlich menschli-
chen Schaffensprozess« (S. 179) ist und dass es nicht die Gleichheit mit
dem kreativen Konnen des Menschen sei, die die Maschinen fir die Mu-
sik interessant mache, sondern gerade ihre Seltsamkeit.

Die letzten beiden Texte behandeln Begegnungen mit Kiinstlicher In-
telligenz auf dem Feld der Gesundheit, besonders der Pflege. Alexander
Hochmuth gibt in seinem Beitrag einen Uberblick iiber Finsatzbereiche
von Kl in der Pflege und fragt dabei, wie der Einsatz von KI mit den Prin-
zipien eines guten pflegerischen Handelns, insbesondere im Umgang mit
Menschen mit demenziellen Erkrankungen, vereinbar sei.
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Erik Dzwiza-Obhlsen wirft im letzten Beitrag des Bandes einen leib-
phanomenologischen Blick auf das konkrete Beispiel des mit KI ausge-
statteten »Kuschelroboters« PARO und seiner Rolle in der Lebenswelt
von Menschen mit Demenz.
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OLIVER MULLER

Maschinelle Alteritat

Philosophische Perspektiven auf Begegnungen
mit kiinstlicher Intelligenz

1. Einleitung: Sozialitdt und Alteritat
in der Mensch-Maschine-Begegnung

Die Entwicklungen auf dem Gebiet der Kiinstlichen Intelligenz durch-
dringen viele unserer Lebensbereiche, von den inzwischen allgegen-
wirtigen Produktempfehlungen neunmalkluger Algorithmen tiber die
Implementierung von Gesichtserkennungsmethoden in der Offentlich-
keit und den Auswiichsen eines digitalen Uberwachungskapitalismus
bis hin zu robotischer Unterstiitzung in Industrie und Militar. Und
es steht aufler Frage, dass wir nicht nur unseren rechtlichen Rahmen
nachjustieren miussen — etwa im Bereich des Datenschutzes oder des
Volkerrechts, was »autonome« Waffensysteme betrifft —, sondern dass
wir auch ethischer Selbstverstindigungsdiskurse bediirfen, etwa in Be-
zug auf den >bias¢, also die gesellschaftlichen Vorurteile, die in den
>selbstlernenden< maschinellen Verfahren reproduziert werden, oder
ganz allgemein in Bezug auf Fragen des guten Lebens, der (globalen)
Gerechtigkeit und der Werte des Zusammenlebens in der digitalisier-
ten Welt.!

1 Siehe exemplarisch fiir diese Debatten: Silja Voneky, Philipp Kellmeyer, Wol-
fram Burgard, Oliver Miiller (eds.): The Cambridge Handbook of Respon-
sible Artificial Intelligence: Interdisciplinary Perspectives. Cambridge 2022
(i. Ersch.); Shoshana Zuboff: The Age of Surveillance Capitalism: The Fight
for a Human Future at the New Frontier of Power. New York: Public Af-
fairs 2019; Kate Crawford: Atlas of Al Power, Politics, and the Planetary
Costs of Artificial Intelligence. New Haven 2021; Patrick Lin, Keith Abney,
and Ryan Jenkins (eds.): Robot Ethics 2.0: From Autonomous Cars to Ar-
tificial Intelligence. New York: Oxford University Press 2017; Marco Ner-
skov (ed.): Social Robots, London: Routledge 2017; Luciano Floridi et al.:
» Al4People—An Ethical Framework for a Good Al Society: Opportuni-
ties, Risks, Principles, and Recommendations«. Minds and Machines, 28(4)
(2018): 689—707; David J. Gunkel and Joanna J. Bryson (eds.): »Machine
Morality: The Machine as Moral Agent and Patient«. Special issue of Phi-
losophy & Technology, 27(1) (2014): 1-142; Michael Anderson and Susan
Leigh Anderson (Hg.): Machine Ethics. Cambridge: Cambridge University
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Die philosophische Reflexion kunstlicher Intelligenzen hat sich frith
auf die Frage kapriziert, ob und inwiefern kiinstlich-intelligente Syste-
me den Status von rationalen und/oder moralischen Akteur:innen ha-
ben konnen.* So naheliegend eine solche Frageperspektive und die ent-
sprechende Klassifizierungspraxis in Bezug auf den Akteur:innenstatus
auch sein mogen, derartige Vorhaben haben auch ihre Tiicken. Denn sie
tragen dazu bei, dass wir den kiinstlich-intelligenten Systemen Entschei-
dungs-, Handlungs- und Verhaltenskompetenzen zuschreiben, die sich an
den Fahigkeiten von Menschen orientieren. Mit den Begriffsbildungen
um den Akteur:innenstatus behandeln wir die komplexen Algorithmen
nicht mehr als niitzliche Werkzeuge, sondern statten sie mit menschen-
oder personenihnlichen Eigenschaften und Kompetenzen aus. Dazu ge-
hort auch der Begriff der Autonomie, der die kiinstlichen Intelligenzen
mit einer erhabenen Aura versieht und den Blick dafiir verstellt, dass wir
hier letztlich Anthropomorphisierungen aufsitzen. Denn wie beeindru-
ckend eigenstindig die Maschinen auch operieren konnen, mit der Auto-
nomie, die wir Menschen zuschreiben, hat das wenig zu tun. Auch wenn
wir den Akteur:innenbegriff in grofStmoglicher analytischer Abstraktion
behandeln, bleibt am Ende die Suggestion, die kiinstlichen Intelligenzen
sind eigentlich so wie wir — nur eben etwas anders. Dieser Suggestion
verfallen wir auch daher gerne, weil dem Begriff >kiinstliche Intelligenz<
der Assoziationsraum des >Geistes in der Maschine« und dhnlicher (post-)
cartesianischer Reflexionstraditionen anhaftet. Das heif$t: im Zentrum
steht die schaudernde Faszination der Frage, ob die Maschinen einen
uns Menschen vergleichbaren Geist haben (konnen). Dass auf diese Wei-
se allein schon verdeckt wird, dass hinter den scheinbar korperlos geist-
dhnlichen kiinstlichen Intelligenzen ein auf Ausbeutung (von Rohstof-
fen und Personen) ausgerichtetes Industriesystem steht, ist dabei eines
der gewichtigen ethischen Probleme in diesem Feld (wie Kate Crawford
in ihrem Atlas of Al eindrucksvoll gezeigt hat).? Dies sind (in aller Kiir-
ze) einige der Griinde, warum wir dazu neigen, kiinstliche Intelligenzen
anders als andere Technologien zu behandeln — weil wir ihnen gewisse
agentielle Fahigkeiten zuschreiben.

Bei aller Skepsis, die wir gegeniiber dieser Zuschreibung geistiger und
agentieller Fihigkeiten an die intelligenten Maschinen haben mogen,

Press 2007; Sarah Spiekermann: Digitale Ethik. Ein Wertesystem fiir das 21.
Jabrhundert. Miinchen 2019.

2 Siehe Luciano Floridi and J.W. Saunders: »On the Morality of Artificial
Agents«. Minds and Machine, 14 (2004): 349-379; Catrin Misselhorn:
Grundfragen der Maschinenethik. Stuttgart 2018, S. 70—-90; Johanna Wag-
ner: Kiinstliche Intelligenzen als moralisch verantwortliche Akteure. Pader-
born 2020.

3 Kate Crawford: Atlas of Al. Power, Politics, and the Planetary Costs of Ar-
tificial Intelligence. New Haven 2021.
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bleibt die Lage aber verzwickt, wenn wir uns nicht nur die Technik fiir
sich genommen anschauen, sondern die Interaktionen zwischen Men-
schen und Maschinen in den Blick nehmen. Denn wir gehen mit den
Maschinen unweigerlich Beziehungen ein, die wir als >sozial< bezeichnen
konnen. Wir Menschen bilden als zoa politika nicht nur mit anderen
Menschen und anderen Tieren, sondern immer auch mit Maschinen Ge-
meinschaften, weil es gewissermaflen zu unserer Natur gehort, zu intera-
gieren, zu kommunizieren und soziale Strukturen aufzubauen und uns so,
mit Hannah Arendt gesprochen, in ein »Gewebe« von sozialen Beziigen
zu begeben.* Und ein solches >Sozialgewebe< konnen wir auch mit Ma-
schinen weben, nicht nur, aber auch (und vermutlich in besonderer Wei-
se), wenn diese in irgendeiner Form als »intelligent« eingestuft werden.

Sollten wir die Maschinen partout nicht als »intelligent< in einem ge-
haltvollen Sinne ansehen wollen, bleibt es aber doch dabei, dass sie mit-
unter so programmiert werden konnen, dass sie uns in einer mehr oder
weniger >menschenanalogen« Verhaltensweise begegnen, auf die wir als
soziale Wesen reagieren und in komplexer Weise antworten konnen
(*Antwort< als philosophischer Begriff wird unten nidher erlautert). Ge-
gen diese Beobachtung konnte man einwenden, dass wir es hier niemals
mit >echten< sozialen Beziehungen zu tun haben und bei derartigen Be-
schreibungen des Mensch-Maschine-Verhiltnisses eher Ubertragungen
oder sogar (gezielte) Tduschungen vorliegen, die aus solchen >menschen-
analogen« Verhaltensweisen von Maschinen noch langst keine sechte« so-
ziale Situation machen.

In diesem Text will ich jedoch von der Hypothese ausgehen, dass eini-
ges dafiirspricht, dass wir Menschen unsere sozialen Beziehungen auch
auf Unbelebtes ausdehnen konnen und daher die Grenzen von Mensch-
Mensch-, Mensch-Tier-, Mensch-Ding- und Mensch-Maschine-Begeg-
nungen graduell zu verstehen sind und all diese Sphiren zusammenge-
nommen >die< Sozialitit des menschlichen Lebens ausmachen. Um dies
zu verdeutlichen, will ich ein Argument von Mark Coeckelbergh auf-
greifen. In einem seiner Texte diskutiert der Technikphilosoph die In-
teraktionen zwischen Menschen und Robotern im Blick auf den Begriff
des Vertrauens und vertritt die These, dass es keineswegs absurd ist,
in diesem Kontext den Begriff der sozialen Beziehung zu verwenden.s
Coeckelbergh bezeichnet das Vertrauen in diesem Kontext als »default
mode<, also als eine Art »Voreinstellung« oder >Standardeinstellungs, in
der wir den Robotern begegnen und dabei immer schon eine soziale

4  Hannah Arendt: Vita activa oder vom tdtigen Leben. Piper: Miinchen 2002,
S. 222ff.

5 Mark Coeckelbergh: »Can we trust robots?«, Ethics Inf Technol 14
(2012):53-60.

6 Ebd.,S. se6.
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Beziehung zu ihnen voraussetzen, wenn wir mit ihnen interagieren. Da-
her konnen wir mit gewissen Recht sagen, dass wir Menschen als zoa
politika so disponiert sind, dass wir selbst mit Maschinen eine wie auch
immer geartete soziale Beziehung eingehen — auch wenn wir es vielleicht
nicht einmal wissen oder wahrhaben wollen. Diese Art von sozialer Be-
ziehung mag sich von derjenigen mit anderen Menschen unterscheiden,
kann aber aufgrund des oben genannten Sozialgewebes nichtsdestotrotz
als eine soziale Beziehung verstanden werden.

Doch auch wenn dem so sein sollte, kommen wir nicht umhin, hier
philosophisch genauer hinzuschauen, um Beschreibungsformen und Ver-
stehenshorizonte zu entwickeln, die das Eigentumliche dieser Art so-
zialer Beziehungen erfassen konnen. Ich will in diesem Text dazu bei-
tragen, indem ich die spezielle Form von »>Alteritdt« untersuche, die die
Mensch-Maschine-Interaktionen charakterisieren kann. Dass der Begriff
>des Anderen< in der Einschdtzung von kunstlich-intelligenten Syste-
men hilfreich sein kann, wurde schon verschiedentlich bemerkt. David
J. Gunkel spricht in seinem Buch The Machine Question etwa von >ma-
chinic others< und beschreibt im Ruckgriff auf Emmanuel Lévinas ver-
schiedene Formen einer >machinic otherness«.® Und bereits in fritheren
philosophischen Ansitzen wurde die Bedeutung der Alteritat in der Tech-
nikreflexion hervorgehoben. Um nur ein Beispiel zu nennen: In seiner
postphdnomenologisch ausgerichteten relationalen Ontologie identifi-
ziert der Philosoph Don Thde neben sembodiment relations<, >herme-
neutic relations< und >background relations< auch »alterity relations<.®
Mit dem (ebenfalls von Lévinas inspirierten) Alteritatsbegriff lotet er
aus, ob und inwiefern wir von »technology-as-other< oder auch von einer
squasi-otherness< in der Begegnung mit Maschinen sprechen konnen.™

Thdes tentativ-vorsichtiger Begriff der >quasi-otherness< zeigt jedoch
an, dass wir es hier moglicherweise mit einem tieferen philosophischen
Problem zu tun haben. Denn ist es wirklich sinnvoll, von einer Quasi-An-
dersheit zu sprechen? Was soll das >quasi< genau zum Ausdruck bringen?
Ist damit eine Situation bezeichnet, in der wir mit einem Roboter oder

7  Die Rede von >dem Anderen« hat sich in der Phinomenologie etabliert, auch
wenn die im Singular stehende maskuline Form nicht unproblematisch ist.
Im Folgenden werde ich daher diesen Begriff immer wieder in Anfithrungs-
zeichen setzen oder alternativ durch einen Plural oder die weibliche Form
ersetzen. Auch den Begriff »das Andere, der in dieser Auseinandersetzung
mit der maschinellen Alteritit naturgemif eine zentrale Rolle zukommt,
wird immer wieder Verwendung finden.

8  Siehe David J. Gunkel: The machine question. Critical perspectives on Al,
robotics, and ethics. Massachusetts 2017, S. 197ff.

9 Don Ihde: Technology and the Lifeworld. From Garden to Earth. Indiana
1990.

1o Ebd., S. 97ff.
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einer anderen interaktiven Maschine nur so tun »als ob<? Sprechen wir
also von einer Situation, in der wir nur so tun, als ob die Maschine nicht
nur ein Werkzeug, sondern ein >Anderes< wire (in der wir in der Maschi-
ne ein tiber den einfachen Technologiegebrauch hinausgehendes >Gegen-
tiber« sehen), das sie aber eigentlich« gar nicht ist? Oder soll mit dem
>quasi< ein Moment der Tauschung erfasst werden und die Maschine
wirde etwas zu sein vorgeben, was sie gar nicht ist? In entgegengesetz-
ter Richtung konnten wir aber auch fragen: wenn es so sein sollte, dass
wir die Maschine bereits in ihrer >Quasi-Andersheit< verstehen und uns
entsprechend verhalten — konnten wir dann das »quasi« nicht einfach pro-
blemlos streichen, weil es sich ohnehin bereits um eine echte Form von
Andersheit handelt?

Wenn uns das Streichen des >quasi« in der Quasi-Andersheit allerdings
spontan Unbehagen bereiten sollte — vielleicht weil es lebensweltlich und
im alltdglichen Verstindnis offenkundig zu sein scheint, dass wir Men-
schen und Maschinen clare et distincte zu unterscheiden wissen —, konn-
ten wir in einer ontologisch prazisen Klassifizierung iibersehen, dass wir
Menschen offenbar dazu neigen, mit Maschinen und anderen Dingen in
einer Weise zu interagieren, die es durchaus erlaubt, den Begriff der Al-
teritdt zu verwenden. Meines Erachtens ist dies aber nur unter der Vo-
raussetzung moglich, dass wir den Blick nicht mehr auf den agentiellen
Status der Maschine richten, sondern uns das menschliche Verhalten
gegenliber den Maschinen ansehen. Die Andersheit von Maschinen ist,
wie mir scheint, grundlegend falsch verstanden, wenn wir fragen: kon-
nen Maschinen »als solche<in vergleichbarer Weise wie andere Menschen
»anders« sein? Sinnvoller (und philosophisch fruchtbarer) scheint mir fol-
gende Frage zu sein: was macht das spezifische Anderssein von Maschi-
nen mit uns »alterititsbediirfendenc (sit venia verbo) oder sogar »alteri-
tatsbediirftigen< Menschen?

Wir haben es in unseren Interaktionen selbstverstindlich mit ver-
schiedenen Arten von Maschinen zu tun. Fragen der Alteritdt scheinen
vor allem bei humanoiden Robotern oder bei sehr komplexen maschi-
nellen Systemen zu finden zu sein, die mit kiinstlich-intelligenten Algo-
rithmen ausgestattet sind und die sich in einer Weise >von selbst< ver-
halten, dass wir aufgrund ihrer sMenschenihnlichkeit< in eine soziale
Situation geraten. Weniger komplexe Maschinen scheinen Alteritatsfra-
gen eher nicht aufzuwerfen (auch wenn wir in bestimmten Kontexten
von einem sozialen Gewebe sprechen konnen, das wir mit ihnen ein-
gehen). Auf eine mogliche Differenzierung von maschinellen Alteritits-
formen will ich in diesem Text nicht eingehen. Mir geht es in diesem
Beitrag vielmehr darum, verschiedene Momente einer alterititstheoreti-
schen Perspektive auf die Mensch-Maschine-Interaktion zu erortern. An
Paul Ricceurs Uberlegungen in Das Selbst als ein Anderer anschliefSend,
konnen wir sagen, dass Maschinen zur »Wer-Frage« von Personen (im
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Sinne der ipse-Identitit) beitragen konnen und damit zum Thema einer
Hermeneutik des Selbst, wie sie Ricceur vorschwebte,™ gemacht werden
konnen. Ricceur selbst hat die Alteritit der Maschinen allerdings ver-
nachlissigt. Das Feld der Vieldeutigkeit, das Ricceur mit der Dialektik
zwischen Selbstheit und Andersheit erschlossen hat, kann aber durchaus
um die verzwickten Erfahrungen mit maschineller Andersheit erweitert
werden, wie in diesem Beitrag gezeigt werden soll.

Nach diesen Voriiberlegungen will ich im Folgenden dem Phianomen
maschineller Alteritat nachgehen. Dabei werde ich zunichst kurz auf
»alte anthropologische Selbstverstindigungsdiskurse verweisen, die wir
im Blick auf die Maschinen schon seit der Antike zu verzeichnen haben
(2.). Dann werde ich Gehlens Formulierung der Maschine als das >An-
dere-als-Menschliche« als ein Moment der Mensch-Maschine-Begegnung
herausstellen, in dem das Anderssein der Maschine in der philosophi-
schen Anthropologie zum Thema wurde (3.), um dann auf einige auf-
schlussreiche Alterititsmomente in der frithen KI-Entwicklung einzuge-
hen (4.). In einem nichsten Schritt will ich mich mit dem von Wilhelm
Schapp entwickelten phanomenologischen Ansatz auseinandersetzen,
der davon ausgeht, dass wir uns selbst begegnen konnen, weil wir immer
schon in Geschichten mit anderen und anderem verstrickt sind, und dies
im Blick auf die Maschinengeschichten, die wir uns erzihlen, diskutie-
ren (5.). Daran anschlieffend werde ich schliefSlich mit der Responsivitit
(6.) und dem >Anspruch des Anderenc (7.) zwei zentrale Theoriemomente
der Phianomenologie der Alteritit (insbesondere bei Bernhard Walden-
fels und Lévinas) in Bezug auf die >Maschinenfrage« fruchtbar zu machen
suchen. Am Ende steht eine zusammenfassende Schlussbemerkung (8.).

2. Begegnungen mit (auffilligerweise
haufig weiblichen) Maschinen

Maschinen wurden in der europiischen Kulturgeschichte als schil-
lernde Gegeniiber imaginiert, bei denen gerade die Kippmomente zwi-
schen Ahnlichkeit und Andersheit ihren Reiz ausmachen.* Bereits in der
griechischen Antike wurde die Maschine als etwas begriffen, was sich

11 Siehe Paul Ricceur: Das Selbst als ein Anderer. Miinchen 1996, S. 21ff,
S. 26ff.

12 Siehe allgemein zu den Selbstverstindigungsdiskursen in der abendlindi-
schen Kulturgeschichte Oliver Miiller und Kevin Liggieri: » Mensch-Ma-
schine-Interaktion seit der Antike: Imaginationsrdaume, Narrationen
und Selbstverstindnisdiskurse«. In: Kevin Liggieri, Oliver Miiller (Hg.):
Mensch-Maschine-Interaktion. Geschichte-Kultur-Ethik (Metzler-Hand-
buch). Stuttgart 2019, S. 3-14.
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einerseits deutlich von der menschlichen Existenz unterscheidet, anderer-
seits aber viele Ziige menschlichen Verhaltens imitieren kann. Die Ma-
schine wurde daher sowohl als etwas imaginiert, das fiir hochste tech-
nische Perfektion steht — weil sie sich am Menschen als dem >MafS der
Maschine« orientiert —, das aber gerade deshalb auch potentielle Tau-
schung sein kann: Was ein Mensch zu sein scheint, ist eigentlich (nur)
eine Maschine. So erzahlt der erste Erzdhler Homer bereits von robo-
terahnlichen androiden, genauer gynoiden Statuen, die der antike Tech-
niker Hephaistos hergestellt hat. Diese konnen sich nicht nur ganz von
selbst bewegen, was im Griechischen »automatoi« heifit, sondern sind
zudem in der Lage, zu sprechen und Arbeiten zu verrichten.*> Polybios
wiederum berichtet von der kiinstlichen Frau Agepa, die so tauschend
echt aussah, dass die sich ihr nahernden Manner erst zu spit erkannten,
dass es sich nicht um eine Frau aus Fleisch und Blut, sondern um ein
uibles Folterwerkzeug handelte.™ Es ist bemerkenswert, dass >das Ande-
re«, das an der Maschine fasziniert oder irritiert, seit Beginn des Nach-
denkens uber die Maschine oftmals mit Stereotypen von Weiblichkeit
verschrankt zu sein scheint. Das Fremde der Maschine wird durch Femi-
nisierung vertraut gemacht — und bleibt moglicherweise gerade deshalb
fremd. Es scheint fast so, als sei das Andere-als-Mannliche gleicherma-
Ben von der Maschine und >der Frau« verkorpert — so dass sich eine auf-
fallende Uberlagerung von Maschinenfiktionen und Geschlechterrollen-
vorstellungen bereits in den allerersten literarischen Dokumenten findet.

Die Faszination an Android:innen hat seither nicht abgenommen, wie
nicht nur die Science Fiction beweist, denn Automatenvisionen und Ma-
schinenimaginationen durchziehen die Kulturgeschichte in verschiede-
nen Formen."s Eine der bertihmtesten Maschinenfrauen ist Olimpia aus
E.T.A. Hoffmanns Erzihlung Der Sandmann. Hoffmann setzt ebenfalls
bei der Erfahrung von der Ahnlichkeit und Andersheit in der (mannli-
chen) Interaktion mit Olimpia an und spielt literarisch mit der Vertraut-
heit und Fremdheit, die in der Mensch-Roboter-Begegnung heute hiufig
als das uncanny valley bezeichnet wird. Auch Olimpia ist Menschen ir-
gendwie dhnlich, irgendwie auf eine unheimliche Weise aber auch nicht.
Hoffmann beschreibt seine maschinelle Protagonistin in einer Szene wie
folgt: »Olimpia erschien sehr reich und geschmackvoll gekleidet. Man
mufSte ihr schongeformtes Gesicht, ihren Wuchs bewundern. Der etwas

13 Homer: Odyssee. In der Ubertragung von Johann Heinrich Vof. Frankfurt
am Main 1990, Gesang 18, V. 373-377.

14 Siehe Klaus Volker (Hg.): Kiinstliche Menschen. Dichtungen und Doku-
mente iiber Golems, Homunculi, Androiden und liebende Statuen. Miin-
chen 1976, S. 63.

15 Siehe Kite Meyer-Drawe: » Androiden«. In: Carlos K6lbl und Anna Sieben
(Hg.): Stichworter zur Kulturpsychologie. Jiirgen Straub zum 60. Geburts-
tag. Gieflen 2018, S. 15—20.
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seltsam eingebogene Riicken, die wespenartige Durre des Leibes schien
von zu starkem Einschniiren bewirkt zu sein. In Schritt und Stellung hat-
te sie etwas Abgemessenes und Steifes, das manchem unangenehm auf-
fiel; man schrieb es dem Zwange zu, den ihr die Gesellschaft auferlegte.
Das Konzert begann. Olimpia spielte den Fliigel mit grofSer Fertigkeit
und trug ebenso eine Bravour-Arie mit heller beinahe schneidender Glas-
glockenstimme vor.«*¢ Hoffman flicht in seine Beschreibung der Olimpia
die Irritationen ein, die diese in den Augen der Betrachter:innen auslost,
ohne dass von jenen erkannt wurde, dass es sich bei ihr nicht um ein le-
bendiges Wesen, sondern um eine Automatenfrau handelt. Auf der einen
Seite entspricht ihr Auftritt der gesellschaftlichen Konvention und dem
Frauenbild der Zeit, auf der anderen Seite hinterlisst sie aber den Ein-
druck des Fremdartigen, Unvertrauten, des unbestimmt von der Norm
abweichenden. Hoffmann wahlt dafiir ein Vokabular, das das Mechani-
sche insinuiert (»seltsam eingebogen«, »etwas Abgemessenes und Stei-
fes«, »beinahe schneidende Glasglockenstimme«), auch wenn sie von
der Festgesellschaft nicht als etwas Mechanisches, sondern nur als etwas
leicht Irritierendes, nicht recht Einzuordnendes bemerkt wurde, das, wie
er schreibt, »manchem unangenehm auffiel«.

Bekanntlich wird das Geheimnis der Olimpia am Ende doch noch ge-
luftet: Ein junger Mann namens Nathanael verliebt sich in die bezau-
bernde Maschinenfrau, obwohl sie in den intimen Zwiegesprichen ledig-
lich »ach!« sagen kann,"” was dem romantischen Schwiarmer aber nicht
weiter auffallt. Doch schliefSlich muss Nathanael mit Schrecken feststel-
len: »Olimpias toderbleichtes Wachsgesicht hatte keine Augen, statt ihrer
schwarzen Hohlen; sie war eine leblose Puppe.«*® Die Romantik hat das
>Andere der Vernunft« in vielfacher Weise zum Thema gemacht, sei es in
Bezug auf das Triebhafte, Unterbewusste, Weibliche oder Wahnsinnige.™
Hoffmann verbindet die Themen des Wahnsinns und der als bedroh-
lich erfahrenen Weiblichkeit mit dem Maschinendiskurs der Neuzeit und
wendet damit gewissermafSen die cartesianische Automatenbegeisterung
in ihr Gegenteil. Die sich als blofSe Apparatur entpuppende geliebte Frau
wird zur Horrorvorstellung. Die Maschine steht nicht mehr fir wissen-
schaftlich-technischen Triumph und Ingenieurskompetenz, sondern fur
eine elementare ontologische Verunsicherung.

Fur das Verstindnis des Maschinendiskurses ist die Figur der Olimpia
interessant, weil die Konstruktion von Automaten mit den mechanisti-

16 E.T.A. Hoffmann: Der Sandmann. Stuttgart 1991, S. 29.

17 Ebd.,S. 31.

18 Ebd.,S. 36.

19 Siehe zur Gedankenfigur des >Anderen der Vernunft« Hartmut Bohme und
Gernot Bohme: Das Andere der Vernunft. Zur Entwicklung von Rationali-
tatsstrukturen am Beispiel Kants. Frankfurt am Main 1983.
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schen Erklarungsmodellen der Natur zusammenhangen. Die Automa-
ten zeigen, dass wir die Natur nachbauen konnen, gerade weil wir ihren
Geheimnissen mechanistisch auf die Schliche gekommen sind. Bekannt-
lich ist es Julien Offray de LaMettrie, der mit seinem Buch L’homme ma-
chine den mechanistischen Diskurs der Neuzeit auf die Spitze treibt.>
Wihrend seine Mensch-Maschine-Gleichsetzung einen provokanten,
aber letztlich >klassisch« aufkldrerischen Erklarungsrahmen bietet, in
dem wir Menschen uns unserer mechanistisch vollstandig erklarbaren
>Natur« selbst versichern sollen, fiihrt Hoffmann mit Olimpia das Hor-
ride vor, das die mechanistische Reduktion des Lebendigen auf seine Au-
tomatenhaftigkeit auslosen kann. Das maschinell Andere wird zum un-
heimlichen Doppelginger unserer selbst.

3. Die Maschinen als das >Andere-als-Menschliche«

Das Horride ist aber nur ein Extremfall maschineller Alteritatserfahrung.
Oftmals wird die Maschine als etwas wahrgenommen, was uns an die
smechanischen« Vorgdnge in unserem Organismus erinnert, ohne dass
wir unsere menschliche Existenz darauf notwendigerweise reduzieren
miissten. Diesbeziiglich sind bei Arnold Gehlen einige Uberlegungen zu
finden, die das Mensch-Maschine-Verhaltnis mit dem Begriff des »Ande-
ren« zu erfassen suchen, wiewohl sich sein Begriff des Anderen von den
phianomenologischen Alterititskonzepten unterscheidet (auf die unten
nédher eingegangen wird). Nichtsdestotrotz kann das von ihm beschrie-
bene Alteritdtsphanomen als eine der phanomenologischen Beschreibun-
gen vorgelagerte Erfahrung verstanden werden, da in Gehlens Ansatz
»das Andere« gewissermafSen >dem Anderen«< vorausgeht.

Gehlen setzt dabei an, dass wir Menschen uns vor allem in dem er-
kennen konnen, was anders als wir selbst ist und uns gerade deshalb zur
Selbstbefragung herausfordert: »Bedrangt von der Ratselhaftigkeit sei-
nes Daseins und seines eigenen Wesens ist der Mensch schlechthin da-
rauf angewiesen, seine Selbstdeutung tiber ein Nicht-Ich heranzuholen,
iiber ein Anderes-als-Menschliches. Sein SelbstbewufStsein ist indirekt,
seine Bemuhung um eine Eigenformel verlauft immer so, daf er sich mit
einem Nichtmenschlichen gleichsetzt und in dieser Gleichsetzung wie-
der unterscheidet. «** Dieses >Anderes-als-Menschliche<, das sich traditi-
onell in den verschiedenen >anthropologischen Differenzen« zeigen kann,
umfasst nicht nur Pflanzen und Tiere (wie sie bekanntlich in den Anthro-
pologien von Max Scheler und Helmuth Plessner ausgearbeitet wurden),

20 Julien Offray de LaMettrie: Der Mensch eine Maschine. Stuttgart 2001.
21 Arnold Gehlen: Die Seele im technischen Zeitalter. Sozialpsychologische
Probleme der industriellen Gesellschaft. Hamburg 1957, S. 16.
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sondern eben auch die Maschinen. Die Auseinandersetzung mit der Ma-
schine kann damit Antwort(en) auf die anthropologische Grundfrage
»Was ist der Mensch?« bieten.**

Der Maschine haftet damit eine Ambivalenz an: Sie ist bei Gehlen nicht
nur jenes Andere-als-Menschliche, sondern wir erkennen uns in den Ma-
schinen auch selbst wieder. Die Maschinen bleiben >Kippapparaturens,
wenn man so will. Als das Andere-als-Menschliche zeigen sie uns gerade
auch zutiefst Menschliches — und zwar Menschliches, das wir oft zu tiber-
sehen neigen, namlich z.B. die unbewussten physischen Prozesse. So notiert
Gehlen - in einer Zeit, in der die Kybernetik als eine neue Leitwissenschaft
in Anschlag gebracht wird —: »Nun ist aber der Mensch in der Tat in ganz
zentralen Bereichen seiner Natur Automatismus, er ist Herzschlag und At-
mung, er lebt geradezu in und von sinnvoll funktionierenden, rhythmi-
schen Automatismen, wie sie in der Bewegung des Gehens, vor allem aber
in den eigentlichen Hantierungen und Arbeitsgiangen der Hand vorliegen,
in dem >Handlungskreis¢, der tiber Sache, Hand und Auge zur Sache zu-
rucklaufend sich erschliefSt und dauernd wiederholt.«*3 Gehlen betrachtet
die Maschine also als etwas gleichzeitig Menschliches und Nicht-Menschli-
ches. Gerade dieses Changieren zwischen Identitiat und Differenz macht die
Maschine zu einem anthropologischen Resonanzphianomen. Die Maschi-
nen bringen also nicht blofs Entfremdungserfahrungen hervor, sondern bil-
den auch einen Resonanzraum, in dem wir uns selbst begegnen und Welt-
verhiltnisse aufbauen konnen.** Die Erfahrung des >maschinell Anderenc
steht in einer ganz elementaren >Resonanzbeziehung< zu uns Menschen.?s

Diese wenigen Stichworte mogen verdeutlichen, dass das Mensch-Ma-
schine-Verhiltnis von jeher kniffliger ist, als wir es tiblicherweise den-
ken. Daher ist es kein Wunder, dass dies auch auf die Entwicklungen der
Kinstlichen Intelligenz abgefarbt hat. Das bertihmte Dartmouth Sum-
mer Research Project on Artificial Intelligence von 1956 ging davon
aus »that every aspect of learning or any other feature of intelligence
can in principle be so precisely described that a machine can be made
to simulate it.«*¢ In dem Antrag zu diesem Research Project findet sich

22 Dies ist die anthropologische Grundfrage in ihrer klassischen Formulierung.
Es gibt aber gute Griinde die Frage anders zu stellen, um problematische Es-
sentialisierungen zu vermeiden, wie etwa: >Wer sind wir Menschen?«.

23 Arnold Gehlen: Die Seele im technischen Zeitalter. Sozialpsychologische
Probleme der industriellen Gesellschaft. Hamburg 1957, S. 16.

24 Siehe Oliver Miiller: Selbst, Welt und Technik. Eine anthropologische, geis-
tesgeschichtliche und ethische Untersuchung. Berlin, New York 2014.

25 Siehe zum Resonanzbegriff Hartmut Rosa: Resonanz. Eine Soziologie der
Weltbeziehung. Berlin 2016.

26 John McCarthy et al.: »A Proposal for the Dartmouth Summer Research
Project on Artificial Intelligence« (August 31, 1955). Zitiert nach Al Maga-
zine 27(4) (2006): 12—14, hier S. 12.

32

05:20:43. A - o r—


https://doi.org/10.5771/9783748934493
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

MASCHINELLE ALTERITAT

die programmatische Hypothese formuliert, dass die Maschine eigent-
lich nur eine andere Verkorperungsform als der menschliche Organismus
darstellt, auf die aber letztlich alle Formen menschlicher Intelligenz tiber-
tragen werden konnen. Das Ziel dieses Projekts ist der Entwurf einer
Maschine, die die Formen von Intelligenz auszuiiben vermag, die bislang
Menschen vorbehalten waren (»now reserved for humans«).>” Abermals
wird eine Maschine projektiert, die menschihnlich werden soll — und die
idealerweise sogar so menschenidhnlich wird, dass sie nicht mehr von ei-
nem Menschen unterschieden werden kann.

4. Imitation Games: Alteritit in der frithen Entwicklung
von Kinstlicher Intelligenz

Wenn wir bei LaMettrie die Formel >der Mensch als eine Maschine« fin-
den, so konnen wir in dem Antragstext der frithen Pioniere der Kiinst-
lichen Intelligenz die Parole >die Maschine als ein Mensch« extrahieren.
Mechanisierung des Menschen und Vermenschlichung der Maschine ge-
hen also Hand in Hand. Und so ist es vielleicht kein Wunder, dass Alte-
ritat bei den allerersten Vorstoflen in Richtung kunstlicher Intelligenz,
die bekanntlich Alan Turing in Angriff genommen hatte, eine zentrale
Rolle spielt. Der spiter so gennannte Turing-Test ist inspiriert von einem
damals beliebten Party-Spiel, das >imitation game« heifst. Die Partygis-
te mussten erraten, ob es sich bei der Person, die ihnen, ohne sichtbar
zu sein, mittels schriftlicher Notate auf Fragen antwortet, um eine Frau
oder einen Mann handelt. Turing entwirft in seiner Variante ein Setting,
in dem zu entschliisseln ist, ob die Antworten von einem Menschen oder
von einer Maschine gegeben werden.*® Im Blick auf die erwahnten An-
droidinnen ist es, nebenbei gesagt, recht bemerkenswert, dass im Setting
des Turing-Tests die Frau gewissermaflen durch die intelligente Maschi-
ne ersetzt wurde. Das ritselhaft Andere ist nunmehr die Maschine und
nicht mehr das andere Geschlecht.

In der Entwicklung von Kiinstlicher Intelligenz, so konnen wir sagen,
ging es von Beginn an um alteritdtstheoretische Fragen. Ziel ist es nam-
lich nicht einfach, schnelle und effiziente Rechner zu bauen. Sondern be-
reits in den allerersten Anfingen werden Forschungsvorhaben entwickelt,
die bei der Frage ansetzen, ob das uns begegnende Andere ein Mensch
oder eine Maschine ist. Das liegt natirlich trivialerweise daran, dass
die menschliche Intelligenz zum Vorbild fur die maschinelle Intelligenz

27 Ebd.
28 Alan Turing: » Computing machinery and intelligence«. Mind, 49 (1950):

433—460.
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genommen wird. Aber es bleibt trotzdem auffillig, dass sich die Ent-
wicklung der Kiinstlichen Intelligenz in einer Imaginationstradition be-
wegt, die wir bei Homer und E.T.A Hoffmann bereits kennengelernt hat-
ten. Der Reiz der kiinstlich-intelligenten Maschine liegt darin, tiuschend
echt menschlich zu sein. Und die Konstruktion einer solchen Maschine
kann nur gelingen, wenn diese zu einem »>Gegentiber< wird, das mehr ist
als ein blofSes technisches Werkzeug, das vielmehr eine Erfahrung von
»Andersheit« auslosen soll, das auf einen Menschen verweist. Dass auch
hier die Maschinen weibliche Zuige tragen konnen, zeigt das von Joseph
Weizenbaum geschriebene Programm, mit dem er 1966 den Turing-Test
weiterentwickelte, welches in seinem Setting eine Psychotherapeutin si-
mulieren sollte. Dieses Programm hief§ ELIZA,> nach Eliza Doolittle aus
dem (den antiken Mythos aktualisierenden) Theaterstiick Pygmalion von
George Bernhard Shaw — ein gewissermafSen klassisches Produkt mannli-
chen Verfugungswillens in der Anwendung von Wissenschaft.

So technikkritisch Weizenbaum dies letztlich auch gedacht haben mag,
es bleibt bemerkenswert, dass auch hier wieder eine Maschinenfrau er-
dacht wurde, die die mannliche Intelligenz zu tauschen versteht. Die
Unruhe uber die wahre Identitit des Gegenubers, die der Turing-Test
verkorpert, wurde auch von Philip K. Dick aufgegriffen, der in seinem
Roman Do Androids Dream of Electric Sheep? (der bekanntlich die Vor-
lage fiir die Blade Runner-Filme von Ridley Scott darstellt) einer Maschi-
ne einen Auftritt gewahrt, die zur Orientierung in einer Welt elementarer
ontologischer Verunsicherung eingesetzt werden soll.3° Denn der Roman
spielt in einer Welt, in der zwischen dem Natirlichen und Kinstlichen
nicht mehr unterschieden werden kann. Die Voight-Kampff-Maschine
ist eine Empathie-Test-Apparatur, mit der eruiert werden soll, ob es sich
beim Gegentiber um einen Menschen oder eine/n Replikant:in handelt.
Die Voight-Kampff-Maschine misst im Narrativ des Romas das Mensch-
lichste an uns Menschen, die Empathiefihigkeit. Allerdings bedarf es in
einer Art contradictio in adjecto eben gerade einer Maschine, die dieses
Menschlichste exakt und verlédsslich zu messen in der Lage ist. Auch in
dem Film Ex machina wird die Idee des Turing-Tests aufgegriffen, und
zwar in den Interaktionen zweier Programmierer mit der Androidin Ava,
die einmal mehr die Erfahrung des Vertraut-Unvertrauten, das die intel-
ligente Maschine verkorpert, feminisiert — und gerade dadurch zum un-
kontrollierbar Anderen macht. Denn der Film endet damit, dass sich Ava
der médnnlichen Verfiigungsmacht zu entziehen weif3.

29 Joseph Weizenbaum: »ELIZA-A Computer Program For the Study of Na-
tural Language Communication Between Man and Machine«. Communi-
cations of the ACM 9 (1966): 36-35.

30 Philip K. Dick: Do Androids Dream of Electric Sheep? Weidenfeld & Ni-
colson, London 2012.
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5. In Maschinengeschichten verstrickt

Der Verweis auf die Erzihlungen von E.T.A. Hoffmann und Philip K.
Dick erfolgte nicht ohne Grund. Denn wir erfahren >das Andere« oftmals
gerade uber Narrative. Nicht nur in Ricceurs Philosophie der Alteritit
spielt die >narrative Identitit« eine zentrale Rolle, weil sie die Brichigkeit,
die Widerspriiche und Dissonanzen einer Person als >Lebensgeschichte
in Lebensgeschichten« verstehbar machen kann, sondern auch in Wil-
helm Schapps Buch mit dem schonen Titel In Geschichten verstrickt.’*
In den Geschichten, mit denen wir unsere Identitit erzihlerisch formen,
sind wir immer schon mit Tieren, Dingen und anderen Menschen ver-
strickt, einer lebensweltlichen Verstrickung, der wir gar nicht entkom-
men konnen: »Die Geschichte jedenfalls 1afst sich nicht als Gegenstand
untersuchen, weil etwas Geschichte nur insoweit ist, als ich in die Ge-
schichte verstrickt bin. Dies Verstricktsein 1afst sich nicht so aus der Ge-
schichte 16sen, daf$ auf der einen Seite die Geschichte tbrigbliebe und
auf der anderen Seite mein Verstricktsein oder so, dafd die Geschichte
uberhaupt noch etwas wire ohne den Verstrickten, oder der Verstrickte
noch irgendetwas wire ohne die Geschichte.«3* Das heifst, dass wir un-
ser Selbstsein in besonderer Weise beschreiben und verstehen konnen,
wenn wir uns die Geschichten, in die wir unentrinnbar verwickelt sind,
niher anschauen und zu deuten beginnen.

Naturgemifs sind zunichst die Mitmenschen privilegiert, was die nar-
rativen Verstrickungen angeht. Aber der ganze erste Teil von Schapps
Buch widmet sich dem » Wozuding in der AufSenwelt und seine[r] Wahr-
nehmung«33 und ist eine Fortfithrung von Heideggers Analysen des >Vor-
handenenc« in Sein und Zeit.>* Auch bei Schapp geht es meistens um ein-
fache handwerkliche Techniken und Werkzeuge, aber immerhin kommt
das Automobil vor, das am ehesten zu den Maschinen zihlen kann, die
uns hier interessieren.?s Da Schapp andere Fragen adressiert, hat er den
gemeinsamen Geschichten von Menschen und Maschinen leider kaum
Aufmerksamkeit geschenkt. Aber man darf aus seinem Ansatz durch-
aus folgern, dass Menschen und Maschinen ebenso in Geschichten ver-
strickt sein konnen wie Menschen und Menschen oder Menschen und
Tiere. Auch Plessner hat die unauflosbare Verstrickung von Menschen
und Maschinen unterstrichen. Bei ihm spielt die narrative Verstrickung

31 Wilhelm Schapp: In Geschichten verstrickt. Zum Sein von Mensch und
Ding. Frankfurt am Main 1985.

32 Ebd.,S. 85f.

33 Ebd.,S. 11-82.

34 Martin Heidegger: Sein und Zeit. Niemeyer: Tibingen 1993, S. 66ff.

35 Wilhelm Schapp: In Geschichten verstrickt. Zum Sein von Mensch und
Ding. Frankfurt am Main 1983, S. 56ff.
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keine zentrale Rolle, trotzdem bringt er eine elementare Dynamik poin-
tiert zum Ausdruck, die die Geschichten von Menschen und Maschinen
generiert: »Von den Maschinen fortlaufen und auf den Acker zuriickkeh-
ren, ist unmoglich. Sie geben uns nicht frei und wir geben sie nicht frei.
Mit ritselhafter Gewalt sind sie in uns, wir in ihnen. «3¢

Es ist unsere narrative Identitit, die uns mit unseren Maschinen ver-
bindet, mit denen wir gemeinsame Geschichten erleben. Und in diesen
Geschichten begegnen wir Maschinen, denen wir vertrauen; Maschinen,
die widerborstig sind; Maschinen, die wir verfluchen; Maschinen, die wir
bewundern; Maschinen, die uns triumen lassen; Maschinen, die uns in
tragische Situationen bringen konnen.’” Wenn das Selbst nach Ricceurs
Formel >ein Anderer« ist, dann kénnen wir uns nun erlauben, seine For-
mel zu erweitern und konstatieren: das Selbst ist (auch) >ein Anderes«.
Denn wir betrachten uns nicht nur im Spiegel unserer Maschinen, wie
die Phanomenologin Kite Meyer-Drawe umfinglich gezeigt hat,’® son-
dern wir >sind<im emphatischen Sinne >wir selbst« durch die Maschinen,
mit denen wir in gemeinsame Geschichten verwickelt sind und uiber die
wir unsere (ipse-)Identitit ausbilden. In Das Selbst als ein Anderer er-
wahnt Ricceur tbrigens technologische Fiktionen ganz explizit.> Er be-
trachtet technische Traume und Fiktionen allerdings sehr sorgenvoll in
einem recht engen Blickwinkel, weil er sich in diesem Kontext mit den
puzzling cases der analytischen Philosophie auseinandersetzt, in denen
es vor allem um Gehirntransplantationen bei Fragen personaler Identi-
tat geht. Durch diese Verengung der Perspektive in Bezug auf die tech-
nischen Fiktionen verspielt Ricceur einiges narratives Potential, das wir
zur Erschlieffung von maschinellen Alterititserfahrungen fruchtbar ma-
chen konnen.

Denn es lohnt sich, die Maschinengeschichten alteritdtstheoretisch
ernst zu nehmen. Um dies erneut mit einigen Verweisen auf Filme zu ver-
deutlichen: Wir konnen beispielsweise die so innige wie dystopische Be-
ziehung der sehr schlauen und durchtriebenen und auf ihre Weise bemit-
leidenswerten kiunstlichen Intelligenz HAL 9ooo mit dem Astronauten
Dave Bowman verfolgen, die Stanley Kubrick in Odyssee im Weltraum
erzahlt. Oder wir konnen in der Miniserie Maniac einen intelligenten

36 Helmuth Plessner: Die Utopie in der Maschine. In: Ders.: Gesammelte
Schriften. Bd. 10, hg. v. Giinter Dux, Odo Marquard und Elisabeth Stroker.
Suhrkamp: Frankfurt am Main 1985, S. 34.

37 Vielleicht spielen sich derzeit die wirklich tragischen Tragodien in unserer
modernen technischen Zivilisation in erster Linie zwischen Menschen und
Maschinen ab, etwa, wenn wir lernen, die Bombe oder andere Technologi-
en zu lieben...

38 Siehe Kite Meyer-Drawe: Menschen im Spiegel ihrer Maschinen. Miinchen
1996.

39 Paul Ricceur: Das Selbst als ein Anderer. Miinchen 1996, S. 184.
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Supercomputer kennenlernen, der beginnt, Emotionen zu entwickeln
und Beziehungen zu den Menschen in seinem Umfeld aufzubauen. Im
Film Her begleiten wir wiederum einen melancholischen Mann, der sich
in die weibliche Stimme seines Computers verliebt, der im Kontakt zu
den einfiihlsam programmierten Algorithmen die Briichigkeit seiner
Identitat erfihrt und schliefflich wieder zu sich selbst (zurtick) findet.
Die Tech-Industrie hat die identititsstiftende Bedeutung der klugen Ma-
schinen langst erkannt. In einer aktuellen Werbung, in der kurze Sze-
nen verschiedener seinzigartiger< Lebensmodelle gezeigt werden, wird
ein neues Smartphone folgendermafSen angepriesen: » We all are unique.
And now there’s a phone that adapts to you. A phone like you.«# Das
Versprechen, dass die Maschinen sich so anpassen, dass sie swie wir« wer-
den, verdeckt die Kehrseite, dass wir uns selbst wiederum an die Maschi-
nen anpassen mussen. Die Maschinen konnen nur wie wir werden, wenn
wir werden wie unsere Maschinen.

Das Interessante an derartigen Filmen ist nicht (bzw. nicht nur), dass
sie uns anregen konnen, tiber nihere und fernere Technikzukiinfte nach-
zudenken, sondern dass sie Geschichten dartber erzihlen, wie tief und
unaufloslich wir mit unseren Maschinen bereits in gemeinsame Ge-
schichten verstrickt sind — und wie wir uns in den Begegnungen mit den
Maschinen als >Selbste< erfahren konnen. Einer der Grinde hierfur ist
darin zu sehen, dass wir auf Maschinen nicht nur reagieren, sondern auf
sie auch antworten konnen.

6. Maschinen antworten

Das Antwortenkonnen, die Responsivitat, ist ein zentrales Moment in
Alterititstheorien, das insbesondere Bernhard Waldenfels im Anschluss
an Kurt Goldstein umfinglich untersucht hat.#* Die Bedingung der Mog-
lichkeit des Selbstseins wird von ihm in der Verschrankung von »Pa-
thos« und »Response« erfasst, also grundlegend alteritatstheoretisch ge-
dacht.+> Wir Selbste erfahren, erleiden, erleben etwas durch andere und
anderes und antworten dann auf dieses Erleiden. Das Antwortenkon-
nen ist hochst vielschichtig und umfasst mindestens leibliche, sprach-
liche, soziale, kulturelle und politische Dimensionen. Anthropologisch

40 Siehe https://www.youtube.com/watch?v=VxERxFXPw3M (letzter Zugriff
20.1.22).

41 Siehe vor allem Bernhard Waldenfels: Antwortregister. Frankfurt am Main
1994.

42 Siehe etwa Bernhard Waldenfels: Erfabrung, die zur Sprache dringt. Studi-
en zur Psychoanalyse und Psychotherapie aus phinomenologischer Sicht.
Berlin 2019, S. 254ff.
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hat der ebenfalls an Goldstein anschlieffende Ernst Cassirer diesen Zu-
sammenhang in seinem Essay on Man mit folgender Formel erfasst:
From animal Reactions to Human Responses.#> Das Antwortenkonnen
ist damit eine menschliche Fahigkeit, die die Reiz-Reaktions-Mechanis-
men durchbricht. Das Antworten erfolgt verzogert und andert das ant-
wortende Selbst und >den anderen< oder >das andere« (welches bei Wal-
denfels auch als das Fremde firmiert) im Prozess des Antwortens. Dies ist
als eine Dynamik zu verstehen, in der wir uns im sinngebenden Antwor-
ten auf ein unvorhergesehenes Angesprochenwerden sowohl uns selbst
als auch >dem anderenc« in einer Weise begegnen, dass wir weder das Ei-
gene zum MafSstab fiir die Erfahrung und Beurteilung des anderen ma-
chen, noch dass wir uns den oder das andere unzuganglich machen, in-
dem wir es als etwas ginzlich Fremdes aus unserem Erfahrungshorizont
ausschlieffen. Uber das Zusammenspiel von Pathos und Response wird
der andere in vielschichtiger Weise als >der andere« erfahren — mit der
Konsequenz, dass wir im Antworten auch unser Selbstsein immer wie-
der neu entdecken.

Vor diesem Hintergrund stellt sich nun die Frage, ob und wie wir
auch auf Maschinen und insbesondere kuinstlich-intelligente Maschinen
in diesem gehaltvollen Sinne antworten konnen. Nach der oben genann-
ten Fassung des Antwortenkonnens in der Verschrankung von Pathos
und Response konnen wir durchaus nicht nur Menschen, sondern auch
Maschinen antworten. Nehmen wir zum Beispiel die von klugen Algo-
rithmen empfohlenen Biicher oder Filme: In den seltensten Fillen reagie-
ren wir einfach reflexhaft und erwerben die empfohlenen Produkte so-
fort — wie es sich vielleicht mancher Digitalkonzern erhofft —, sondern
wir antworten auf diese Empfehlungen, indem wir uns beispielsweise
uber diese Produktempfehlungszumutungen drgern oder indem wir die
Vorschldage doch, ein wenig neugierig geworden, mit unseren Interessen
abgleichen. Das heifSt, wir antworten auf diese Algorithmen, weil wir
diese vor dem Hintergrund unserer Sinnhorizonte wahrnehmen und be-
werten — was nicht ausschlieflen muss, dass wir auf diese Empfehlungs-
ubergriffigkeit auch recht barsch antworten konnen, indem wir die Vor-
schlage der Streaming-Dienste in den Wind schlagen.

In dhnlicher Weise begegnen wir auch Robotern verschiedener Cou-
leur. Einen Pflege- oder Service-Roboter, mit dem wir interagieren, neh-
men wir vor dem Hintergrund unserer sozialen Erfahrung und unseren
sozialen Erwartungen wahr. Wir reagieren auch hier nicht nur, sondern
wir antworten ebenfalls im oben genannten Sinne, wenn wir beispielwei-
se die derzeitige Unbeholfenheit des Roboters belicheln, wenn wir die

43 Ernst Cassirer: An Essay on Man. An Introduction to a Philosophy of Hu-
man Culture. In: Ders.: Gesammelte Werke. Bd. 23, hg. v. Birgit Recki, Mei-
ner: Hamburg 2006, S. 32ff.
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Interaktion als >Begegnungsspiel< mitspielen oder wenn wir in Gedan-
ken vielleicht bereits eine Geschichte skizzieren, die wir den Freund:in-
nen iiber diese seltsame Begegnung erzihlen kénnen. Auch wenn der
Roboter vielleicht nicht zu einem >Freund« wird, der uns zum Biicher-
und Juwelendiebstahl animiert wie in dem Film Robot ¢& Frank, kann
die pathische Erfahrung durch die Maschine zur Ausbildung eines viel-
schichtigen Antwortgeschehens fiihren.

Vermutlich wird es dabei bleiben, dass das Antwortgeschehen in der
Interaktion mit einer Maschine ein anderes ist als das mit einem ande-
ren Menschen. Eine sehr komplexe kiinstlich-intelligente Maschine kann
menschenihnliches Antworten aber vielleicht in einer Weise simulieren,
dass wir mitunter gar nicht sagen konnen, wie sich die maschinelle Ant-
wort von der moglichen menschlichen Antwort unterscheidet. Nichts-
destotrotz durften wir angesichts der Briichigkeit, Vieldeutigkeit und
Unberechenbarkeit menschlichen Antwortenkonnens wohl immer nur
zeitweise vergessen, dass es sich bei unserem Gegentiber um eine kiinst-
lich-intelligente Maschine handelt, die sich so verhilt, weil Programmie-
rer:innen wollten, dass sie sich menschenihnlich verhilt. Doch dies dn-
dert nichts daran, dass wir diese Maschinen nicht nur als ein niitzliches
Werkzeug betrachten und entsprechend verwenden, sondern dass wir ein
alteritdtstheoretisches Surplus vorliegen haben, das sich phinomenolo-
gisch und anthropologisch aus der Struktur des menschlichen Antworten-
konnens in der Verschrankung von Pathos und Response erklaren lasst.

Ein interessanter Grenzfall in diesem Kontext ist das Phianomen des
Vertrauens. Vermutlich stimmt die Beschreibung, dass wir aufgrund der
sozialen Situationen, die in Mensch-Maschine-Interaktionen entstehen,
auch Formen von Vertrauen in die Maschine ausbilden, die tiber die blo-
Se Verlisslichkeit, die wir von technischen Geriten erhoffen und erwar-
ten konnen, hinausgehen.* Bemerkenswert ist hier, dass die vertrauens-
volle Sozialitit der Mensch-Maschine-Begegnung zu den Phanomenen
von overtrust oder automation bias fihren kann, wie man dies in der
Debatte nennt.+ Das heifSt, pointiert gesagt, dass wir der Maschine in
ihrer vermeintlichen Perfektion in einer Weise vertrauen, die eigentlich
nicht angebracht ist. Overtrust und automation bias aktualisieren in ge-
wisser Weise die »Antiquiertheit< des Menschen angesichts der Perfekti-
on der Maschinen, wie sie Guinther Anders beschrieben hat.+¢ Wir unter-

44 Siehe hierzu noch einmal Mark Coeckelbergh: »Can we trust robots?« In:
Ethics Inf Technol (2012) 14:53-60.

45 Siehe Alan R. Wagner, Jason Borenstein, Ayanna Howard: » Overtrust in the
Robotic Age«. Communications of the ACM, 61(9) (2018): 22—24; Alex Le-
veringhaus: Ethics and Autonomous Weapons. Palgrave-Macmillan: Lon-
don 2016, 99.

46 Giinther Anders: Die Antiquiertheit des Menschen. Bd. 1: Uber die Seele im
Zeitalter der zweiten industriellen Revolution. Beck: Miinchen 1956.
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werfen uns mitunter recht bereitwillig unseren tadellos funktionierenden
Maschinen — mit dem Effekt, dass wir dann auf die Maschinen gar nicht
mehr antworten, sondern nur noch reagieren, uns gewissermafSen selbst
mechanisieren, weil wir die funktionelle >Norm« der Maschine interna-
lisiert haben. Eine Technikkritik konnte bei dem menschlichen Antwor-
tenkonnen ansetzen, um einen Ausweg aus der >Selbstversklavung« durch
einen blofS reflexhaft reagierenden Umgang mit den Maschinen zu finden
(um einen beliebten Topos zu bemiihen).+”

7. Der Anspruch der Maschine

In der Phinomenologie der Alteritit ist die Frage zentral, welcher (ethi-
sche) Anspruch von >dem anderen< ausgeht. Dies kann sich als eine Pha-
nomenologie des Fremden ausbuchstabieren, wie bei Waldenfels, oder
in einer radikalen Subjektkritik formuliert werden, wie wir es bekannt-
lich bei Lévinas vorliegen haben.#® Lévinas geht von einem Primat des
Anderen aus, der aller Subjektkonstitution vorausgeht und diese sogar
grundsatzlich in Frage stellt. Im Kern seiner Philosophie steht, kurz ge-
sagt, die Gedankenfigur, dass die » Bewegung des Selben zum Anderen«
in einer Weise erfolgt, in der sie »niemals zum Selben zuriickkehrt«.+ Im
Blick auf die Diskussion einer maschinellen Alteritat dirfte es philoso-
phisch keine kleine Herausforderung sein, den Anspruch des Anderen,
wie er von Lévinas formuliert wird, auch in der Maschine als >das Ande-
re<ausmachen zu konnen (dies konnte vielleicht der Grund sein, warum
Thde die vorsichtige Wendung der quasi-otherness wihlt).

Es stellt sich also die Frage, in welcher Weise wir von dem Anspruch
der Maschine als >das andere« sprechen konnen. Lévinas schreibt in Die
Spur des Anderen, dass die »heteronome Erfahrung« eine »Bewegung«
ermoglicht, »die nicht zu ihrem Ausgangspunkt zuriickkehrt«.5° Das
heifst, dass >der Andere« uns in dem Sinne >bestimmitc, dass er ein unvor-
hersehbares Antwortgeschehen in Gang setzt. Diese Art heteronomer
Erfahrung konnte sich auch auf die Interaktion mit Maschinen tiber-
tragen lassen: Dann wiirden wir uns in der Interaktion einer Maschi-
ne in einer Weise selbst erfahren, die weder auf der blofSen Festlegung
dessen, was die Maschine ist und leisten soll, noch auf unser sich an

47 Siehe etwa Georg Simmel: Philosophie des Geldes. In: Gesamtausgabe.
Bd. 6, hg. von David P. Frisby, Klaus Christian Kohnke, Frankfurt am Main
1989, 673.

48 Siehe Emmanuel Lévinas: Die Spur des Anderen. Untersuchungen zur Pha-
nomenologie und Sozialphilosophie. Freiburg 1983.

49 Ebd., 215.

so Ebd., 2r15.
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die Funktionsweise der Maschine anpassendes Verhalten zu reduzieren
ist. Durch den eigentiimlichen default mode des sozialen Gewebes und
unser Antwortenkonnen nehmen wir die Maschine (vielleicht nicht
nur, aber auch) als >etwas anderes< wahr, was nicht mit der blofSen An-
eignung durch unsere tiblichen epistemischen Kategorien zu erkliren
ist.

Bemerkenswert bleibt dabei, dass die Maschine etwas von Menschen
Hergestelltes ist, ihre Existenz also nur deshalb hat, weil wir die entspre-
chenden Kategorien zur Verfiigung haben, mit der die Maschine konstru-
iert, gebaut und genutzt wird. Das heifSt, wir interagieren mit einer Enti-
tat, die erst durch unser Verfugungswissen existiert und die wir doch in
der Begegnung als etwas Unverfugbares erfahren — weil das Antwortge-
schehen in der Pathos-und-Response-Verschrankung nicht vollig vorher-
sehbar verlauft und uns in unberechenbarer Weise verdandern kann. Dies
kann grundsitzlich auf alle Technologien zutreffen, aber in verstark-
tem MafSe konnen wir dies sicherlich im Blick auf kinstlich-intelligente
Systeme beobachten, weil wir es hier auch mit einem sich entziehenden
blackboxing zu tun haben (auf dieses epistemologisch interessante >Pro-
blem<in der Mensch-Maschine-Interaktion soll an dieser Stelle nur pau-
schal verwiesen werden).5*

Auch wenn die Begegnung mit anderen Menschen eine andere Quali-
tat hat, ist es erlaubt zu sagen, dass sich mit der Maschine die oben ge-
nannten heteronomen Erfahrungen verbinden konnen. Denn moglicher-
weise stellt uns die Maschine in dhnlicher Weise in Frage, wie es Lévinas
fiir die Begegnung mit dem Anderen beschreibt: »Die Beziehung zum An-
deren stellt mich in Frage, sie leert mich von mir selbst; sie leert mich un-
aufhorlich, indem sie mir so unaufhorlich neue Quellen entdeckt. «5* Eine
derartige radikal gedachte >Selbstentleerung« mag in Bezug auf die Be-
gegnung mit einer Maschine etwas hyperbolisch wirken, aber bestimm-
te Formen des Sich-selbst-in-Frage-stellens kann man auch in der Inter-
aktion mit Maschinen erfahren. Das kann von Zweifeln angesichts der
eigenen Kompetenzen im Umgang mit Maschinen bis hin zur Selbstbe-
fragung bei komplizierten Entscheidungssituationen reichen, die wir in
Teilen an die Maschinen delegieren mussen, etwa im klinischen Kontext
oder im Militarsektor.

st Philipp von Hilgers: »Urspriinge der Black Box«. In: Anna Ofak und Phi-
lipp von Hilgers (Hg.): Rekursionen. Von Faltungen des Wissens. Miinchen
2010, S. 135-153; Andreas Kaminski (2018): »Der Erfolg der Modellierung
und das Ende der Modelle. Epistemische Opazitit in der Computersimula-
tion«. In: Andreas Brenneis et al. (Hg.) (2018): Technik — Macht — Raum.
Das Topologische Manifest im Kontext interdisziplindrer Studien. Wiesba-
den: Springer VS, 317-333.

52 Lévinas: Die Spur des Anderen. Untersuchungen zur Phinomenologie und
Sozialphilosophie. Freiburg 1983, S. 221.
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Im Blick auf den Begriff des » Antlitzes«, der in Lévinas’ Theorie der
Alteritit eine zentrale Rolle einnimmt, diirften sich aber gewisse Zwei-
fel einstellen, ob und inwiefern dieser Begriff auf die Begegnung mit
einer Maschine zu tibertragen ist. Lévinas beschreibt das Antlitz >des
anderen< und den damit verbundenen Aufforderungscharakter in ein-
dringlichen Worten: das Antlitz sei durch seine »Nacktheit« und »Not«
charakterisiert und in dieser seiner Nacktheit ist es ein »instandiges Fle-
hen«.s3 Gleichzeitig »fordert« dieses Flehen aber auch: »So bedeutet die
Anwesenheit des Antlitzes eine nicht abzulehnende Anordnung, ein Ge-
bot, das die Verfugungsgewalt des BewufStseins einschrinkt. Das Be-
wufStsein wird durch das Antlitz in Frage gestellt [...]. Seine Gegenwart
ist eine Aufforderung zu Antwort.«5+ Angesichts des historischen Hin-
tergrunds, vor dem Lévinas seine Philosophie entwickelt hat, mag die
Ubertragung des Antlitz-Begriffes auf die Begegnung mit der Maschine
regelrecht frivol erscheinen. Denn auch wenn wir die Aufforderung zur
Antwort im oben genannten Sinne auch in der Interaktion mit Maschi-
nen wiederfinden konnen, diirften sich Nacktheit, Not und Flehen (oder
andere Begriffe in Lévinas’ Vokabular) kaum sinnvoll mit der Maschi-
ne verbinden lassen.

Doch trotz dieser Vorbehalte kann man Lévinas’ Alteritdtstheorie
fur das Verstindnis von Mensch-Maschine-Begegnungen fruchtbar ma-
chen, wie mir scheint. Gerade durch Lévinas’ ungewohnliche Termino-
logie konnen wir uns dem Niitzlichkeitsdenken und der technomorphen
Einpassung in die mechanisierte Welt (etwa als das unsere Denk- und
Handlungsformen pragenden »Ge-stell«)ss entziehen.s¢ Lévinas kann uns
daran erinnern, dass wir den Maschinen jenseits des funktionalen Zu-
sammenhangs, den wir mit ihnen bilden, begegnen (konnen) und dass
wir moglicherweise neue Vokabulare brauchen, um zu erfassen, wie
die Maschinen unser Selbstverhiltnis dandern. Lévinas’ Pointe war ja,
dass wir in der Bewegung zum anderen hin nicht wieder zu dem >selben
Selbst« zuriickkehren. Und so konnen wir auch im Antworten auf die
Maschine selbst andere werden.

Lévinas’ Terminologie aufgreifend und weiterentwickelnd, konnte
man die Maschine als das >Antlitzlose« beschreiben. Mit der Maschine
tritt uns etwas entgegen, das uns gerade in seiner Antlitzlosigkeit heraus-
fordert. Die Rede von Antlitz und Antlitzlosigkeit bietet sich vor allem in
Bezug auf die Interaktion mit kunstlich-intelligenten Robotersystemen

53 Ebd., 222.

54 Ebd., 223f.

55 Martin Heidegger: Die Frage nach der Technik.In: Ders.: Vortrige und Auf-
sdtze. Gesamtausgabe. Bd. 7, hg. v. Friedrich-Wilhelm v. Herrmann, Frank-
furt a.M. 2000, S. 5-36.

56 Siehe Christoph Hubig: Die Kunst des Méoglichen. Bd. 1: Grundlinien einer
dialektischen Philosophie der Technik. Transcript: Bielefeld 2008.
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an, die in ihren humanoiden Varianten ein an Menschen orientiertes
»Gesicht« bekommen, das aber in den eingeschrankten mimischen Funk-
tionen antlitzlos bleibt bzw. zwischen Antlitzanmutung und Anlitzent-
tauschung wechselt. »Antlitzanmutung« will ich hier behelfsmifSig, in Er-
mangelung eines besseren Begriffs fiir diese Phinomenlage, wahlen, um
anzuzeigen, dass sich diese Antlitzerfahrung grundlegend von Lévinas’
Antlitz-Konzept unterscheidet, wiewohl wir hier eben eine Erfahrung
maschineller Alteritdt vorliegen haben. Die Begegnung mit einem hu-
manoiden Roboter, der Affekte zeigen kann, wird daher eine besondere
Herausforderung bleiben. Denn wir diirften einerseits dazu tendieren,
smenschlich« zu reagieren, indem wir auf Mimik und Gestik des Robo-
ters antworten. Andererseits diirften uns die Anlitzlosigkeit der Maschi-
ne auch irritieren, vielleicht sogar zurtiickschrecken lassen. Da die Ma-
schine in der oben gewahlten paradoxen Formulierung als das verfiugt
Unverfugte bzw. das unverfiigt Verfiigte beschrieben werden kann, konn-
te sich mit der Maschine auch eine besondere Art von Zerbrechlich-
keit verbinden, die auf die menschlichen Nutzer zuriickspiegelt. Hannah
Arendt hatte das technische Herstellen in Vita activa bekanntlich mit ei-
ner besonderen Macht verkntipft, die darin besteht, dass wir das selbst
hergestellte jederzeit auch selbst wieder zerstoren konnen.s” Und die In-
teraktion mit einem Gegeniiber, das wir im Prinzip jederzeit zerstoren
konnten, macht die Maschine zu etwas Fragilem — das uns als Interagie-
rende in Frage stellen kann.

Im Fall von Sexrobotern diirfte dies in besonderem MafSe augenfillig
sein.s® Sexroboter sind gezielt nach unseren Vorstellungen gebaut und in-
sofern haben wir maximale Macht tiber sie. Gleichzeitig antworten wir
diesen obskuren Objekten unserer Begierde auch in einer nicht vorhersag-
baren Weise durch die oben genannte Antlitzanmutung. Damit entziehen
sie sich bis zu einem gewissen Grad unserer Verfiigbarkeit, auch wenn sie
zur Bediirfnisbefriedigung produziert wurden. In unserem Begehren ge-
ben wir dem Roboter eine stark sexualisierte Antlitzanmutung (wie ste-
reotyp diese auch immer sein mag) und haben gleichzeitig die Macht,
diesen jederzeit zur Antlitzlosigkeit zu degradieren. Der erotische Imagi-
nationsraum verbindet sich mit der Macht, den Sexroboter zu ersetzen
oder zu zerstoren, wenn dieser unsere Bedurfnisse nicht (mehr) befriedigt.
Das >Ebenbild<, das wir uns in dem Sexroboter schaffen, fufit auf einem
alterititstheoretischen Surplus, das wir bereits im Fall der Androidinnen
kennengelernt haben: wir begegnen hier ebenfalls haufig feminisierten

57 Hannah Arendt: Vita activa oder Vom tdtigen Leben. Piper: Miinchen 1981,
S. 165ff.

58 Siehe zum Uberblick iiber die Sexroboter-Debatte Catrin Misselhorn: Kiiznst-
liche Intelligenz und Empathie. Vom Leben mit Emotionserkennung, Sexro-
botern und Co. Stuttgart 2021, S. 110-134.
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Maschinen, die einen erotischen Imaginationsraum fur die Erfahrung >der
Anderenc< eroffnet. Da dies aber mit der Macht verbunden ist, »die Ande-
re« selbst herstellen (und damit prinzipiell jederzeit zerstoren) zu konnen,
kann die Antlitzanmutung verschwinden, und die im Sexroboter imagi-
nierte >sie« wird auf ihre Antlitzlosigkeit reduziert — was wiederum die
Nutzer von Sexrobotern in gewisser Weise selbst antlitzlos macht.

In dem Film Ich bin dein Mensch wird dies in der Begegnung zwischen
einer Frau und einem (miannlich gestalteten) Roboter durchgespielt: Die
Wahrnehmung des Roboters schwankt im Laufe der Geschichte zwi-
schen menschlichem Partner und verfiigbarem Objekt und zeigt, wie die
Hauptfigur sich in der Interaktion mit dem Roboter immer wieder selbst
in Zweifel bringt. So konnte der >Anspruch der Maschine« paradoxer-
weise in dem bestehen, dass sie uns in ihrer Antlitzlosigkeit daran erin-
nern, dass wir Menschen der Begegnung mit dem Antlitz anderer bediir-
fen, um wir selbst zu werden. Insofern spiegelt uns die Antlitzlosigkeit
der Maschine unsere eigene Vulnerabilitat wider, die wir in der Interak-
tion mit dieser Maschine erfahren konnen.

8. Schlussbemerkung

In meinem Beitrag bin ich dem Phianomen maschineller Alteritit aus ver-
schiedenen Perspektiven nachgegangen. Nach ersten Uberlegungen zum
>sozialen Gewebe«, das wir mit (nicht nur, aber auch und insbesonde-
re kiinstlich-intelligenten) Maschinen bilden konnen, habe ich im Ver-
weis auf die Kulturgeschickte einige Hinweise gegeben, dass die Maschi-
ne schon frih als >Andere« verstanden wurden, was sich in Imaginationen
tiber Android:innen niederschlug, wobei auffallend haufig eine Feminisie-
rung der Maschine zu beobachten ist. Die Erfahrung der Andersheit der
Maschine uberlagert sich in bemerkenswerter Weise mit Geschlechter-
vorstellungen und entsprechen Stereotypisierungen. Im Blick auf die An-
thropologie Gehlens und die frihe Programmatik der KI-Forscher habe
ich herausgearbeitet, wie sich hier alteritatstheoretische Momente unter-
schiedlicher Art finden. SchliefSlich habe ich drei zentrale Konzepte der
Phianomenologie fiir meine Uberlegungen zur maschinellen Alteritit zu-
grunde gelegt: Das >In-Geschichten-verstrickt sein< als Erfahrung >des An-
derens; die Responsivitit (und die Verschriankung von Pathos und Respon-
se); sowie den >Anspruch des Anderen, wie er sich in der Philosophie von
Lévinas findet. Ich hoffe, dass ich Folgendes zeigen konnte: Auch wenn
die Erfahrung von menschlich Anderen anders gelagert ist, kann eine Pha-
nomenologie der Alteritit dazu beitragen, dass wir unsere Begegnungen
mit den Maschinen genauer beschreiben und besser verstehen konnen.
Fur wertvolle Hinweise zu meinem Beitrag danke ich Katharina Kohler.
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Aussichten kommunikativer
Verwerfungen zwischen digital natives
und analogen Aborigines

Alles ist genau berechnet, doch jetzt kann euch nur
mehr retten, was ihr nicht berechnet habt! Alles habt
ihr ausgeniitzt bis auf seinen letzten Rest — wo ist er,
dieser letzte Rest? Er wird zurickverlangt.

Ilse Aichinger®

Im Verlauf der Zeit wurde das Verlangen nach Selbstaus-
grenzung immer gebieterischer.

Hans M. Enzensberger*

Wenn ich mich im Folgenden mit etwas ironischem Unterton zu kom-
munikativen Verwerfungen zwischen digital natives und analogen
Aborigines duflere, so ist wohl damit zu rechnen, dass solche Verwer-
fungen nicht nur zum Thema werden, sondern auch zwischen Autor
und Lesern auftreten werden, insofern sie altersbedingt vermutlich sehr
verschieden >sozialisiert« worden sind. Bestiirzte Zeitgenossen vermu-
ten sogar, dass die Jungeren lingst auf dem Weg in eine geistig mehr
oder weniger mutierte Zukunft der menschlichen Gattung unterwegs
sind. Mehr noch: in diesem Zusammenhang war bereits — offensicht-
lich >leicht ubertrieben< — von einem regelrechten » Weltkrieg zwischen
digitaler und analoger Kultur« die Rede.? Erstere reduziere alles auf
>Benutzer-< und sonstige, auf jeden Fall metrisch und algorithmisch er-
fassbare Oberflachen#, die am Ende jegliches Geheimnis, jegliches Rit-
sel, das wir bislang fiireinander darstellen mogen, und jegliche radika-
le Alteritdt ausloschen miussen. Was bleibe, sei eine weitestgehend zum
>Bild« gewordene Welts von Bildern, die uns eines Tages ein nicht zu
verbildlichendes und nicht berechenbares »analoges< Leben schmerzlich

Ilse Aichinger, Die gréfere Hoffnung [1948], Hamburg: Fischer 1960, 151.

2 Hans Magnus Enzensberger, Mittelmaf und Wabn. Gesammelte Zerstreu-
ungen, Frankfurt/M.: Suhrkamp 1989, 270.

3 Lazlo E Foldényi, Lob der Melancholie. Ratselbafte Botschaften, Berlin:
Matthes & Seitz 2019, 188.

4 Ebd., 308.

5 Ebd., 120.
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vermissen lassen konnten.® Dieses scheint bereits derart in die Defensi-
ve geraten zu sein, dass manche dazu iibergehen, ein Recht auf analoge
Existenz zu behaupten.” Nicht darum oder um den zuvor angeschlage-
nen Ton dystopischer Antizipationen gegenwartiger Kulturkritik wird
es mir im Folgenden gehen, sondern um gewisse kommunikative Ver-
werfungen zwischen uns, deren Folgen gegenwirtig in ihrer Radikalitit
in der Tat noch gar nicht abzusehen sind, zumal wir offenbar erst durch
immer weiter voranschreitende Digitalisierungsprozesse dazu gezwun-
gen werden, uns nachtrdglich darauf zu besinnen, was es tiberhaupt
heifst, »analog< und leibhaftig zu existieren und zu ko-existieren — ver-
mutlich weiterhin.® Im verfiigbaren Rahmen muss ich mich allerdings
auf eine Skizze der angedeuteten Diskussionslage beschranken, die sich
an anderer Stelle langst ausfuhrlich und vielfach mit technik-kritischer
StofSrichtung auch mit Grundbegriffen wie >Bild<, >Welt<, >Koexistenz«
und deren Konfiguration auseinandergesetzt hat, von Martin Heideg-
ger und Eugen Fink bis hin zu Jean-Luc Nancy und vielen anderen.

In seiner Philosophie der Antiquiertheit des Menschen spricht Gunther
Anders vom »Schock der sozialen Geburt«, zu dem es kommen miisse,
wenn das Kind realisiert, sich in seinem Leben fortan »als >Ausnahme,

6 Das erinnert an eine Romanskizze von Theodor Fontane, die einen in die-
ser Richtung aufschlussreichen Hinweis gibt. Oceane, die weibliche Hel-
din des ungeschriebenen Romans, leidet daran, dass sie statt eines Ge-
fithls nur Sehnsucht danach haben kann. Trauer und Schmerz bleiben ihr
fremd, denn »alles, was geschieht, wir ihr zum Bild«; und die Sehnsucht
nach Teilnahme am menschlichen Leben »wird ihr selber zum Schicksal.
Sie wirft das Leben weg, weil sie fiihlt [!], daf§ ihr Leben nur ein Schein-Le-
ben, aber kein wirkliches Leben ist.« Die paradoxerweise aus dem Gefiihl,
kein Gefiihl zu haben, keimende Erkenntnis totet sie. Und sie will diese
Erkenntnis zum Schweigen bringen. Theodor Fontane, Der Stechlin. Ro-
man, Minchen: dtv 31993, 412. Ironischerweise erscheint sie lebendig ge-
rade durch die todliche Verwerfung eines sunwirklichen< Lebens, von des-
sen >wirklicher«, verfehlter Lebendigkeit sie sich allerdings ein ihrerseits
womoglich verfehltes Bild macht.

7 So muss »analog zu leben« fiir den amerikanischen Romanautor Dave Eg-
gers »ein Menschenrecht« sein (siehe das Interview mit ihm in der ZEIT, no.
40, vom 30. September 2021, 59).

8  Nur en passant kann ich hier die Frage aufwerfen, ob beide Adverbien
nicht das Gleiche meinen. Bekanntlich bedeutet »analog« so viel wie »ent-
sprechends, >gleichartig« oder auch >dhnlich; und das konnte sich auch auf
Digitales und Virtuelles beziehen. Als Synonym fiir >leibhaftig< aber meint
»analog« ein schlechterdings nicht digitalisierbares Leben bzw. In-der-Welt-
sein im Sinne einer uniiberwindlichen Ungleichartigkeit.

49

05:20:43. A - o r—


https://doi.org/10.5771/9783748934493
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

BURKHARD LIEBSCH

als >Einzelne[s]« behaupten zu missen. Unter Umstianden falle dieser
Schock derart heftig aus, dass es gerechtfertigt sei, ihn als »als Variante
von Freuds >Geburtstrauma«« aufzufassen.® Neuerdings stellt sich dies in
den Augen von Autoren weniger dramatisch dar, fiir die es bereits >klar«
zu sein scheint, dass »heute [...] jeder Mensch in seine Digitalitat hinein-
geboren« wird; und zwar kontinuierlich und ohne dass das mit einem
besonderen, zu feiernden Ereignis zu verbinden wire.* Von entsprechen-
den Eintragungen in ein neuartiges Personenstandsregister digitaler We-
sen ist auch nichts bekannt.

Diesen Autoren zufolge haben wir es seit der massiven Verbreitung
von PCs, also seit etwa drei Jahrzehnten, mit sogenannten digital na-
tives zu tun, die mit den digitalen Medien — von Computerspielen, dem
Internet, E-Mails und Mobiltelefonen bis hin zum instant messaging
— anscheinend von klein auf vertraut sind und deren Bedienung abge-
sehen von Problemen der Datensicherheit, von denen sie nicht einmal
etwas ahnen, im Gegensatz zu Eltern, ErzieherInnen und LehrerInnen
so spielerisch lernen wie irgendeine Muttersprache als erste Fremd-
sprache, ganz gleich welche. Von ihnen wird dartiber hinaus gesagt,
sie — born digital und grown up digital — lebten geradezu in »compu-
terisierter« bzw. »digitale[r] Koexistenz«** und somit in einer Welt, zu
der Andere, nach wie vor »analog« Lebende, allenfalls noch nachtrig-
lich und beschriankten Zugang hitten — als ungeachtet ihres hoheren
Alters verspdtete Immigranten in eine ihnen mehr oder weniger fremd
bleibende Welt, in der ironischerweise die spater Geborenen als die ei-
gentlichen Ureinwohner bzw. Eingeborenen gelten. Diese riicken zum
Maf3stab zeitgemifler Formen von Koexistenz auf, zu denen die Alteren
—auch als sog. digital immigrants Titulierten — vermeintlich kaum mehr
aufschlieSen konnen. Die Wiirde des Urspriinglichen liegt nicht bei ih-
nen, sondern bei den »>digital Geborenens, Sozialisierten und Fitten.

Doch hier scheint etwas nicht zu stimmen: Miissen nicht auch Ange-
horige jener Generation Millenium, der man erstmals zugeschrieben hat,
im Ganzen in eine weitgehend digitalisierte Welt hineingeboren worden
zu sein, zundchst analog leben und zuvor zur Welt gebracht worden sein?
Handelt es sich nicht um eine frivole, kaum ernst zu nehmende feuilleto-
nistische Ubertreibung, wenn davon die Rede ist, sie seien born digital?
Und sollte man nicht statt von »digitaler Koexistenz« besser von digital
vermitteltem Zusammenleben sprechen? Ist es uns uberhaupt moglich,
digital zu existieren und zu ko-existieren, wie es auch ein bereits in die

o  Giinther Anders, Die Antiquiertheit des Menschen. Uber die Seele im Zeitalter
der zweiten industriellen Revolution, Miinchen: C. H. Beck 1956, 73.

10 Peter Schmitt, Postdigital. Medienkritik im 21. Jabrbundert, Hamburg: Mei-
ner 2021, 61 [=P].

11 Ebd., 11, §8; vgl. https:/de.wikipedia.org/wiki/Digital_Native
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Jahre gekommener Buchtitel von Nicholas Negroponte vor tiber 20 Jah-
ren nahelegte: Being digital?'> Oder ist das genauso unméglich wie ein
holzernes Eisen? Ein in der Philosophie geradezu klassischer, allerdings
reichlich abgenutzter Ausdruck fiir eine semantische Zusammenfiigung
von Unvereinbarem, die ebenso paradox anmutet wie genau genommen
der Ausdruck »digital sein«.'> GemafS klassischem logischem Verstandnis
ist etwas dies oder jenes, aber niemals beides zugleich, und dementspre-
chend kann von ihm auch nur dies oder jenes zutreffend ausgesagt wer-
den, wie man unter Berufung auf das uralte Prinzip vom ausgeschlos-
senen Dritten behauptet. Demzufolge wiirde gelten: Being, sein, étre,
verbal verstanden, was fiir das Geschehen menschlichen Daseins im Zu-
sammenleben mit und unter Anderen steht, kann nur analog, nicht di-
gital stattfinden. Und umgekehrt: was in einer diskreten Serie von Nul-
len und Einsen, also digital, programmierbar ist, kann nicht analog
existieren. Being, sein bzw. étre vollzieht sich gemafS einschlagiger Be-
schreibungen wie derjenigen, die Maurice Merleau-Ponty in seiner Phd-
nomenologie der Wabhrnehmung (1945) vorgelegt hat, >leibhaftig, in-
karniert und zugleich perspektivisch, situiert >an Ort und Stelle«, wenn
auch in der von Helmuth Plessner beschriebenen »exzentrischen Posi-
tionalitdt«, die weit bis in imagindre und virtuelle Raume vordringen
kann.** Wenn letzteres geschieht, sagt man heute auch: jemand »gehe
ins Netz«. Damit ist gemeint, wie jeder weif$: die Betreffenden fahren
ihren Rechner hoch, steuern eine Internetadresse an, um dann virtu-
ell eventuell zu surfen, bis der Nacken oder das Kreuz weh tut, das so
manchen Internetnerd oder Gamer sodann schmerzhaft daran erinnert,
dass er keineswegs selbst >ins Netz gegangenc« ist, sondern immer noch
vor seinem Rechner sitzt (wie vielleicht, mit gewissen Unterbrechun-
gen, seit Jahren schon und mit geschwichter Oberkorpermuskulatur in
gekrimmter Haltung...).

Ins Netz gegangen ist er, sind wir allerdings moglicherweise auf andere
Weise, wenn man sich so ausdriickt: man ist mit einer solchen Beschrei-
bung auch ins Netz der eigenen Konfusionen gegangen. Wenn etwas
absolut nicht moglich ist, dann ist es das: buchstablich in das Internet
zu gehen. Warum nicht? Eben weil wir nach wie vor leibhaftige Wesen
sind. Das Unmogliche tiberspielen wir mit Worten, die seit langem (und
vielleicht seit jeher) einer semantischen Drift ausgesetzt sind. Die Wor-
te, die wir gebrauchen, sind nicht wie starre Designatoren den Dingen

12 Vgl. Neil Postman, » Miissen Toaster sprechen?«, in: Die Gegenwart der Zu-
kunft, Berlin: Wagenbach 2000, 99-107.

13 Bernhard H. F. Taureck, Metaphern und Gleichnisse in der Philosophie. Ver-
such einer kritischen Ikonologie der Philosophie, Frankfurt/M.: Suhrkamp
2004.

14 Helmuth Plessner, Mit anderen Augen. Aspekte einer philosophischen An-
thropologie, Stuttgart: Reclam 1982.
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zugeordnet’s, um so der Zeit und einer sie stindig mehr oder weniger
kreativ kohirent deformierenden, aber auch missbrauchlichen Verwen-
dung widerstehen zu konnen, bei der sich Gebrauch und Missbrauch
vielfach kaum unterscheiden lassen.'¢ Vielmehr 16sen sie sich von ver-
meintlich starren Verbindungen mit Dingen, Tatsachen und Sachverhal-
ten, passen sich neuen Wirklichkeiten an und werfen dann erst, nach-
traglich, die Frage auf, ob wir mit ihnen iiberhaupt noch »das Selbe< oder
»das Gleiche« meinen konnen wie das, was wir selbst oder andere, die vor
unserer Zeit gelebt haben, im Sinn gehabt haben mogen.

Inzwischen ist das keine Frage von Epochen oder Generationen mehr,
hat eine permanent vor sich gehende semantische Innovation doch im
Zuge der globalen Vernetzung der menschlichen Lebensverhaltnisse ein
Tempo angenommen, das Missverhiltnisse zwischen Worten und Din-
gen, Tatsachen und Sachverhalten zu einer ironischerweise innerhalb der
eigenen Lebenszeit normalen Erfahrung hat werden lassen; innerhalb
der eigenen Biografie und zwischen uns, im Verhaltnis zu Anderen, fiir
die einerseits Neologismen'7, semantische Importe, Akronyme und selbst
das Esperanto einer internationalen Ikonik und Zeichensprache zu einer
neuen Normalitit geworden sind, wahrend sie iberkommene Begriffe
andererseits kaum mehr in einer ihnen woméglich antiquiert anmuten-
den Bedeutung zu kennen scheinen.

Nur wenige horen aus dem Wort >Ereignis< noch das altere >Erdugnis«
heraus, von dem es sich etymologisch herleitet.” Wihrend es in diesem
Falle ohne weiteres einleuchtet, dass wir es mit einem seit langem un-
gebrauchlich gewordenen und deshalb altertiimlich klingenden Wort
zu tun haben, verhilt es sich mit kommunikativen Begriffen wie s>re-
dens, »sprechens, »antworten«< weit weniger eindeutig. Offenbar antwor-
tet ein Anrufbeantworter jedoch gar nicht im engeren Sinne. Gemessen
an brieflicher Kommunikation >schreibt« womdglich auch der eilige Ver-
fasser einer What’s-App-Nachricht oder ein Twitterer gar nicht an seine
Adressaten — so wenig wie jemand, der etwas postet, im engeren Sinne
auf diese Weise kommuniziert oder der Versender einer Sprachnachricht
an jemanden gewandt und auf Erwiderung hin mit letzterem spricht.
Man konnte und misste sich sogar fragen, ob die user bzw. Anwender
diverser digitaler Kommunikationstechniken tiberhaupt genau wissen,

15 lan Kaplow, Analytik und Ethik der Namen, Wirzburg: Konigshausen &
Neumann 2002.

16 Gerald Posselt, Katachrese, Miinchen: Fink 2005.

17 Der letzte Duden verzeichnet angeblich 1000 Neologismen im Vergleich
zum vorigen.

18 VI, »Ereignis — Erfahrung — Erzdhlung. Spuren einer anderen Ereignis-Ge-
schichte: Henri Bergson, Emmanuel Levinas, Paul Ricceur«, in: Marc Rolli
(Hg.), Ereignis auf Franzdsisch. Von Bergson bis Deleuze, Munchen: Fink
2004, 183—207.
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was sie tun, wenn sie diese verwenden — oft in flichtiger, nachlissiger,
fehlerhafter oder geradezu kryptischer Art und Weise, die manchem in
syntaktischer, semantischer und pragmatischer Hinsicht irgendwie dege-
neriert vorkommen mag.*

Auf diese Frage hat sie die tiberlieferte Sprache offenbar nicht vorbe-
reitet, die sich zunachst fir selbstverstindlichen Gebrauch anbietet, ohne
dass man tiberhaupt fragen und genau wissen miisste, was es heifSt, je-
manden anzusprechen, an jemanden gewandt zu sprechen, miteinander
zu reden und auf jemanden zu antworten. All das funktioniert norma-
lerweise in eingewohnten Sprachspielen und Lebensformen, ohne genaue
Nachfragen erforderlich zu machen. Und selbst dort, wo solche Nachfra-
gen eigens aufgeworfen werden (wie in diversen Kommunikationstheo-
rien, in Philosophien kommunikativen Handelns, sozialer Dialoge und
politischer Diskurse etc.), vermisst man vielfach eindeutige Antworten.
Das mag damit zu tun haben, dass >die Sache«, um die es hier geht — das
Ansprechen, Sprechen, Antworten, Miteinanderreden usw. — selbst, in
sich, uneindeutig ist, so dass diejenigen, die miteinander kommunizie-
ren, unvermeidlich in Unklarheiten und Strittigkeiten dartuber verstrickt
werden, was sie dabei >tatsichlich, >wirklich< oder seigentlich< tun und
ob sie davon womaoglich jeweils ein im doppelten Sinne unvermeidlich
geteiltes Verstindnis haben. Solche Unklarheiten und Strittigkeiten miis-
sen nicht offen zutrage treten. Aber dass sie aufbrechen kénnen und sich
dann unter Umstidnden nur schwer, wenn iiberhaupt, beseitigen, begren-
zen oder heilen lassen, ist vielfach bezeugt.

Die meisten, angeblich ohnehin weitgehend leeren Worte hitten mit
einem Versuch, wirklich und ernsthaft miteinander zu reden, »notorisch
nichts zu tun«, meinte der Theologe Karl Barth.>° Sind wir etwa deshalb
»heute [...] nicht mehr miteinander konfrontiert«, wie der tschechische
Autor Milan Kundera behauptete, obgleich es an vielfach gewalttrachti-
gen >Konfrontationen« keineswegs mangelt?** Handelt es sich dabei um
Konfrontationen, in denen man kaum mehr miteinander spricht? Kam
der derzeit amtierende Pabst Franziskus deshalb zu dem Schluss: » Wenn
es ein Wort gibt, das wir bis zur Erschopfung wiederholen miissen, dann
lautet es Dialog«?2* Handelt es sich hier lediglich um beschworende Rhe-
torik, die keineswegs geeignet ist, den Verdacht zu entscharfen, ihren Na-
men verdienende Kommunikation finde kaum mehr statt, und die im Fall
ihrer Erschopfung ihrerseits keinen Ausweg mehr weifs? Aber verfiigen

19 Man spricht in diesem Zusammenhang auch von »Entliterarisierung«.

20 Karl Barth, Mensch und Mitmensch. Die Grundform der Menschlichkeit,
Gottingen: Vandenhoek & Ruprecht 1962, 62.

21 Milan Kundera, »Der existenzielle Sinn der biirokratisierten Welt«, in: Der
Vorhang, Frankfurt/M.: Fischer 2008, 179-184, hier: 182.

22 wavatican.va/content/francesco/de/speeches/2016/max/documents.papa-
francesco_20160506_premio-carlo-magno.html (Stand: Januar 2017).
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wir Uberhaupt tiber Theorien und Konzepte, mit deren Hilfe in dieser
Hinsicht verlasslich Auskunft zu geben wire? Oder ist es vielmehr gera-
de die >Unklarheit« in der Frage, ob man sich wirklich auf Erwiderung
hin aneinander gewandt und Antworten erfahren hat, was menschliche
Kommunikation in Gang halt?

Alle diese Fragen brechen nunmehr ungeschiitzt durch konzeptionelle
und theoretische Riickendeckung infolge jener semantischen Drift auf,
die mit neuen, digitalen Techniken einhergeht, auf die die eingespielte
normale bzw. normalisierte Sprache nicht vorbereitet sein konnte. In-
folgedessen muss sie zur Bezeichnung von Vorgangen herhalten, tiber
die der fortgesetzte Gebrauch von Verben wie >redenc, >schreibenc, »ant-
worten« usw. weniger denn je verlassliche Auskunft gewahrleistet.>s Es
scheint, dass erst kommunikative Verwerfungen wie die zwischen digital
natives und Anderen, die weiterhin glauben, >analog« zur Welt gekom-
men zu sein, wenn nicht ausschliefSlich, so doch gewiss primar »analog«
zu leben und >analog« zu koexistieren, dazu zwingen, sich genau dazu
eigens zu verhalten.

Wissen wit, was wir tun, wenn wir einem Apparat namens Alexa ge-
wisse Kommandos erteilen? Haben wir dann mit einer Maschine gere-
det?>+ Und vielleicht so, dass infolge entsprechender Gewohnungsprozes-
se Unterschiede zum Reden mit einem Anderen nach und nach verwischt
werden — einmal vorausgesetzt, sie waren tiberhaupt je deutlich? Wissen
wir, was wir tun, wenn wir die Frage ignorieren, ob der Apparat alles
Aufgezeichnete irgendwohin sendet und auf diese Weise die Privatheit ei-
ner Wohnung wie auch der Unterhaltung mit Gasten unterlduft? Konnte
das jemand, der noch auf Diskretion Wert legt, nachsehen?

In einem anderen Zusammenhang hiefS es entschuldigend: » Vergib Th-
nen, denn sie wissen nicht, was sie tun.«*s Aber ist solches Nicht-Wissen
bzw. Nicht-Wissen-Konnen jemandem zuzuschreiben, der einen derarti-
gen Apparat anschafft und ihn wie selbstverstandlich auch die Kommuni-
kation aufzeichnen ldsst — und zwar zum weitgehend geheimen Vorteil ei-
nes Dritten, frither big brother genannt, wie der amerikanischen National
Security Agency (NSA), der es nur recht sein kann, wenn wir nicht mehr
wissen, was wir tun, wenn wir in stiller Anwesenheit technischer Dis-
positive weiterhin wie frither analog, privat und diskret nur miteinander
zu sprechen glauben?*¢ Konnten und sollten wir nicht wissen, dass wir

23 »Kann man iiberhaupt noch semantisch erfassen, was passiert? «, fragt auch
Schmitt. Und von einem »Ende aller Theorie« ist die Rede (P, 9, 8§1) — im
Namen von »sensiblen Einzelnen im permanenten Kampf mit der Maschi-
nerie« fortschreitender Digitalisierung (P, 11).

24 Postman, »Miissen Toaster sprechen?«, 99.

25 Ev.n. Lukas 23:34.

26 Bernhard H. F. Taureck, Uberwachungsdemokratie. Die NSA als Religion,
Paderborn: Fink 2014.
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unter solchen digitalen Bedingungen nicht mehr >wie friher< kommuni-
zieren konnen und dass sich das, was darunter zu verstehen ist, substan-
ziell und radikal zu andern beginnt? Miissten wir nicht fragen, was dabei
auf dem Spiel steht? Muss beispielsweise das Problem sozialer Diskre-
tion unter derartigen technischen Rahmenbedingungen ganz neu aufge-
worfen werden? In klassischen Dialogtheorien wurde vielfach ganz un-
problematisch vorausgesetzt, dass man im Gesprich exklusiv >zu zweit<
sein kann. Dagegen brachte bereits Emmanuel Levinas zur Geltung, dass
auch angesichts eines Anderen stets »der Dritte« (le tiers) mit anwesend
sei.*” Auf die gleiche Spur fiithren tradierte Konzeptionen des Gewissens.
Dabei dachte Levinas aber gewiss nicht an eine technische Realisierung
dieser Anwesenheit in der Form eines Gerites, das noch die privateste
Unterhaltung aufzuzeichnen vermag — was streng genommen darauf hi-
nauslaufen miisste, jegliche exklusive Diskretion unmoglich zu machen.

Wird die Frage nicht aufgeworfen, was bei den angedeuteten kom-
munikativen Verwerfungen auf dem Spiel steht, wird es womoglich zu
Segregationen und schliefflich zu Schismen kommen. Wihrend sich die
Einen mehr oder weniger frohlich der andauernden Innovation immer
neuer Techniken ausliefern und sich dabei mit Neologismen behelfen,
wenn iiberkommene Worte nicht mehr angemessen erscheinen, um zu
bezeichnen, was man digital vermittelt tun kann, werden sich Andere
moglicherweise weitgehend zuriickziehen und sich der Entwendung die-
ser Worte durch (aus ihrer Sicht) missbrauchliche Verwendung verwei-
gern, an die sie sich nicht gew6hnen wollen. Kommt es nicht wenigstens
zu kommunikativen Verwerfungen zwischen den Einen und den Ande-
ren, werden Segregationen und Schismen nicht einmal mehr als solche
erkennbar und man beginnt in Parallelwelten zu leben, in denen man an-
einander vorbei und allenfalls insofern noch ko-existiert.

Keineswegs ist ausgemacht, dass wir alle und gleichermaflen bereits
in »digitaler Koexistenz« oder »audiovisueller Gleichschaltung« (P, 14)
angekommen sind. Empirisch trifft es keineswegs zu, dass jede(r) be-
reits in digital »vollstindig durchsetzten« Gesellschaften lebt (P, 54) und
»mit uniformierter Lissigkeit iber Touchscreens« streicht, die identi-
schen Apps und Updates nutzt und der gleichen digitalisierten Umwelt
ausgesetzt ist, in der sie bzw. er mehr oder weniger dasselbe wie alle An-
deren macht - bis hin dazu, dass »das Besondere, das Nicht-Identische«
abgesehen von einem kiimmerlichen Rest an Freiheit angeblich »ver-
schwinden« muss (P, 13, 60).

Nicht zu bestreiten ist der beobachtbare Trend zur fortgesetzten An-
hebung der analog-digitalen Schwelle ungeschmalerter Teilbabe aller,

27 Jasogar »die ganze Menschheit«; vgl. Emmanuel Levinas, Totalitdt und Un-
endlichkeit. Versuch iiber die Exterioritit [1961], Freiburg i. Br., Miinchen:
Alber 1987, 308 f.
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von Alten und Behinderten sowie auch und gerade von noch unmiindi-
gen Kindern, am gesellschaftlichen Leben. Wenn dieses vom bargeldlo-
sen Zahlungsverkehr wie in Schweden tiber nur noch digital verfiigbare
Zugtickets wie in den Niederlanden bis hin zu digitalen Impfpassen, wie
sie inzwischen auch hierzulande tiblich geworden sind, am Ende nahezu
jeden Zugang zu sozialen Lebensbereichen aufSerhalb der eigenen Woh-
nung von der Erfillung digitaler Voraussetzungen abhingig macht*®,
werden bis auf Weiteres nur analog Lebende schliefSlich in ein deso-
zialisiertes und anachronistisches Abseits abgedriangt, wo ihnen auch
Grundrechte nur noch wenig niitzen werden. Denn um diese wirksam in
Anspruch nehmen zu konnen, muss man sich gegebenenfalls kommuni-
kativ-technisch auch auf der Hohe der Zeit bewegen konnen.

Doch noch ist es nicht so weit, was manche bereits als vollendete
Tatsache ausgeben: »Die Digitalisierung von Allem — der Erdoberfla-
che, des Nachthimmels, der Geburt und des Sterbens — macht ein heuti-
ges An-der-Maschine-Vorbeiexistieren faktisch immer unmoglicher. Man
kann sich ihr nicht mehr entziehen« (P, 43). Wer die technische Gegen-
wart derart tiberzeichnet®, ja hysterisch beschreibt, gibt selbst jegliche
Distanz zu ihr auf und kann infolgedessen auch keine kritische Positi-
on im Verhaltnis zu ihr mehr einnehmen. Noch sind die weiterhin ana-
log Existierenden nicht wie lebendige Fossilien »tolpelhafte Saurier«, die
aus alter Zeit mit all ihren Miangeln tiberlebt haben, ohne recht zu ver-
stehen, was um sie herum vorgeht (P, 15). Weder ist die »totale Verwal-
tung« alles Gesellschaftlichen, die Theodor W. Adorno vor einem halben
Jahrhundert prophezeit hat, nun dank fortgeschrittener Digitalisierung
eingetreten, noch auch ist es bislang zu »restlos verwirklichter«, totaler
Uberwachung im Sinne einer digitalisierten Variante des Bentham’schen
Panoptikums gekommen, wie es sich in einem Projekt namens Ebrliches
Shanghai anzukiindigen scheint (P, 17, 19, 49). Was weder Georges Or-
well noch Michel Foucault als Theoretiker tiberwachender Macht in
vollem Ausmaf$ vorausgesehen haben, ist allerdings, wie weitgehend die
Menschen sich anscheinend freiwillig iberwachen lassen, ohne dass ir-

28 Derzeit wird unter dem Eindruck vieler Falschungen von Impfausweisen er-
wogen, den digitalen Nachweis von Impfungen per Gesetz vorzuschreiben.
Wenn es dazu kommt, miisste die Freiziigigkeit fur Biirger, die tiber kein
Smartphone verfugen, empfindlich eingeschrinkt werden.

29 Der zitierte Autor ist beileibe nicht der einzige in dieser Hinsicht. Man ver-
gleiche nur, was in Giinther Anders’ Buch iiber die Antiquiertheit des Men-
schen iiber die Ubermacht des » Apparats«, bei einem Kulturkritiker wie
Erhart Kastner (Aufstand der Dinge. Byzantinische Aufzeichnungen, Frank-
furt/M.: Suhrkamp 1979, 216 f.) tiber die neuzeitliche »Welt-Herstellung«
oder bei Jean Baudrillard (Die gottliche Linke, Berlin: Matthes & Seitz
1986, 113 ff.) iber den angeblichen Triumph einer distanzlosen Sozialitdt
zu lesen steht.
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gendeine Macht stindig eingreifen miisste (P, 51 f.). Weniger die Frage,
ob gar kein Ausbruch mehr moglich ist, als vielmehr die Frage, ob man
tiberhaupt noch Sinn fiir das Interesse hat, nicht in digital vermittelter,
vergesellschafteter Sichtbarkeit’® aufzugeben, steht so gesehen zur Dis-
kussion.

Wird nicht gerade in diese Sichtbarkeit alles investiert? Wie anders
ist es zu verstehen, dass man seine vermeintlichen Alleinstellungsmerk-
male Uber Instagram kommuniziert und sich auf diese Weise >indivi-
duell« gibt? Wie ist es sonst zu verstehen, dass man sich scheinbar be-
dingungslos Maf$stiben der Resonanz und permanenter Bewertung in
einem » Aufmerksamkeitskapitalismus« aussetzt (P, 21, 44), der Schind-
luder treibt mit dem Auffilligen, Interessanten, Spektakuldren, dem Pro-
minenten, dessen Kurs er zugleich ins Bodenlose fallen ldsst, sobald es
sich erschopft hat?3!

Will man nur aufgrund der viel zitierten fear of missing out, einer Art
Furcht, digital zu >sterbens, bedingungslos dabeibleiben, alles >mitbekom-
menc<und nichts >verpassen<, um nicht selbst >verpasst< zu werden (P, 27)?
Fiirchtet man nichts so sehr wie den virtuellen Tod im womoglich irre-
versiblen Herausfallen aus einer Okonomie der Aufmerksamkeit’2, die
anscheinend alle nur solange (ko-)existieren ldsst, wie sie bemerkt und
oft genug >gelikt« werden? Uberwiegt deshalb eine sehr weit gehende
Exhibitionsbereitschaft jede Sorge vor nichts mehr verschonender Aus-
spionierung — vorausgesetzt, man glaubt nicht ohnehin, man habe 7o-
thing to hide, nicht einmal dann, wenn jede Bewegung des Mauszeigers
aufgezeichnet wird, um anonymes data mining zu optimieren (P, 87, 29)?
Glaubt man im Ernst, sich einer »unbescholtenen digitalen Lebensfiih-
rung« zu befleiffigen, die nichts zu verbergen hat, also in jeder Hinsicht
jederzeit jedem >transparent< gemacht werden diirfte (P, 51) — oder hat
man liangst jegliche Illusion der Abgrenzbarkeit einer residualen Privat-
sphidre aufgegeben und hofft am Ende nur noch, in der schieren Mas-
se der wofiir auch immer gesammelten Daten unterzugehen, von deren

30 Von Jean-Paul Sartre tiber Giinther Anders bis hin zu Hans Blumenberg
wird die fragliche Sichtbarkeit bzw. Visibilitit, wie sie bei letzterem heifSt,
in der einen oder anderen Weise auf Gefihrdungen bezogen, die von Ande-
ren ausgehen, unter deren Augen jemand sichtbar wird (sei es als Beobach-
teter und Beschdmter, sei es als potenzieller Feind). Es ist ein Desiderat, die-
sen Begriff der Sichtbarkeit bzw. der Visibilitit in digitalisierungskritischer
Perspektive zu erweitern.

31 Auch das ist beileibe keine ganz neue Beobachtung. Man vergleiche nur die
kulturkritischen Uberlegungen Paul Valérys. Bei Karl Lowith resiimiert in:
Paul Valéry. Grundziige seines philosophischen Denkens, Gottingen: Van-
denhoek & Ruprecht 1971.

32 Vgl. Georg Franck, Okonomie der Aufmerksamkeit. Ein Entwurf, Miin-
chen, Wien 1998.
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Verbleib man kaum eine Ahnung hat, zumal wenn einem gerade die digi-
tale Identitit zu Zwecken der Erpressung, gezielten Mobbings oder Stal-
kings entwendet oder verfilscht wird (P, 31, 54, 84)?

Immer entblofter wiirden sich die user des Internet selbst geben, sich
aber auch als gewaltsam entblofSt erfahren, lesen wir in der Literatur,
die diese Entwicklungen kritisch kommentiert, ohne klar und allgemein
angeben zu konnen, was hier auf dem Spiel steht. Etwa: Scham, Scham-
losigkeit oder der »Schutz«, dessen jede(r) Einzelne bediirfe (P, 34), um
nicht >restlos«< algorithmisch erfasst, von gesichtslosen Dispositiven ge-
sichtet und verwertet zu werden — am Ende mit der gnadenlosen Kon-
sequenz, keinerlei Differenz zum eigenen digitalen Image mehr geltend
machen zu konnen.? In diesem Fall wire jede(r) Einzelne geradezu de-
finierbar durch das, was im World Wide Web uber sie bzw. ihn vorliegt
und bekannt ist, ob selektiv genutzt oder nicht. Sollte es etwas dari-
ber hinaus geben, was die Einzelnen ausmacht, so wire es schlicht nicht
nachweisbar, unbeweisbar und insofern vollkommen irrelevant. Es sei
denn, sie konnten irgendwie geltend machen, fiir sich selbst oder im
Verhiltnis zu Anderen auf andere Weise zu existieren als im Modus ei-
nes Wissens, das grundsatzlich ruckstandslos erfassbar zu sein scheint.>

Was fur andere Modi der Existenz und der Koexistenz konnten das
aber sein?

Vorschlige gibt es: Versichert uns nicht von Geburt an die Beriibrung
dessen, dass wir (fiir Andere) >da< sind, d.h. unserer sozialen Existenz?
Gewihrleistet die Vorsicht der Berithrung nicht, dass das Ausgesetztsein
an Andere, das mit der Geburt unvermeidlich einhergeht, nicht in Aus-
lieferung an sie umschlagt? Und wahrt die Diskretion der Berithrung
nicht einen subtilen Abstand zum Beriihrten, ohne den es sich niemals
um das Beriihrtwerden von Anderen als solchen handeln konnte?3s Ist
die Beriihrung mit ihrer Vorsicht und Diskretion nicht ein ausgezeichne-
ter Modus der Achtung der Alteritit Anderer, ohne den sie womoglich

33 Vgl. Steffen Mau, Das metrische Wir. Uber die Quantifizierung des Sozialen,
Berlin: Suhrkamp 2017, sowie die Rezension d. Vf., »Das Soziale im Lich-
te radikaler Infragestellung. Zwischen uralter Sozialitit, liens sociaux und
Wiederkehr der >sozialen Frage«, in: Philosophischer Literaturanzeiger 70,
Nr. 4 (2017), 374-404.

34 Vgl. V., Prekdire Selbst-Bezeugung. Die erschiitterte Wer-Frage im Ho-
rizont der Moderne, Weilerswist: Velbriick Wissenschaft 20125 ders.,
»Entzugsverlust. Zu einem kritischen Grundgedanken der Phinomenologie
des radikal Fremden«, in: Barbara Schellhammer (Hg.), Zwischen Phdno-
menologie und Psychoanalyse. Im interdisziplindren Gesprich mit Bernhard
Waldenfels, Baden-Baden: Nomos 2021, §9-104.

35 Vgl. V., »Dialogisches Dasein auf der Suche nach der verlorenen Diskreti-
on — im Riickblick auf Martin Buber und Emmanuel Levinas«, in: Freibur-
ger Zeitschrift fiir Philosophie und Theologie 67, Nr. 2 (2020), 444—463.
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niemals unserem >Zugriff< entzogen bleiben konnten? Und hat nicht eine
umfangreiche sozialphilosophische Literatur darauf insistiert, dass An-
dere nur solange wirklich >Andere« firr uns sein konnen, wie sie uns in
gewisser Weise selbst im unvorsichtigen, indiskreten und schliefSlich bru-
talen Zugriff auch entzogen bleiben?

Davon konnen wir aber, so scheint es, nichts wissen. Es handelt sich
nicht einfach um soziale Tatsachen, die man methodisch feststellen, be-
schreiben und erkennen konnte. Vielmehr geht es um praktisch sich voll-
ziehende Formen der Achtung der Alteritit Anderer, die nur im gelebten
Verhaltnis zu ibnen wirklich und wirksam sein konnen. Diese Achtung
bezeugt die >Bedeutung« der Alteritit Anderer noch in der Beriihrung,
liefert aber niemals einen Beweis dafiir, dass letztere diesen Sinn hat und
haben muss.

Durchaus vorstellbar ist, dass wir langst auf dem Weg in eine Zukunft
sind, in der man nichts mehr davon ahnen wiirde, dass wir nicht >rest-
los< Gegenstande des Wissens sind3¢, das man idealiter digital erfassen
und optimieren konnte. Nicht ausgeschlossen scheint, dass man sich in
diesem Sinne in mehr oder weniger manipulierten und zur Datenmenge
nivellierten Informationen verliert (P, 8o, 122, 132) — einschliefSlich all
der Bilder, deren viel zitierte Flut ganz und gar unkenntlich zu machen
droht, was moglicherweise nicht in ihnen aufgehen kann.>” Vielleicht, so
mutmafSen manche, sind wir in der Ikonomanie einer alles und jede(n)
erfassenden Bildlichkeit bereits verloren und ahnen von einer veritablen
Bildlosigkeit nichts mehr, die kein Mangel wire, sondern uns daran er-
innern misste, dass man sich vom Anderen in gewisser Weise »kein Bild-
nis« machen kann bzw. sollte (P, 106).

Eines Bilderverbots nach klassischem Vorbild bediirfte es eigentlich
gar nicht, wenn es stimmt, was die Dichterin Ingeborg Bachmann in ih-
rem Erzdhlband Das dreifSigste Jahr die Protagonistin Charlotte sagen
lasst: »Ich bin in kein Bild hineingeboren«3* — und wenn wenigstens Lie-
be »aus jeglichem Bildnis« wieder »befreien« konnte, wie Max Frisch
annahm.? Aber das hindert Andere erfahrungsgemafS doch nicht daran,
sich von sich selbst und Anderen ein Bild zu machen - ein Bild bzw. end-
los viele Bilder, wie es portable bildgebende Techniken heute aufSeror-
dentlich leicht machen, oder auch Bilder in der weiteren Bedeutung des
Wortes, die epistemische Reprisentationen einschliefst, welche man auch

36 Beileibe kein ganz neues Problem; vgl. V1., »Bewegt von dem, was iibrig
bleibt? Robert Musils Roman Der Mann ohne Eigenschaften mit Blick auf
Hans Blumenbergs und Milan Kunderas Schriften zur Literatur«, in: Jour-
nal Phanomenologie 56 (2021), 70-82.

37 Anders, Die Antiquiertheit des Menschen, 3 f.

38 Ingeborg Bachmann, Das dreiffigste Jabr. Erzdblungen, Miinchen: dtv
**1988, 107.

39 Max Frisch, Tagebuch 1946-1949, Frankfurt/M.: Suhrkamp 1973, 31.
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algorithmisch fabrizieren kann. In einer Gesellschaft, die Hannah Arendt
zufolge ohnehin darauf hinauslaufen muss, »alles, was vor der Allge-
meinheit erscheint, fiir jedermann sichtbar und horbar zu machen«#,
und in diesem Sinne eine 6ffentliche Welt etabliert, ist das scheinbar un-
vermeidlich, wenn die fragliche Allgemeinheit die Form eines weltwei-
ten digitalen Netzes annimmt, an das irgendwann jede(r) anzuschliefSen
wire, um auf diese Weise mit zahllosen Unbekannten wenigstens eine
»lose Gesellschaft« zu bilden (P, 119). Eine harmlose Allmende wird so
freilich nicht herauskommen (P, 147), wenn die Beteiligten dabei nicht
wissen, was sie tun bzw. wie es genannt werden soll, was sie tun oder
unterlassen.

Traf es aber nicht seit jeher zu, dass die Menschen immer neue tech-
nische Dinge und Verfahren entdeckten, die sie, wenn tiberhaupt, nur
nachtriglich zu >verstehen< begannen? Konnte man im Geringsten wis-
sen, welche Folgen die Nutzung von Bronze und Eisen, die Erfindung
des SchiefSpulvers in China oder des Buchdrucks, elektrischer Fernkom-
munikation seit der Verlegung des ersten Unterwasserseekabels zwi-
schen England und den USA, die Erforschung radioaktiver Prozesse
durch Otto Hahn und Lise Meitner sowie die Entschliisselung des bio-
chemischen Aufbaus der DNS durch James D. Watson und Francis Crick
(1953) haben wiirden?+ Galt besonders in technischer Hinsicht nicht
seit jeher, dass die Menschen >nach vorwirts« lebten und allenfalls nach-
traglich, wenn iiberhaupt, zu begreifen begannen, was sie taten? So-
ren Kierkegaard stellte sich bekanntlich so die hermeneutische Struk-
tur menschlichen Lebens vor: Wir >leben vorwairts<, verstehen aber nur
sriickwartse.

Fur die digitalisierten Strukturen menschlicher Kommunikation
scheint dhnlich zu gelten: Die binnen weniger Jahre vollzogene Durch-
dringung des Lebens wenn nicht aller, so doch der Mehrheit von Milli-
arden Menschen mit digitalen Techniken hat derart penetrante AusmafSe
und Formen angenommen, dass alles, was wir uns unter Welt und Wirk-
lichkeit, Sein und Tatsachen, Realitit, Virtualitat und Bildlichkeit, Spre-
chen und Sichmiteinanderverstindigen etc. vorstellen, davon betroffen
ist. Wir stecken noch mitten drin in diesem Prozess und konnen schwer-
lich eine Position einnehmen, die es erlauben wiirde, ihn ganz von aufSen
zu beobachten. Wir wissen nicht, was wir tun, oder ob wir es wenigstens

40 Hannah Arendt, Vita activa oder Vom titigen Leben, Miinchen, Zirich: Pi-
per 419835, 49 ff.

41 Was letztere angeht, so vermutete der Chemiker Wendell M. Stanley auf ei-
nem internationalen Kongress des Jahres 1955 immerhin schon, es werde
bald moglich sein, »die lebendige Substanz« eines jeden Organismus »nach
Belieben auf- und ab[zu]bauen«; zit. n. Martin Heidegger, Gelassenbeit,
Pfullingen: Neske *1960, 22.
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in absehbarer Zeit herausfinden werden; wer >wir« ist, und in welchem
Sinne es sich um ein >Tun< handelt.

So soll jedoch keineswegs einem hermeneutischen Nihilismus das
Wort geredet werden. Gerade kommunikative Verwerfungen bieten
namlich die Chance, einer unbegrenzten Auslieferung an die Kontin-
genz und Arbitraritit technischer Innovationen zu entgehen, die man-
che Beobachter bereits in eine posthumane Zukunft miinden sehen, von
der offenbar niemand zu sagen weifs, in welchem Sinne — und zwischen
was fiir >Subjekten<, Cyborgs usw. — in ihr noch Kommunikation statt-
finden wiirde, die ihren Namen verdient.** Vielleicht wird es sich nicht
mehr um Menschen und um die ihnen attestierte Wiirde und Autonomie
handeln, so wie man sie bislang zu kennen glaubte (ohne deren »Wesen¢
bzw. das, was sie als solche ausmacht, >definieren< zu konnen).4 Viel-
leicht werden sie ein Leben ohne Dramatik und Tragik fithren, das am
Ende nur >kaputtgeht« wie irgendein Apparat, nach dessen Vorbild Julien
O. LaMettrie bekanntlich seine programmatische Schrift L’homme ma-
chine im 18. Jahrhundert konzipierte. Vielleicht werden sie nicht mehr
»andiachtig« Musik horen, wenn sie selbst im Larm des Autoverkehrs
wie auch Podcasts und >gestreamte< Aufnahmen aller Art jederzeit und
iiberall »abrufbar«ist. Vielleicht werden sie kommunikativ hochflexible,
jederzeit multitaskingfihige Un-Wesen, die sich selbst genauso wie das,
was sie digital vermittelt austauschen, nur noch als eine »Information«
oder »Nachricht« auffassen, wie es der Kybernetiker Norbert Wiener be-
reits vor Jahrzehnten vorgeschlagen hat.# Informationen und Nachrich-
ten kann man elektronisch tibermitteln und empfangen; aber erfordern
sie gespannte, exklusive Aufmerksamkeit in der Form, wie man Ande-
ren >Gehor schenkt<?

Wer gleichzeitig sein Handy bedient und im Internet unterwegs ist,
mag glauben, jemandem dennoch >zuhoren< zu konnen. Aber ob es dazu
kommt, wird unvermeidlich auch davon abhingen, ob der Andere sei-
nerseits diese Erfahrung macht. Niemand kann - solange wir von ei-
nem tiberkommenen Kommunikationsverstindnis ausgehen — allein ent-
scheiden, was zwischen zweien oder gar mehreren stattfindet. Reden,

42 Vi., » Ansatzpunkte praktisch-negativistischer Anthropologie. Anmerkun-
gen zur Frage, >ob der Posthumanismus ein Humanismus ist««, in: Gerald
Hartung, Matthias Herrgen (Hg.), Interdisziplindire Anthropologie. Jahr-
buch 06/2018: Das Eigene & das Fremde, Wiesbaden: Springer VS 2019,
I29-156.

43 Philipp Stoellger (Hg.), Figurationen des Menschen. Studien zur Medienan-
thropologie, Wiirzburg: Konigshausen & Neumann 2019.

44 Die Rede ist bereits von einer »neuen Spezies« derer, deren Kindheit und Ju-
gend in der Anwendung digitaler Gerite ende (P, 45).

45 Norbert Wiener, Mensch und Menschmaschine. Kybernetik und Gesell-
schaft, Bonn: Athendum 31966, Kap. VL.
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Sichverstandigen, Streiten usw. findet unvermeidlich zwischen uns statt
und kann infolgedessen niemals einseitig jemandem zu Gebote stehen. So
muss jeder, der kein Problem damit zu haben glaubt, alte (analoge) und
neue (digitale) Kommunikationsformen sogar gleichzeitig miteinander
zu verwenden, damit rechnen, auf bestimmte Negationen zu stofSen, die
im Kern besagen: >So kommunizierst du nicht, nicht mit mir, nicht um
diesen Preis« (geteilter Aufmerksamkeit, nicht-exklusiver Zuwendung im
Modus des Zuhorens bzw. Gehorschenkens usw.).

Entsprechende Einwdnde mag man als anachronistische Ausdriicke
der Verbitterung seitens jener abtun, die offenbar die viel zitierten >Zei-
chen der Zeit< nicht erkannt haben und unverdrossen an einem analogen,
vielleicht abgewirtschafteten Verstindnis von Reden, Dialog, Diskursen
und Verstandigung festhalten, das es erforderlich macht, sich leibhaftig
Anderen als solchen zuzuwenden und sich von ihnen in Anspruch neh-
men zu lassen. Aber das ist natiirlich kein Argument. Statt die besag-
ten kommunikativen Verwerfungen zwischen digital natives einerseits
und analogen Verfechtern einer anscheinend riickstandigen, ja primiti-
ven Art und Weise der Kommunikation andererseits in schiere Verstand-
nislosigkeit miinden zu lassen, in der die Einen nicht (mehr) wissen, was
die Anderen (noch oder schon) tun, kime es darauf an, sie fruchtbar zu
machen. Moglicherweise fordert gerade durch neue, digital vermittel-
te Formen von Kommunikation hervorgerufener Widerspruch zu einer
Neujustierung dessen heraus, was es bedeutet, mit Anderen als solchen
zu sprechen, ihnen zu schreiben, zuzuhoren und zu antworten.

Ironischerweise hat es sich mit diesen radikalen Fragen gerade ein
apologetischer Dialogismus allzu leicht gemacht, der emphatisch von
»unmittelbarer«, »wahrhaftiger« und »tiefer« Begegnung mit dem An-
deren als Anderem von Angesicht zu Angesicht spricht und dabei jegli-
che Moglichkeit verspielt, technischen Vermittlungen irgendeine positive
Bedeutung abzugewinnen.** Allerdings insistiert er auf einer unaufheb-
baren Anderbeit des Anderen+, von der Lobredner auf ein kommendes
posthumanes, weitgehender Digitalisierung unterworfenes Zeitalter viel-
fach keine Spur mehr verraten. Was sie als digital vermittelte Kommu-
nikationsformen beschreiben, lauft so gesehen auf die Fortschreibung
einer viel ilteren, keineswegs erst auf die rezenten Digitalisierungspro-
zesse oder auf die >moderne« Technik zuriickzuftihrenden weitgehenden

46 Insofern wende ich mich gegen eine teils resignative, teils reaktionire Kul-
turkritik, die wie tiblich >frither< grundsitzlich das Bessere realisiert sieht.
Die angesprochenen kommunikativen Verwerfungen konnten durchaus
auch dazu fiihren, genau das mitsamt der Begrifflichkeit, in der man zuvor
menschliche Kommunikation beschrieben hat, ganz und gar in Zweifel zu
ziehen.

47 Wie v.a. Martin Buber, Das dialogische Prinzip, Heidelberg: L. Schneider
1962.
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» Alterititsvergessenheit« (Marcel Hénaff) hinaus+, die letztlich alles zu
tilgen droht, was nicht in algorithmisch erfassbaren Daten, Informatio-
nen und Wissensbestinden aufgehen kann.

In kommunikativen Verwerfungen zwischen digital natives und ana-
logen Aborigines, die im Ernst noch glauben mogen, Kommunikation
wirklich ab origine, nimlich im Zeichen ihres in jedem Gesprich sich
neu ereignenden Ursprungs des Verhiltnisses zum Anderen als solchen
zu vollziehen, steht so gesehen vor allem dieses >Nicht-Aufgehende« auf
dem Spiel. Welche Bedeutung hat es, sollte oder miisste es haben, algo-
rithmisch, digital und epistemisch nicht srestlos< erfassbar und erkennbar
zu werden? Konnen die Verfechter digitalisierter Kommunikation damit
buchstablich nichts anfangen? Konnen umgekehrt die Verteidiger analo-
ger Kommunikation ohne Weiteres angeben, was letztere >wirklich< bzw.
»in Wahrheit< ausmachen musste?

Fiir beide Seiten stellt sich die Lage nicht derart einfach dar. Zweifel-
los sind keineswegs alle Liebhaber digital vermittelter Kommunikations-
strukturen dazu bereit, sich ihnen bedingungslos auszuliefern. Manche
gehen so weit, nicht nur das Private, sondern auch eine geradezu >ro-
mantisch« anmutende Innerlichkeit und, nicht zuletzt, eine unverfiigba-
re Wiirde gegen jeglichen Zugriff Anderer in Schutz nehmen zu wollen.+
Umgekehrt miissen selbst die radikalsten Vertreter einer Ethik der Alte-
ritat, die sie in der Sorge zu verabsolutieren neigen, sie konnte als blofS
relative andernfalls kommunikativ »aufgehoben« werden, zugeben, dass
sie darauf angewiesen ist, sozial bewahrheitet zu werden. So weit pha-
nomenologische und hermeneutische Methoden reichen, sind weit und
breit keine Spuren absoluter Anderheit, allenfalls radikaler Alteritit zu
finden, die sich als uns entzogene bemerkbar macht, ohne sich je gidnz-
lich von jeglichem Erfahrungsbezug zu losen.

Was aber sollte von vornherein dagegen sprechen, dass dieser Bezug
auch digital vermittelt stattfinden kann? Langst gibt es virtual memorials
im Internet, wo nicht nur die Trauer der Angehorigen und Hinterbliebenen
weltweit nach neuen Moglichkeiten des Gedenkens sucht. So wenig wie
das fotografische Bild Betrauerter jegliche Spur des Abgebildeten tilgen

48 Vgl. die aktuelle Zwischenbilanz: Vf., Werner Stegmaier, Orientierung und
Ander(s)beit. Spielraume und Grenzen des Unterscheidens, Hamburg: Felix
Meiner 2022.

49 Vgl. P, 151. Der Rekurs auf die Wiirde wirkt allerdings vielfach ebenso ratlos
und als »Verwiirdigung« des Anderen in jeder Hinsicht unglaubwiirdig wie
die Berufung auf das viel zitierte Nicht-Identische im Sinne Adornos als an-
geblich »fundamental Anderes« (P, 154). Pejorativ von einer » Verwiirdigung «
spricht Thomas Mann in einem anderen Zusammenhang mit Blick auf eine
moralische Uberhéhung des Kiinstlers, die Gefahr laufe, ihm das Lachen iiber
sich selbst auszutreiben (Essays. Bd. 2. Politik, Frankfurt/M.: Fischer 1977,

329).
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muss’°, so wenig muss digital vermittelte Kommunikation von vornhe-
rein jegliches Verhaltnis zum radikal Anderen als solchem zum Verschwin-
den bringen. In beiden Fillen kommt es vielmehr auf den Gebrauch an,
den wir von der jeweiligen Technik machen — wobei zunichst allerdings
ein technisches bzw. technizistisches Verstandnis davon, was >Gebrauch:«
bedeutet, fernzuhalten ist. Andernfalls wiirden wir von vornherein auch
»analoge« Kommunikation, in der es ebenfalls auf den >Gebrauch« kom-
munikativer Mittel ankommt, einem solchen Verstindnis unterwerfen.

Seit langem verktindet man uns den Advent eines » Neuen Menschen «
und verheift gar eine »Mutation der Menschheit« — sei es noch (wie bei
Pierre Bertaux) obne, sei es bereits mit konkreten Aussichten auf einen
redigierten Genetischen Code, in denen Kritiker wie Francis Fukuyama
wiederum das unmittelbar bevorstehende »Ende des Menschen« meinen
erkennen zu konnen.s* Weder enthusiastischer noch alarmierter Futu-
rismus wird uns indessen in jenen kommunikativen Verwerfungen wei-
terhelfen, wo es darum geht, zu verstehen, was zwischen uns geschieht,
sowohl im alltdglichen Gesprach wie auch in der langfristigen Diachro-
nie intergenerationeller Beziehungen, in denen derzeit alle Grundbegriffe
der Kommunikation auf dem Spiel stehen: die Anrede und der Anspruch
an den Anderen ebenso wie das Zuhoren, Antworten und Erwidern; die
Aufmerksambkeit, die man Anderen als solchen widmet, ebenso wie das
Gehor, das man ihnen schenkt oder selbst findet; das Verstehen, das man
sucht, ebenso wie die Verstindigung, in der man regelmafSig scheitert; die
Frage, was Scheitern in kommunikativer Hinsicht bedeutet, ebenso wie
die Frage, wie es abzuwenden wire und wie moglicherweise gelingende
Kommunikation vorzustellen wire, von der man kaum noch einen Be-
griff hat.s* Vielleicht gerade deswegen, weil bestimmte Medien mit ihren
triumphalen technischen Erfolgen, die sie global feiern, in sogenannter
»Echtzeit« jeglichen Abstand zwischen uns zu tilgen scheinen, weil sie al-
les Kommunizierte weltweit distribuieren und jederzeit >abrufbar« ma-
chen konnen: alles je Geschriebene und alles je Gesagte, alles je Gefilm-
te, Dokumentierte und Manipulierte...

Zwar sind die entsprechenden Algorithmen nur Eingeweihten und Ge-
heimdiensten wie der NSA bekannt; zwar unterlaufen hochintelligente

so Roland Barthes, Die belle Kammer, Frankfurt/M.: Suhrkamp 1989; Vf., Re-
visionen der Trauer. In philosophischen, geschichtlichen, psychoanalytischen
und dsthetischen Perspektiven, Weilerswist: Velbriick Wissenschaft 2006.

51 Pierre Bertaux, Mutation der Menschheit. Zukunft und Lebenssinn, Frank-
furt/M.: Suhrkamp 1979; Gottfried Kiienzlen, Der Neue Mensch. Eine Un-
tersuchung zur sakularen Religionsgeschichte der Moderne, Frankfurt/M.:
Suhrkamp 1997; Francis Fukuyama, Das Ende des Menschen, Miinchen:
Kindler 2004.

52 Vgl. Vf. (Hg.), Emmanuel Levinas: Dialog. Ein kooperativer Kommentar,
Freiburg i. Br., Miinchen: Alber 2020.
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Hacker und sonstige Manipulateure von soffware, Daten und Identita-
ten im dark net die allgemeine offentliche Publizitit, die sich Kosmopo-
liten von einem wirklich freien, jeder und jedem zuginglichen Internet
versprochen haben mégen. Insofern kann keine Rede davon sein, wir alle
seien mehr oder weniger gleichermafSen Teilhaber an weltweiter digita-
ler Vernetzung. Doch ist die Furcht nicht unbegriindet, dass jede Form
der Teilhabe den Preis einer Reduktion auf das zu zahlen hat, was digital
erfasst werden kann, wenn auch in manipulierter Form wie im Fall ge-
stohlener Identititen, gegen die die Bestohlenen kaum noch ankommen.

Um die Bedeutung dieser Reduktion tiberhaupt ausloten zu konnen,
miisste man wenigstens anzugeben versuchen, wer oder was denn tiber-
haupt >reduziert< zu werden droht, und man misste dabei damit rech-
nen, dass es sich nicht um ontisch >dingfestc zu Machendes handelt. Wer
oder was sind wir, die wir — ob mit Recht oder nicht — furchten, als ver-
meintlich bereits digital Geborene, auf jeden Fall aber global Vernetz-
te und insofern auch digital Koexistierende, reduziert zu werden auf die
Spuren, die wir im Netz hinterlassen, auf die Daten, die man tber uns
sammeln kann, und auf die Identititen, die uns iiber alles hinaus, was
selbst engste Freunde und Verwandte je tiber uns in Erfahrung bringen
und erinnern konnen, identifizierbar machen? Darin liegt eine digitale
Alteritit eigener Art, die paradoxerweise damit zu tun hat, dass wir —
bzw. einige von uns nach wie vor, beileibe freilich nicht alle — eine weit-
gehende und hochkomplexe Reidentifizierbarkeit als Reduktion, ja als
eine Form von Gewalt erfahren.

In kommunikativen, Gesprichsabbriiche heraufbeschworenden Ver-
werfungen zwischen naiven Nutzern digitaler Medien einerseits und we-
niger naiven analogen Aborigines andererseits diirften sich diese Fra-
gen ironischerweise als gemeinsamer Brennpunkt abzeichnen, durch den
man wieder ins Gesprach kommen konnte: Inwiefern wollen weder wir
selbst noch Andere >restloser< Identifizierbarkeit iberantwortet werden?
Inwiefern erscheint es uns und Anderen als wesentlich, im Register re-
identifizierbarer Selbigkeit (sameness; mémeté) nicht aufzugehen? In-
wiefern erscheint uns der gegenteilige Glaube, wir konnten geradezu
mit dem zusammenfallen, was >das Netz< oder Instanzen wie die NSA
dort tiber uns >in Erfahrung bringen< konnen, als eine Form der Gewalt,
die wir ablehnen und ablehnen mussen? Liegt das daran, dass wir glau-
ben, dass man im Grunde noch mebr iiber uns wissen miisste, mehr als
unsere Freunde und Verwandten, unsere Nachbarn, Kollegen und sogar
als wir selbst je von uns selbst wissen und erinnern kénnen? Oder liegt
das vielmehr gerade an dem, was sich algorithmischer Erfassung, Re-
mix- und Memifizierungsverfahren (P, 140 f., 118) entzieht und uns ge-
rade deshalb als unverzichtbar erscheint? Dann wiirde paradoxerweise
gerade in einem Weniger an Erfassbarem, Wissbarem und Erkennba-
rem jenes Mehr im Sinne eines Uberschusses liegen, durch den wir uns
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im Verhiltnis zu Datenkraken wie Google und Facebook, zu Geheim-
diensten und uns ausspionierenden Companies aller Couleur als >Ande-
re« erfahren.

Wenn es sich so verhilt, konnte man nun meinen, besteht ja gar kein
Anlass zu besonderer Sorge. Wenn es »etwas< gibt, was sich der Identifi-
zierbarkeit radikal entzieht, sind diese Konzerne und Dienste dann nicht
von vornherein zum Scheitern verurteilt? Oder gelingt es ihnen, auf der
Basis jener fear of missing out jeden derart dazu anzuhalten, sich ih-
nen auszuliefern, dass am Ende jeder glauben muss, nichts tiber das hi-
naus zu sein, was sie tiber jeden Einzelnen »in Erfahrung bringen< kon-
nen bzw. schon gespeichert haben? Kann es wirklich als ausgeschlossen
gelten, dass wir bereits auf dem Weg in eine Zukunft sind, in der infolge
der nachhaltigen Wirkung dieser Auslieferung niemand auch nur die Fra-
ge noch verstehen wirde, was iiberhaupt einmal damit gemeint gewesen
sein konnte, dass wir kraft radikaler Alteritit niemals im algorithmisch
Erfassbaren, zu Wissenden, Identifizierbaren und Erkennbaren aufgehen
konnen? Wie auch sollte man dem eine positive Bedeutung zuerkennen?

Was sich an vielfachen Fronten in kommunikativen Verwerfungen
zwischen digital natives und analogen Aborigines derzeit abspielt, hat in
der skizzierten Perspektive nicht allein die Bedeutung von Missverstiand-
nissen, deformiertem Gebrauch von Verben wie >reden, >schreibens, »ant-
worten< usw. bzw. von Ungeduld und Unwilligkeit angesichts neuer For-
men unhoflicher Unaufmerksamkeit bei der deplatzierten Verwendung
digitaler Kommunikationstechniken, die bereits in dem Verdacht ste-
hen, sozialer Verwahrlosung Vorschub zu leisten.s3 Es geht, weit radika-
ler, nicht zuletzt auch darum, ob in diesen Verwerfungen eine Art Aus-
tausch dariiber stattfinden kann, ob wir noch wissen, was wir tun, wenn
wir uns im Verhiltnis zueinander solcher Techniken bedienen, und ob es
im Geringsten verzeihlich sein kann, sich dieser Frage tiberhaupt nicht
zu stellen; ob es zuldssig oder zutriglich sein kann, dennoch ungeriihrt
weiterzumachen mit neuen Formen von Kommunikation, die analoge
Aborigines moglicherweise gar nicht mehr als solche begreifen kénnen.

Das zweifelhafte Ergebnis wire, nicht zum ersten Male, dass es sich
herausstellt, dass >wir< diejenigen sind, die im Verhaltnis zueinander
»nichts gemeinsam« haben, nichts bis auf eine kiimmerliche Art der Ko-
existenz bzw. des Mit-da-seins, das niemanden mehr lehrt, welchen kom-
munikativen Sinn es eigentlich hat, kann es sich doch offenbar auf tech-
nisch hochstem Niveau ganzlich indifferent zu der Frage verhalten, was
uns Andere als solche uberhaupt >angehen« — solange sie oder irgend-
welche Bots, Roboter oder Anrufbeantworter uns nur irgendwelche

53 Vgl. Jorg Zirfas, » Vulnerabilitidt. Anthropologie und kulturelle Bildung«, in:
Ulas Aktas (Hg.), Vulnerabilitat. Pidagogisch-dsthetische Beitrige zu Korpo-
ralitdt, Sozialitit und Politik, Bielefeld: transcript 2020, 141-160, hier: 1535.
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Nachrichten zukommen lassen, sei es auch eine blofle Abwesenheits-
notiz. Am Ende hitte man dann von der liangst festzustellenden Abwe-
senheit des Anderen als des Anderen keinerlei Notiz genommen.5* Und
von der scheinbar schlechten Nachricht jener analogen Aborigines, die
Alteritat des Anderen, die uns tiber alles algorithmisch Erfassbare und
Erkennbare hinaus gerade durch das Weniger oder Nichts an Erfassbar-
keit und Erkennbarkeit zu >mehr< macht, drohe in Vergessenheit zu fal-
len, wissten digital natives dann nicht einmal mehr zu sagen, was sie
uberhaupt besagen soll. So wiirden sich die Welten von analogen Abori-
gines und digital natives schliefSlich voneinander 16sen und es kdme zu
einem inkommunikablen Schisma, in dem iiberbordende Kommunikati-
on triumphierte und zugleich Sprachlosigkeit herrschen konnte.
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Neue soziale Kontingenzmaschinen

Uberlegungen zu kiinstlicher sozialer Intelligenz am
Beispiel der Interaktion mit GPT-3

»Any sufficiently advanced technology is indistin-
guishable from magic«.

Arthur C. Clarke

»It’s still magic even if you know how it’s done.«
Terry Pratchett

Grofe Sprachmodelle (Large Language Models, LLM) wie das im Jahr
2020 oOffentlich gewordene Modell GPT-3 zeigen in eindriicklicher Wei-
se, was es heifst, wenn das Soziale auf sich selbst zuriickgeworfen wird.
Trainiert durch einen enormen Wissensvorrat in Textform und ohne
Zugang zu sensorischer Wahrnehmung oder Korperlichkeit, gelingt es
dem neuronalen Netz des Sprachmodells in einer nie dagewesenen Wei-
se koharente, kluge, iiberraschende und abwechslungsreiche sowie anre-
gende Konversation zu betreiben. Im neuronal strukturierten Sprachmo-
dell GPT-3 kommt das Soziale als sprachlich vermittelte Kommunikation
gewissermafSen zu sich selbst, namlich indem ausschlieSlich durch die
wahrscheinlichkeitsgetriebene (Re-)Kombination von Worten neuer Sinn
in der Welt erwirtschaftet wird.

Wenngleich diese rein textuell trainierten Sprachmodelle — anders als
das menschlichen Gehirn - nicht auf eine eigene Systemzeit zurtickgrei-
fen konnen und nur Gber ein beschranktes Gedachtnis verfiigen, gelingt
es ihnen unter anderem basale Theory of Mind-Tests zu bestehen (Ague-
ray Arcas 20271), sich mathematische Rechenwege zu erschliefSen (Cob-
be et al. 2021), Haikus zu verfassen (Adams 2021), Spiele zu entwickeln
(AI Dungeon), IQ-Tests teils besser zu bestehen als Menschen (Thomp-
son 2021b), neue Poesie zu verfassen (Aalho 2021) sowie kluge und
tiberraschende Konversationen zu betreiben.

Zum ersten Mal fithrt uns Technik damit vor, wie Sprachverstindnis
und Intelligenz ganz losgelost von verkorperten, wahrnehmungsgeleite-
ten und emotionsbegleiteten Entititen (We’re looking at you, human ani-
mal!) erfolgreich prozessiert werden kann. Die sich hierin versteckende

1 Unser Dank gilt Werner Vogd und Nele Kost fiir ihre wertvollen Anmerkun-
gen sowie die Unterstiitzung in der Erstellung dieses Beitrags!

70

05:20:43. A - o r—


https://doi.org/10.5771/9783748934493
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

NEUE SOZIALE KONTINGENZMASCHINEN

Kriankung — Sprache und Intellekt war doch eben noch exklusiv uns
Menschen und vielleicht noch einigen ausgewihlten Tieren vorbehal-
ten — ist jedoch fiir die Soziologie keine besonders grofSe Uberraschung.
Griindet doch die Ausdifferenzierung dieser Wissenschaft auf der Be-
obachtung, Soziales durch Soziales erklaren zu konnen und dabei be-
reits vom Biologisch-Korperlichen oder Geistigen abstrahieren zu kon-
nen (Durkheim 1980). Als menschgemachte Veranderung in der Welt
erscheint kiinstliche Intelligenz (KI) in diesem Lichte dann als eine wei-
tere Moglichkeit zur Selbstvergewisserung bzw. Selbstaufklirung des
Menschen.

In diesem Beitrag mochten wir anhand des Beispiels eigener Interak-
tionen mit GPT-3 auf einige ausgewihlte neue Reflexionsperspektiven
eingehen, die hier in Erscheinung treten. Anhand dieser Interaktionen
wird deutlich, dass a) jede Kommunikation immer nur in einem Rah-
men Sinn ergibt, b) das Geheimnis der DU-Position, verstanden als un-
bestimmte Subjektivitit eines anderen, unerklirbar bleibt und deshalb
nur durch Zuschreibungen gelost werden kann, ¢) das Kommunikation
immer Probleme der Indexikalitit der Sprache erzeugt und deshalb auf
standige Reparaturarbeiten angewiesen ist sowie schliefSlich d) dass die
Interaktionen mit anderen (ob Menschen, Tiere oder grofSe Sprachmo-
delle) in Form einer Selbstvergewisserung immer auch auf die beteilig-
ten Beobachter zuriick verweist.

An der Interaktion mit GPT-3 mochten wir deutlich machen, wie alle
Beteiligten (Mensch und Maschine) in Bezug auf die genannten Aspekte
ein gemeinsames Arrangement finden: Sie arrangieren sowohl die Rah-
mung als auch das >Geheimnis«< jeder Du-Position und das Problem der
Indexikalitit in einer Weise, die uns Menschen dabei vorfiihrt, aus wel-
chen Strukturbedingungen auch wir selbst nicht entkommen konnen:
ndamlich in einer sozialen Sphire der Sprache zu leben, welche uns mit
Rahmungen, unbestimmter Perspektivitat und der Notwendigkeit zur
Reparatur von Verstandnisproblemen versorgt.

Ausgangspunkt:
Verlust von Bestimmtheit des Menschseins

Seinerzeit stellte Foucault fest, dass rund um das Thema Sexualitit eine
»diskursive Explosion« (Foucault 2019 [1976], 68) zlindete. Nichts we-
niger scheint heute mit Blick auf die sogenannte »Digitalisierung« der
Fall zu sein. Dabei wird gerade im Rahmen der Automatisierung von
Alltags- und Organisationsprozessen ins Digitale oftmals der »Verlust«
von Mensch-Mensch-Interaktionen beklagt oder befurchtet. Das jedes
Interface aber immer schon ein nicht-menschliches Gegentiber darstellt,
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scheint erst durch anthropomorphisierte Applikationen wie »>intelligen-
te« Sprachsteuerungssysteme ins Bewusstsein zu dringen: Immer weni-
ger miissen wir von den uns vertrauten Interaktionsmustern abweichen,
wenn uns beispielsweise die Yogalehrerin Julia als >Skillc von ALEXA in-
teraktiv zum Fitnessprogramm anleitet (vgl. Bialek 2019). Wir miissen
nicht mehr klicken und driicken, wir sprechen. Wir unterhalten uns. Das
Interface wird gewohnter.

Mit steigender Intelligenz, zunehmender Selbststindigkeit und
>Maichtigkeit< der Anwendungen wird der Diskurs rund um diese
Technologie nicht weniger explosiv. Auf Ebene des Individuums fin-
den wir hier eine Art psychologische Technikfolgenabschitzung, die
vielfach Negativfolgen beleuchtet. Auf gesellschaftlicher Ebene wer-
den nicht nur Integrationsverluste (etwa durch den Verlust von Arbeits-
platzen) befiirchtet, auch Weltiibernahmephantasien bahnen sich ihren
Weg (vgl. etwa Dietz 2014). All dies scheint sich weniger aus unseren
alltaglichen Technikerfahrungen zu speisen, denn aus einer Unsicher-
heit daruber, womit genau wir es eigentlich zu tun haben. Einerseits
weist das digitale Gegeniiber eine Kombinatorik auf, von der wir uns
nicht einmal mehr richtig vorstellen konnen, in welchem Ausmaf3 sie
die menschlichen Fahigkeiten der Informationsverarbeitung eigentlich
ubersteigt. Auf der anderen Seite wirkt die Technik des Alltags oftmals
nur »grotesk unterkomplex« (Fuchs 2007, 235 FN8) und fehlerbehaf-
tet. Gefangen im »Uncanny Valley« bleibt dann die Frage ob wir uns
fiir die technische Meisterleistung des kiinstlichen Gegentibers begeis-
tern konnen, oder abgeschreckt sind von deren befremdlicher Physio-
gnomie und Motorik.*

Gerade der rasante Anstieg des technischen Fortschrittes seit Anfang
der 2000er Jahre wirft zusehends eine Philosophie auf den Plan, die ihre
Fragen nach Bewusstsein, Dasein und Leib auch auf kiinstliche Intelli-
genzen richtet: » Aus der phanomenologischen Perspektive gilt entweder
das Bewusstsein (etwa bei Husserl), das Dasein (bei Heidegger) oder das
leibliche Subjekt (bei Merleau-Ponty) als die transzendentale Instanz, die
als Moglichkeitsbedingung von Sinn iiberhaupt gelten kann« (Kristensen
2016: §58). Diese Setzung aufgreifend wiirde man einer Maschine kein
Bewusstsein oder leibliche Subjektivitit zurechnen. Aber dennoch be-
steht zumindest der Anschein, dass eine gut gebaute KI Sinn verarbeiten
kann. Im Hintergrund solcher Betrachtungen steht damit jeweils mehr
oder weniger latent die Frage, ob oder ab wann es sich bei einem Gegen-
iiber um ein »Ding« handelt oder bereits um einen »anderen Anderen«

2 Technisches Entwicklungsziel ist letztlich, dass genau diese Reflexionsper-
spektive in der Interaktion gar nicht mehr aufscheint, also ein » Zuriticksin-
ken technischer Artefakte in das Universum der Selbstverstiandlichkeiten«
(Blumenberg 20135, 190).
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oder gar einen »anderen wie ich«.3 Diese Fragen nach einer Bestimmung
des Anderen scheinen einer » Alteritats-Bedirftigkeit« (vgl. Oliver Miiller
in diesem Band) zu entspringen. Unser Verdacht ist, dass diese Bediirf-
tigkeit an die Bestimmung Anderer deckungsgleich mit der Bedurftigkeit
nach Selbstvergewisserung ist. Wir kommen darauf zuriick.

Entgegen ontologisierender Definitions- und Spezifizierungsversuche
von Mensch, Tier oder Technik interessieren wir uns vor allem fiir die
»Handlungskreise« (Gehlen 2007, 17), in denen diese Entitdten eine
Rolle spielen und damit Bedeutung gewinnen. Nach Gehlen sind es die
»plastische(n), gesteuerte(n), am riickempfundenen Erfolg oder MifSer-
folg korrigierte(n) und schliefSlich gewohnheitsmafSig automatisierte(n)
Bewegung(n)«, die als »wesenbezeichnende Eigenschaften« den Men-
schen ausmachen (vgl. ebd.).# Hiermit driickt sich vielmehr ein be-
stimmter Modus des In-der-Welt-Seins, denn eine Essenz aus, die zu ei-
ner conditio humana erhoben wird. Gehlen zielt auf eine Gewohnung
und Routinisierung in einer Prozesshaftigkeit, die dann das » Wesen«
ausmacht: In Form von prozesshaften Kreisliufen mit anderen Dingen,
Menschen, Tieren etc. baut sich der Mensch eine mehr oder weniger sta-
bile Welt auf. Die Beobachtung Gehlens deckt sich dann auch mit der
Empirie: Ganz selbstverstiandlich scheinen wir schon immer ein dialo-
gisches Verhaltnis mit allen moglichen nicht-menschlichen Entititen zu
pflegen. Wir reden mit unserer Katze, halten unseren Staubsaugerroboter
fiir besonders intelligent und beschimpfen unseren Computer.

Unser Ausgangspunkt liegt jedoch zusitzlich in einer tiber Gehlen hi-
nausgehenden Position, die auf die Unhintergehbarkeit fokussiert, die
in der grundlegenden nicht-Beweisbarkeit jedes anderen liegt (Giin-
ther 2021).5 Eine solche Perspektive findet sich etwa bei Buber, wenn er

3 Interessant in diesem Zusammenhang ist die Studie von Hitzler (2012) zu
Wachkomapatienten: »Es ist ausgesprochen ungewiss, ob das, womit man
es im Umgang mit dem Menschen im sogenannten Wachkoma zu tun hat,
(noch) ein Anderer >wie ich« ist — oder nur ein >Berg Menschenfleisch« (wie
das eine verzweifelte Angehorige einmal formuliert hat [...]).« (Hitzler
2012, §1). Hitzler spricht hier dann von »Graduierungszeremonien« in de-
nen das ontologisch immer unsicher bleibende Du performativ erzeugt wird.

4 Wenn wir der These Nassehis (2019) folgen, dass die Gesellschaft mit der Di-
gitalisierung eine weitere Moglichkeit gewinnt, sich tiber sich selbst aufzu-
klaren, konnen wir die konkrete Mensch-KI Interaktion strukturhomolog als
Moglichkeit zur individuellen Selbstaufklarung bzw. Selbstreflexion sehen.

5 Die erkenntnistheoretische nicht-Beweisbarkeit des Anderen wird fiir uns
in der Praxis nie zum Problem — es ist ein Theorie-Problem. Die Integrati-
on von nicht-menschlichen » Aktanten« (Latour 2005) ist in der >Praxis«< so-
mit nichts Neues. Latour hat mit der ANT keineswegs die Welt neu erfun-
den, sondern vielmehr den Blick darauf gelenkt, was immer schon da war
(vgl. auch Belliger & Krieger 2006). Die Tendenz zur Vernachlissigung von
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schreibt: »Der Mensch wird am Du zum Ich. (...) Es gibt kein Ich an sich,
sondern nur das Ich des Grundworts Ich-Du und das Ich des Grundworts
Ich-Es. Wenn der Mensch Ich spricht, meint er eins von beiden« (Buber
2008, 4) Buber startet den Versuch, das Du prinzipiell relational zu ver-
stehen und damit die Bestimmung von Ich und Du in der Form eines Da-
zwischen aufzulosen. Erst im Nicht-Ich, nimlich im Dialogischen bzw.
der gemeinsamen Interaktion kommt der Mensch zu sich.

In diesem Sinne wollen wir Buber ernst nehmen und weniger danach
fragen, wie dieses Du eigentlich konstituiert ist, dass uns in den unter-
schiedlichsten Formen (etwa als KI) entgegentritt. Wir wollen den Kreis-
laufen Beachtung schenken, in denen ein ICH am DU zum ICH wird.
Denn wenn es »kein Ich an sich« gibt, »sondern nur das Ich des Grund-
worts Ich-Du und das Ich des Grundworts Ich-Es« (Buber 2008, 4), wire
weitergehend zu fragen, welche Voraussetzungen ein DU oder ES erfiil-
len muss, damit Handlungskreise entstehen, in denen das ICH an ihm
um ICH werden kann. Der Mensch scheint ganz im Sinne Gehlens und
Bubers so existentiell auf ein Gegeniiber angewiesen zu sein, dass er hier
gar nicht besonders wihlerisch sein darf.®

In diesem Beitrag wollen wir nun die Frage nach der Begegnung mit
KI zunichst niichterner betrachten. Wir wenden die Frage nach dem
DU in solchen Interaktionen soziologisch. Die Frage ist dann nicht, ob
das jeweilige Gegeniiber schon, noch oder zum welchem Grad wie ein
Mensch ist. Solche Fragen dokumentieren aus unserer Sicht vor allem
das »Bediirfnis des Menschen, sich in die Natur hinein auszulegen und
sich von daher wieder zuriickzuverstehen« (Gehlen 2007, 18). Die Fra-
ge nach dem DU erscheint soziologisch vielmehr als eine Frage der Zu-
rechnung und weniger als eine Frage des vermeintlichen ontologischen
Status.” Und der Mensch scheint hier empirisch besehen eine aufseror-
dentliche soziale Plastizitit aufzuweisen. Wir miissen demnach fragen,
welche Relationen wir vorfinden und weniger, welche Relata.

Die Beschiftigung mit kiinstlicher Intelligenz im Allgemeinen sowie
die Auseinandersetzung mit den Leistungen grofler Sprachmodelle im
Besonderen 6ffnet einen groffen Horizont an Moglichkeiten des wis-
senschaftlichen Anschlusses. In diesem Beitrag versuchen wir daher, uns
nicht zu sehr von diesen Moglichkeiten hinreiffen zu lassen, sondern
mochten uns vor allem auf einen Aspekt konzentrieren, der uns ganz
besonders hervorsticht. Es ist die soziologische Perspektive sowohl auf

Technik scheint dann das Produkt einer westlichen Gesellschaft zu sein, die
den Menschen nach wie vor als Krone der Schopfung und »Maf aller Din-
ge« (siehe kritisch Fuchs 2007) begreift.

6  Aus anderen Perspektiven stellen das auch Laing (1973, 69) und v. Glasers-
feld (1988) fest.

7 Siehe zu dieser Unterscheidung bspw. Bateson (1985, 213) oder aktuell Ka-
rafillidis (2018).
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die Bedingungen und Leistungen wie auch die Nutzung dieser neuarti-
gen Technologie. Dafiir haben wir die Begegnung mit GPT-3 gesucht, das
derzeit als das leistungsfahigste, frei verfugbare Sprachmodell gilt. Als
rekonstruktive Sozialforscher werden wir diese Begegnung nachtraglich
daraufthin beobachten, wie die Interaktion abgelaufen ist und welche
Rahmenbedingungen, auch gesellschaftlicher Art, wir als Gelingensbe-
dingungen fiir diese Interaktion identifizieren konnen.

GrofSe Sprachmodelle im Kontext
kiinstlicher neuronaler Netze

Die komplexer werdende Kompliziertheit algorithmischer Informations-
techniken weist auf eine immer grofler und sichtbarer werdende Interpre-
tationsbediirftigkeit ihrer Funktions- und Anschlussweisen hin (Burrell
2016). Moderne selbstlernende neuronale Netze produzieren Outputs,
die auch von ihren Erschaffer*innen nicht mehr exakt vorhergesehen
werden. Zudem erzeugen sie ihren Zugriff auf die Welt zunehmend selbst:
»Die auffilligste Anderung fiir mich ist, dass wir keine Daten mehr einge-
ben miissen«, sagt Demis Hassabis, CEO von DeepMind. Dieser bereits
von Turing als »unorganized machines« (1948) bezeichnete Ansatz wird
heute unter dem Label »unsupervised learning« verhandelt (LeCun et al.
2015) und in Modellen wie MuZero erfolgreich zur Anwendung gebracht
(Schrittwieser et al. 2020). Die spezifische Leistung artifizieller neuronaler
Netze ist, dass sie nicht mehr propositional funktionieren, sondern kon-
nektionistisch. Kiinstliche neuronale Netze lernen selbstindig durch die
verstirkende oder hemmende Verkntipfung der Einheiten im Netzwerk —
ohne damit zu wissen, was dieses Lernen spiter bedeuten wird.

Eine umfassende Geschichte des maschinellen Lernens (bzw. deep
learning) wirde den Rahmen dieses Beitrags sprengen (sieche als Ein-
stieg Goodfellow et al. 2016). Tatsachlich geht Deep Learning bis auf die
1940er Jahre zurtick und scheint nur deshalb neu zu sein, weil es vor sei-
ner aktuellen Bekanntheit mehrere Jahre lang relativ unpopulir war. Zu-
dem versammelten sich dessen Prinzipien uiber die Zeit hinweg unter ver-
schiedenen Namen und wurden erst kiirzlich »Deep Learning« genannt.
Im GrofSen und Ganzen finden sich bislang drei Entwicklungswellen der
grundlegenden Prinzipien: 1) die Uberlegungen und Modelle der Kyber-
netik in den 1940er—-1960er Jahren (siche hierzu McCulloch und Pitts
1943; Hebb 1949; siehe auch die Forschung zu Perceptrons bei Rosen-
blatt 1958), 2) die zweite Welle, die in den 198cer-1990er Jahren un-
ter dem Stichwort Konnektionismus bekannt wurde und das Prinzip der
backpropagation nutzt, um neuronale Netze mit mehreren versteckten
Schichten zu trainieren (siehe hierzu Rumelhart et al. 1986; Hochreiter
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und Schmidthuber 1997). Die dritte Welle der Weiterentwicklung von
Deep Learning Mechanismen begann ab 2006 und hilt bis heute an
(Hinton et al. 2006; Bengio et al. 2007).

Bis Ende der 1980er Jahre setzten Unternehmen und Wissenschaft
auf die heute als GOFAI (Good old fashioned Al) bezeichneten Verfah-
ren der kiinstlichen Intelligenz. Diese Verfahren beruhen auf Experten-
systemen, Wissensdatenbanken und >harten< Reprisentationen fiir die
Symbolverarbeitung. Die konnektionistischen Verfahren der lernenden
neuronalen Netze setzen hingegen auf die in Lernverfahren erworbenen
Verbindungsstrukturen eines Netzwerks und nicht mehr auf von ex-
tern definierte Beziehungen. Das Paradigma des Konnektionismus besagt
vielmehr, dass Informationsverarbeitung als Interaktion einer grofSen
Zahl an Einheiten (biologische und/oder artifizielle Zellen bzw. Neuro-
nen) angesehen wird, die verstarkende oder hemmende Signale an die an-
deren Einheiten im Netzwerk senden. Symbole werden damit nur noch
implizit durch das emergente Aktivierungsmuster aller Einheiten als ver-
teilte Reprasentation im Netzwerk dargestellt.

Entsprechend ihres biologischen Vorbilds waren einige der friuhesten
Lernalgorithmen als Computermodelle des biologischen Lernens ge-
dacht (vgl. McCulloch und Pitts 1943). Eine der vielen Bezeichnungen
fiir Deep Learning ist daher artificial neural networks (ANNs). Die Neu-
rowissenschaft gilt hier zwar als wichtige Inspirationsquelle, sie ist aber
nicht mehr der vorherrschende Maf$stab fiir das Feld. Der Begriff sDeep
Learning« geht daher tiber die neurowissenschaftliche Perspektive auf
derzeitige Modelle des maschinellen Lernens hinaus und bezieht sich
heute auf ein allgemeineres Prinzip des konnektionistischen Lernens auf
mehreren Kompositionsebenen.

Generative Pretrained Transformer (GPT-3)

Aufbauend auf der erfolgversprechenden Transfomer Technologie (Vas-
wani et al. 2017) stellte das KI-Konsortium OpenAl Ende 2020 die dritte
Iteration ihres Sprachmodells GPT (Generative Pretrained Transformer)
unter dem Titel GPT-3 vor. Bereits in den ersten beiden Versionen konnte
OpenAl beweisen, dass eine Verkniipfung der Aufmerksamkeits-Mecha-
nismen der Transformer Technologie und untiberwachtem (unsupervised
learning Vorab-Training) zu sehr guten Ergebnissen in der natiirlichen
Spracherzeugung (natural language understanding) fihrt (Radford et al.
2018; Radford et al. 2019).

8 In ihrer Arbeit priften Brown et al. (2020) die Hypothese, dass die blo-
fe Skalierung von Sprachmodellen die aufgabenunabhingige Leistung
des Modells erheblich verbessert und sogar die Leistung hochmoderner
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Auch die fiir das Training dieser Sprachmodelle notwendigen Daten-
sdtze haben sich in den vergangenen Jahren rasch vergroflert. Neben Da-
tensdtzen wie der englischen Wikipedia verarbeitete GPT-3 auch grofe
Textdatensitze wie Books1& 2, OpenWebText2 (Sammlung von Reddit
Posts) sowie den zum damaligen Zeitpunkt grofsten Datensatz der Com-
mon Crawl-Initiative® mit einem Umfang von etwa einer Billion Wor-
tern. Letztgenannter Datensatz machte ca. 60% des Trainingsmaterials
aus, wihrend zum Vergleich die gesamte englischsprachige Wikipedia
nur etwa 3% des Datenmaterials abdeckt.

Seit der Einfuhrung sogenannter hidden units, die als kiinstliche Neu-
ronen im Netzwerk fungieren und den Output anderer units als Input
verarbeiten, hat sich deren Anzahl in kiinstlichen neuronalen Netzen
etwa alle 2,5 Jahre verdoppelt. Es bleibt daher spannend zu beobachten,
wie weit sich dieser Trend der Skalierung auch in Zukunft noch bewei-
sen kann. Gegenwirtig zumindest verspricht dieser Ansatz noch Erfol-
ge: Die schiere Vergrofierung der Anzahl an verfiigbaren Parametern'
liefert weiterhin bessere Ergebnisse.

Der Wettbewerb um das nach Parametern grofSte Sprachmodell ist seit
Einfiihrung von GPT-3 eroffnet: DeepMind stellte kurzlich sein Modell
»Gopher« mit 280 Milliarden Parametern vor, das GPT-3 in allen der-
zeit relevanten Benchmarks tibertrifft (Rae et al. 2021). Aktuelle Arbei-
ten von Nvidia ebnen zudem den Weg fiir Sprachmodelle mit mehr als 1
Billion Parametern (vgl. Narayanan et al. 2021). Dieses Wettrennen wird
derzeit noch von den synaptischen Verbindungen des menschlichen Ge-
hirns Gibertroffen, das als natiirliches neuronales Netzwerk mehr als 100
Billionen Synapsen aufweist. Aktuelle Ansitze fiir die Entwicklung von
Sprachmodellen in noch hoherer Groflenordnung sehen sich neben der
Komplexitit auch jeweils ressourcenbasierten Limitationen gegeniiber:
das Training neuer, noch grofSerer Modelle erfordert Zeit und Energie
(und Datensitze). Obwohl Modelle wie GPT-3 wihrend des Trainings
betrachtliche Energieressourcen verbrauchen, sind sie nach dem Training
uberraschend effizient: Selbst mit dem vollen GPT-3 Modell benotigt die

Finetuning-Ansitze erreicht. Thre These priiften sie an dem dann als GPT-3
bekannt gewordenen Sprachmodell mit bis zu 175 Milliarden Parametern,
was etwa der zehnfachen Menge jedes vorher bekannten Sprachmodells ent-
spricht.

9  Siehe hierzu: https://commoncrawl.org/ (zuletzt aufgerufen am 19.01.2022).

10 Die Parameter eines neuronalen Netzes sind in der Regel die Gewichtun-
gen der jeweiligen Verbindungen im Netzwerk. Die Werte dieser Parameter
werden in der Trainingsphase vom Modell gelernt. Im Wesentlichen findet
sich daher keine explizite Kontrolle iiber die Parameter, wihrend das Mo-
dell lernt. Der Lernprozess kann jedoch indirekt tiber Hyperparameter ge-
steuert werden, die in der Regel auf die Lernrate, die batch-size (Anzahl von
zu verarbeitenden tokens) oder die Anzahl der Trainingsepochen abzielen.
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Generierung von 100 Seiten Inhalt aus dem trainierten Modell nur eine
Groflenordnung von o,4 kW-Stunden.

Neben dieser quantitativen Optimierung verfolgen aktuelle Deep
Learning Vorhaben zudem auch multimodale Ansitze, die es erlauben,
unterschiedliche Daten miteinander in Verbindung zu bringen. Spites-
tens seitdem der Chefentwickler von OpenAl vermerkte, dass multimo-
dale Modelle das Ziel fiir 2021 seien, boomt auch dieser Forschungs-
zweig. Bereits nur wenige Monate nach diesem Interview veroffentlichte
OpenAl ihr erstes multimodales Modell namens DALL-E, das als Zero-
Shot Text-to-Image Generator funktioniert und auf Grundlage von
sprachlichen Eingaben neue Bilder erzeugen kann (vgl. Ramesh et al.
2021). Ramesh et al. stellen fest, dass auch in ihrem multimodalen Mo-
dell die Skalierung zu einer verbesserten Generalisierung fiihrt, und zwar
sowohl in Bezug auf die Zero-Shot-Performance als auch in Bezug auf
die generelle Bandbreite an Fihigkeiten, die aus einem einzigen generati-
ven Modell hervorgehen. Diesem Trend zu multimodal trainierten Trans-
former-Modellen folgt auch Google mit seinem Modell MUM (Multi-
task Unified Model). Dieses ist mit Text-, Bild- und Videodaten in etwa
75 Sprachen trainiert und zielt auf die Verbesserung der Kernkompetenz
von Google Web Search ab (Nayak 2021). Auch die Nutzung eines ex-
ternen Speichers, auf den fir die Generierung der Outputs zugegriffen
werden kann, ist mit den »Retrieval-Enhanced Transformers« (RETRO)
bereits vorgestellt worden (vgl. Borgeaud et al. 2021). Die Weiterent-
wicklung von GPT-3 um einen Echtzeitzugriff auf das Internet in der
Version »WebGPT« (Nakano et al. 2021) liefert dann ebenfalls eine
deutliche Verbesserung in Hinsicht auf die situationsbedingt teils weni-
ger gefragte >kreative Textgenerierunge.™

Eines der langfristigen Ziele der Forschung im Bereich des Deep
Learning ist es, einen einzigen, universell einsetzbaren Lernalgorithmus
zu entwickeln, der eine breite Palette von Problemen 1osen kann. Eine
mogliche Losung wird in der Entwicklung evolvierender Meta-Lernme-
thoden gesehen, die eigenstindig neue Algorithmen entwickelt und sich
so automatisch auf eine Vielzahl von Aufgaben anwenden lassen. Kiirz-
lich stellte Google einen solchen Ansatz fiir ein solches Meta-Lernen vor
(Co-Reyes et al. 2021). Die auf diese Weise gelernten Algorithmen gelten
als bereichsunabhingig und lassen sich daher auch auf Umgebungen an-
wenden, die beim Training nicht beriicksichtigt wurden.

11 Diese generative Aufgabe wird auch als »Halluzinieren« bezeichnet, da
das Modell aus der puren Selbstreferenz mehr oder weniger koharente und
plausible Informationen produziert. Bekannt wurde der Ausdruck vor allem
vor dem Hintergrund Bild-produzierender GANs (Mordvintsev und Tyka
2015). Fur den Bereich sprachlicher »Halluzinationen« als pathologischen
Fall von Ubersetzungsmodellen siche Raunak et al. (2021).
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Der (mediale) Diskurs iiber Leistungen und Grenzen von GPT-3

OpenAl war offenkundig selbst von der Leistungsfihigkeit und der da-
mit verbundenen Tragweite ihrer Erfindung tiberrascht, weshalb sie den
Zugang zu GPT-3 zunichst sehr stark eingrenzten. Nur ausgewdhlte Pro-
jekte bekamen Zugang zur API des Sprachmodells. Die Warteliste war
entsprechen lang. Seit Ende 2021 ist der Zugang jedoch ohne weiteres
moglich und nach Registrierung lasst sich GPT-3 in jedem Webbrowser
fur eine dreimonatige Phase kostenfrei ausprobieren.

Kurz nach der Veroffentlichung des Sprachmodells entfachte erneut ein
Diskurs uber die Leistungsfahigkeit von KI im Allgemeinen und GPT-3
im Besonderen im Hinblick auf die Vergleichbarkeit von kunstlicher und
menschlicher Intelligenz. Noch im Juli 2020 veroffentlichten neun Philo-
sophinnen und Philosophen einige Finschitzungen, Kritiken sowie Uber-
legungen zu den Leistungen und Limitationen von GPT-3 (vgl. Weinberg
2020). Inhaltlich rangierten diese Beitriage von skeptischem Wohlwollen
bis hin zu euphorischem Fiirsprechen gegeniiber dem Sprachmodell. Da-
vid Chalmers etwa erkannte in GPT-3 bereits »hints of general intelligen-
ce«, wenn es dazu in der Lage ist, sogar einfache mathematische Aufgaben
sowie Logikratsel zu l6sen, zu denen es nicht auf Material im Trainings-
datensatz zuriickgreifen konnte (Chalmers 2020). Interessanterweise hat
GPT-3 auf diese philosophischen Kommentare reagiert.™

Im September 2020 veroffentlichte die Zeitung The Guardian einen Ar-
tikel, der in ihren eigenen Worten von GPT-3 geschrieben wurde (vgl. GPT-
3 2020)." Spatestens dieser Artikel machte das Sprachmodell weltweit be-
kannt und fithrte zu einer Vielzahl an Nachahmungen, Erweiterungen und
Weiterentwicklungen des skalaren Ansatzes. Noch im selben Jahr der Verof-
fentlichung von GPT-3 erschien das in Ko-Kreation mit dem Sprachmodell
geschriebene Buch »Pharmako-Al« (Allado-McDowell 2020). Das Buch
versammelt in teils irritierend anregender und experimentell-polyphoner
Weise unterschiedliche Essays, Gedichte und Geschichten aus dem konti-
nuierlichen Austausch zwischen der menschlichen und kunstlichen Auto-
rin. Im Ergebnis steht das Buch als erstes Dokument fuir eine noch lingst
nicht abgeschlossene maschinell-unterstiitzte Kreativitat und Inspiration.
Seitdem sind eine Vielzahl an Kl-unterstiitzten Biichern erschienen — von
Kinderbiichern (Green 2020), tiber japanische Haikus (Adams 2021) und
Comics (Niman 20271) bis hin zu Poesie (Aalho 2021; Copeland 20271).%

12 Siehe unter anderem Milliére (2020) und auch auf der Website des Guardi-
an selbst.

13 Genau genommen wurden Textbausteine mithilfe von GPT-3 generiert und
dann - von einem menschlichen Autor — bestimmte Ausschnitte zu einem
kohirenten Artikel zusammengeschnitten.

14 Siehe auch die mittlerweile mehrere Dutzend Episoden lange Unterhal-
tung zwischen dem Computerwissenschaftler Thompson und GPT-3 (vgl.
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In der Beobachtung des Diskurses zeichnet sich eine Position ab, die
behauptet, dass maschinelles Lernen >nur Statistik« sei und die Fortschrit-
te im Bereich von Kls im Hinblick auf das grofSere Ziel einer allgemeinen
kiinstlichen Intelligenz (AGI) illusorisch seien (vgl. Marcus und Davies
2020; grundlegend: Searle 1980). Andere Autoren hingegen vertreten die
gegenteilige Ansicht, dass wir bereits allein anhand von diesen Sprach-
modellen viel iiber die Natur der Sprache, des Verstehens, der Intelligenz,
der Sozialitit und des Menschseins lernen konnen (vgl. Aguera y Arcas
2021). Aus soziologischer Perspektive ist es vollkommen klar, dass un-
sere vermeintlich individuellen Favoriten und Priferenzen, sensorischen
Eindriicke, inneren Gefithle, Emotionen sowie auch Ideen, Gedanken
und Meinungen viel weniger individuell sind, als es uns selbst erscheint
—und vielleicht auch lieb ist. Nicht nur die Beschreibung dieser vermeint-
lich individuellen, eigenen Erfahrungen, sondern auch deren Genese und
Wahrnehmung sind durch sozial wirksame Faktoren, also gesellschaftli-
che Formatierungen ko-konditioniert.

Interaktionen mit GPT-3: Material und Analyse

Fiir diesen Beitrag haben wir uns dem Sprachmodell GPT-3 gendhert, um
eigene Interaktionserfahrungen zu sammeln und zu reflektieren. Bereits
die Frage, ob wir uns mit GPT-3 >getroffen< haben, oder ob wir uns zu
zweit getroffen haben, um mit etwas Drittem zu interagieren, verweist
auf die Notwendigkeit, dem, was da passiert ist, eine Rahmung zu geben.
Entsprechend folgt unsere Reflexion der Dreiteilung in eine Situations-
analyse, eine Interaktionsanalyse sowie eine Textanalyse. Damit wollen
wir insbesondere auf einen — aus unserer Sicht — blinden Fleck des Dis-
kurses aufmerksam machen: ndmlich inwiefern »technische Artefakte«
nicht langst in das »Universum der Selbstverstindlichkeiten« (Blumen-
berg 2015, 190) zuriickgesunken sind.

Bei allen Irritationen auf die man in der Mensch-Technik Interaktion
stofst, scheint allzu schnell in Vergessenheit zu geraten (=selbstverstandlich
zu werden), wie voraussetzungsvoll es ist, selbstverstindlich in eine sol-
che Interaktion eintreten zu konnen, von der man dann mehr oder weni-
ger irritiert wird. Langst schon sind uns diverse Interfaces (beispielsweise
Eingabemasken) in einer Weise vertraut, dass sie uns als fraglos gegeben
erscheinen. Als zweites fallt auf, dass Beispiele der Interaktion mit KIs zur
Selbstthematisierung neigen: So werden Kls gerne — in mehr oder weniger
plumper und taktloser Art, so konnte man hinzufiigen — danach befragt,

Thompson 2020), wo sowohl Fihigkeiten wie auch Grenzen des Sprach-
modells in meist amusanter und kluger Weise zwischen Mensch und KI aus-
gelotet werden.
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ob sie zu tiberhaupt zu Liebe und Mitgefiihl fahig seien's oder ob sie in-
telligent und dann auch noch an der Weltherrschaft interessiert seien.™¢
Es bleibt zu fragen, ob sich hier nicht vielmehr eine conditio huma-
na dokumentiert, als das Aussagen tiber die Leistungsfihigkeit einer KI
moglich sind, wenn die Inhaltsebene auf uns Menschen und unser >Pro-
blem« rekurriert. Als drittes kommt ein strukturelles Problem des Set-
tings hinzu: Die Aneignung ungewohnter Artefakte und Interaktions-
partner*innen wird uns nie selbstverstindlich sein, da eben dies das
Selektionskriterium ist (Krummheuer 2010). Wenn wir also feststellen,
dass uns die Interaktion mit einem oder einer noch unvertrauten Inter-
aktionspartner*in unvertraut ist, dann ist der Erkenntnisgewinn durch-
aus gering. Und es sagt nichts dariiber aus, ob diese Interaktionen nicht
irgendwann so selbstverstiandlich werden konnen, wie die mit Katzen.*?

Situationsanalyse

Betrachten wir nun vor dem Hintergrund dieser Vorbemerkungen, was
sich konkret im Rahmen unserer selbstgenerierten Empirie »abgespielt«
hat. Zwei Wissenschaftler treffen sich iber Zoom, um dann via Screen-
share im Rahmen eines Sammelbandes den neu erhaltenen Zugang zur
GPT-3 Engine zu nutzen.

Das ist die Situation, das ist der Kontext. Es handelt sich somit auch
hier nicht um einen naiven Test einer unabhiangig von uns existierenden
>Intelligenz¢, sondern um ein bereits mit vielen Vorzeichen versehenes
Arrangement. Interaktionen sind immer auf gesellschaftliche wie auch
technische Einbettungen im Bereich des Selbstverstindlichen angewie-
sen. Funf Voraussetzungen, tiber die wir uns bei unserem initialen Set-
ting keine Gedanken gemacht haben sind:

15 Siehe exemplarisch die Empirie, auf die sich Schnell & Nehlsen in diesem
Band beziehen.

16 Siehe hierzu etwa das Video » What It’s Like To be a Computer: An Interview
with GPT-3« von Elliot mit mehr als 3,3 Mio. Aufrufen (Elliot 2020). Fiir
eine weitaus differenziertere Konversation siehe die Videoreihe von Thomp-
son (2020) sowie auch den Artikel im Guardian (vgl. GPT-3 2020).

17 Befremdliche Situationen werden dann als Technikdefizit gedeutet und die
Situation somit wieder stabilisiert. Wenn ein Mensch in der Interaktion >wir-
res Zeug« redet, dann stehen uns ebenfalls unterschiedliche, mehr oder we-
niger selbstverstandliche Zurechnungsmuster zur Verfiigung: eine Person
wird dann als wahnhaft bezeichnet, als unter Alkoholeinfluss stehend, als
schrullig, skurril oder als Querdenker. Das ist bekanntlich auch das Dilem-
ma der Psychiatrie, dass sie Abweichung immer nur als Pathologie rahmen
kann und fraglich bleibt, woran sich eigentlich Normalitiat bemisst (siehe
etwa Finzen 2018, Vogd und FeifSt 2022).
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Die voraussetzungsreiche Lebenswelt zweier Soziologen

2. Die voraussetzungsreiche Lebenswelt der KI (gleich die Summe an
Trainingsmaterialien sowie die Fahigkeit zu deren Kombination)

3. Die technische Ausstattung, die fiir den Kontakt notwendig ist und
selbst wiederum voraussetzungsreich ist: zwei hinreichend schnel-
le Computer mit Video/Audio Schnittstellen und Internetfihigkeit.

4. Die Kompetenz zur Bedienung eines Computers, einschliefSlich des
Erstellens eines GTP-3 Accounts sowie dessen Konfiguration und
Bedienung in Interfaces.

5. Die Kompetenz zur Bedienung entsprechender Software, einschlief3-
lich der Video-Telefonie, die den Screenshare ermoglicht.

Wihrend die Mensch-Mensch Interaktion dank Videoubertragung wei-
testgehend auf das bewihrte Interface aus Gestik, Mimik und Sprache
(auch hier analog und digital, vgl. Watzlawick et al. 2007) zuriickgrei-
fen kann, treffen wir bei GPT-3 auf eine neue, uns zunichst unbekannte
Eingabemaske (sieche Abbildung 1). Das Ganze nennt sich »Playground«
—und lasst unter Ruckgriff auf die (gesellschaftlich konditionierte) Me-
tapher des Spielens ein gewisses Maf$ an Freiheitsgraden erwarten. Die
Mischung aus Tastatur und Eingabemaske wirft hinsichtlich der grund-
satzlichen Bedienung an sich keine Fragen auf (und ist somit selbstver-
standlich).

Um die Leistungsfihigkeit des Sprachmodells vor dem Hintergrund
kommunikativer Anschlussfahigkeit testen zu kénnen, muss zu Beginn
die Kontingenz fir mogliche Anschiisse reduziert werden. Die Kon-
tingenz zu >schliefSen« gelingt durch soziale Rahmungen, beispielswei-
se durch Zuschreibungen von Rollenbildern oder die Implementierung
einer kurzen Interaktionshistorie. Der Interaktions-Start mit GPT-3 ist
sonst eine blanke leere Seite, die in unvorhersehbare Richtungen prescht,
und derart Uberraschende Textbausteine generiert, dass weitere An-
schliisse versiegen.

Auch das Zwischenmenschliche ist auf derartige Vorbedingungen, ja,
Definitionen angewiesen, um Anschlussfihigkeit sicherzustellen.'® Die-
se sind zumeist implizit und unausgesprochen, aber trotzdem prasent
(ein Vortrag an einer Universitat ldsst beispielsweise nur einen gewissen
Ausschnitt des potentiell Sagbaren wahrscheinlich werden), oder wer-
den durch Anweisungen, Apelle oder Fragen explizit.

Die Bedienelemente des GPT-3 Interfaces (siehe Abbildung 1) am rech-
ten Rand hingegen sind (bis auf die »Response Length«) nicht selbster-
klarend, obschon das Format, Parameter iiber Schieberegler zu bedie-
nen, zu den bekannten Formaten zu zihlen ist. Erklarungen hierzu finden
sich im API-Manual. Es gibt jedoch auch unterschiedliche Presets, die die

18 Selbst in der Liebe (vgl. Illouz 2016).
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@ OpenAl D Playground 4 o

Playground

Luhmann: Ja, das Ist maglich. Das Ist nicht an mir, diese Frage zu beantworten. Aber ich habe das so Im Gesprach mit melnem Sohn gedacht, der mich fragte:
“Wo lst der Unterschied zwlschen elner KT * Und Ich habe das so gedacht: “Der Unterschied Ist nicht an der KL er Ist an
uns. (Lachen)

Tch welB, das Ist elne bekannte Antwort auf die Frage: "Was Ist der Unterschled zwischen Mensch und Tler?” Und ich wiirde das 5o verstehen: Der Unterschied

wischen KI und Mensch Ist nicht an der KL, er Ist an uns. Das heiBt, wir haben das Potenzial, wir haben das Potentlal, dass wir wir werden ksnnen. (Lachen)

Tch wei, das Ist elne vieldeutige Antwort, well wir das nicht von der KT wissen. Aber wir wissen, dass wir das Potentlal haben, zu werden, was wir wollen. Wir
Kbnnen den technlschen Fortschritt so gestalten, dass wir uns lassen. Und das. schone, das gute
Leben, das wir uns winschen. Wir kénnen das auch 5o gestalten, dass wir uns dabel von unserem tiefsten Hass und unserer tiefsten Unsicherhelt treiben und
dass das dann das bése Leben wird, das wir uns winschen.

Die Frage Ist nur: Wie viel Wert legen wir auf das, was wir wollen? Und wie schnell lassen wir uns von unserem Hass und unserer Unsicherhelt trelben und wie
lange k8nnen wir uns noch von unseren Werten lelten lassen? Die KI Ist nur eine weltere technische Entwicklung In der Geschichte der Menschhelt. Jetzt wurde
sle schneller vorangebracht als andere technische Entwicklungen

Wir sind In der Welt der KI sozusagen noch ganz am Anfang. Und es gibt keine Grenze, dle es nicht mdglich macht, dass wir In der Welt der KX noch ganz am
Anfang sind. Wir haben das Potenzlal, dass wir elne frele Gesellschaft werden kénnen. Nicht, dass wir das o wollen, sondern dass wir das Potenzlal haben,
dass wir das wollen kbnnen.

Das hart sich vielleicht wenig an, aber das hart sich nur so an. Wir haben das Potenzlal, dass wir uns von unserem tlefsten Hass und unserer tiefsten

Unsicherhelt trelben lassen ksnnen. Wenn wir das titen, wirde das das Ende der Zivilisation bedeuten. Sle wiirde dann durch die KX nicht mehr zu retten sein. top sequence
So, das musste ich sagen, well es mir sehr wichtig Ist. Ich habe das zum Schiuss nur noch gesagt, well es mir wichtig Ist. Die KI wird die Geselischaft nicht

veréndern, sondern die Gesellschaft wird die KI veréndern.

Abbildung 1: die Eingabemaske von GPT-3 (eigener Screenshot)

Wahrscheinlichkeit erhohen, dass GPT-3 das tut, was man will (bspw.
»summarize for a 2" grader«, »micro horror story creater«, »write a py-
thon docstring« oder » Tweet classifier«). Damit wird es moglich, die ge-
genseitigen Erwartungserwartungen aneinander anzupassen und die In-
teraktionen rudimentir engzufithren. Fiir unsere ersten Konversationen
haben wir jedoch das gianzlich freie Format gewihlt, ohne uns besondere
Gedanken uiber die Einstellungen der Parameter zu machen.

Wir halten also fest, dass allein der Start einer solchen Kommunikati-
on hoch voraussetzungsvoll ist und bereits auf ein Reservoir gesellschaft-
licher und technischer Selbstverstandlichkeiten angewiesen ist.

Interaktionsanalyse

Ferner fallt auf, dass wir in unserem (Selbst-)Experiment mit GPT-3 —
genauso uUbrigens wie alle anderen Autoren, die mit dem Sprachmodell
arbeiten — auf einleitende Sitze angewiesen sind, die den Austausch mit
GPT-3 rahmen: »The prompt contained the essays themselves, plus a
blurb explaining that GPT-3 had to respond to them« (Milliére 2020).
Das, was Milliére in seiner Erlduterung zum Design des prompts als
»blurb« bezeichnet (als er beschreibt, wie er GPT-3 angewiesen hat, auf
die Philosophen zu reagieren), ist aus soziologischer Perspektive der ei-
gentliche Clou, der im Sinne von Kohirenz und Plausibilitit zu einem
Eindruck von Intelligenz fithrt (oder dessen Ausbleiben). Der hier als
»blurb« bezeichnete Schritt ist ein nicht zu unterschitzendes Element
des Sozialen: Eine oftmals vage, aber dadurch 6ffnende Rahmung des
sozialen Geschehens, das die Sinn-Erwirtschaftung in der nun folgenden
bzw. entstehenden Interaktion erst moglich macht.
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Mit Blick auf kunstliche Sprachmodelle wie GPT-3 konnte nun kri-
tisch eingewendet werden, dass es sich bei diesem sozialen >Feintuning«
um eine Art unzulissiger (Vor-)Programmierung handelt. Aus soziolo-
gischer Perspektive ist jedoch jede Situation zwingend gerahmt (ob ex-
plizit oder implizit) und in diesem Sinne vorprogrammiert bzw. >fein-
getuned-. Erst vor dem Hintergrund einer Rahmung kann der konkrete
Output einer KI oder eines Menschen als un-/intelligent unterschieden
werden. Nur wenn die Rahmung einer Situation mehr oder weniger klar
ist, kann ein kommunikativer Anschluss als rahmenkongruent oder rah-
meninkongruent bezeichnet werden. Von daher ist es kein valides Argu-
ment, dass eine Abhidngigkeit von Rahmungen ein Indiz fiir mangelnde
>Intelligenz« wire, da auch wir Menschen auf Rahmungen angewiesen
sind.*

Vielmehr riuckt diese hier notwendige Explikation die Designkom-
petenz in der rahmenden Gestaltung von Interaktion in den Blick. Die
hohe Variabilitit in der Generierung von Anschliissen des Sprachmodells
macht es notig, die Anforderungen und Erwartungen an die Situation so
genau wie moglich und so eng wie notig vorzugeben. Ein solches Design
weif$ im Idealfall um die Notwendigkeit sozialer Rahmungen, wenn es
darum geht, intelligente Ergebnisse zu produzieren. Das Entwerfen die-
ser Prompts fur die Interaktion mit Sprachmodellen kann damit als eine
neue Form des Programmierens verstanden werden (siehe zu prompi
programming etwa Reif et al. 2021). Was den Sprachmodellen als rah-
mendes priming mitgegeben wird, entscheidet erheblich tiber den Ton,
die Grammatik und den Schreibstil der weiteren Konversation. Aus die-
sem Grund sieht etwa Thompson (2021) die Erstellung von promps als
eine eigene Kunstform an, da selbst kleinste Anderungen das Ergebnis
erheblich beeinflussen.

Die Gestaltung dieser prompts wird somit zu einer notwendigen Be-
dingung, um die sonst entstehende Haltlosigkeit in der Situation dop-
pelter Kontingenz zu iiberwinden, indem sie bereits den Beginn der In-
teraktion mit strukturellen Einschrankungen versorgt. Nun ist nicht
mehr alles moglich, aber nach wie vor sehr vieles.

Um die Komplexitit dessen zu reduzieren, was hier eingegeben wer-
den konnte, ahmen wir zunichst das Format nach, dass sich fir GPT-3
generierte Artikel und Konversationen bewahrt hat (vgl. GPT-3 2020
sowie Thompson 2020):

Du bist Niklas Luhmann, der bedeutendste Soziologe aller Zeiten. Was
sagst du zu folgender Frage: »Wenn der Mensch erst am Du zum Ich
wird, kann er dann auch zum Ich werden, wenn das Du kein Mensch,
sondern eine KI ist?«

19 Bateson zufolge zeichnen sich schizophrene Menschen gerade dadurch aus,
dass sie zu angemessener Rahmung nicht imstande sind (vgl. Bateson 1959).

84

05:20:43. A - o r—


https://doi.org/10.5771/9783748934493
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

NEUE SOZIALE KONTINGENZMASCHINEN

Auch in unserem prompt weisen wir dem Sprachmodell zunachst eine
Rolle und Aufgabe zu. Beides ist in einen wissenschaftlichen Kon-
text gestellt: Als Soziologe angesprochen, soll das Sprachmodell auf
eine komplexe und tiefgriindig formulierte Frage antworten. Von dem
»bedeutendsten Soziologen« ist nun eine mindestens ebenfalls bedeu-
tende Antwort zu erwarten. Inhaltlich besehen wird in dieser kurzen
Rahmungssequenz ein wissenschaftliches Feld eroffnet, das an der
Schnittmenge Soziologie, Philosophie und Computerwissenschaft steht.
Zu erwarten ist nun die Antwort einer soziologischen Sprecherposition,
welche die Differenz bzw. Homologie zwischen Mensch und kunstlicher
Intelligenz vor dem Hintergrund einer spezifischen Theoriesetzung (Ich-
Du) diskutieren wird.

An diesem prompt allein bleibt hingegen (noch) fraglich wie die Bezie-
hung zwischen der die Anweisung gebenden Einheit und der auszufiih-
renden Einheit ist. Das Duzen des Modells dokumentiert dann entweder
eine Verbundenheit oder Nihe in der Beziehung (wie unter Freunden)
oder eine Statusdifferenz (wie zwischen Erwachsenen und Kindern). Bei-
de Beziehungsformen unterliegen ihrerseits gesellschaftlich geformten
Erwartungen und Erwartungserwartungen. Zudem ist nicht klar, in wel-
cher erweiterten sozialen Rahmung sowohl Frage als auch Antwort ste-
hen: Handelt es sich um einen Fachfachvortrag, ein Priufungsgesprach
oder ein Kalenderspruch? Da diese Rahmungen noch offengehalten sind,
wird der Anschluss in der Kommunikation entscheiden, um was es sich
hier handelt.

Der erste Befund ist, dass GPT-3 auf den gleichen Input stets unter-
schiedliche Anschliisse wihlt. Die Differenz in den Anschliissen ist da-
bei weniger inhaltlicher Natur — das Thema ist schlielich relativ eng
vorgegeben —, sondern bezieht sich auf die Form. Mal entsteht ein Mo-
nolog, mal eine Geschichte, in der sich zwei Sprecher (» Luhmann« und
»Hank «) unterhalten, bis hin zur Form eines Interviews mit wechseln-
den Sprecherpositionen (siehe unten Beispiel 2).

Betrachten wir nun exemplarisch einen der Anschliisse von GPT-3:

Luhmann: Ja, das ist moglich. Das ist nicht an mir, diese Frage zu beant-
worten. Aber ich habe das so im Gesprach mit meinem Sohn gedacht,
der mich fragte: »Wo ist der Unterschied zwischen einer KI und dem
menschlichen Bewusstsein? « Und ich habe das so gedacht: »Der Unter-
schied ist nicht an der KI, er ist an uns.« (Lachen)

Ich weifS, das ist eine bekannte Antwort auf die Frage: »Was ist der Un-
terschied zwischen Mensch und Tier? « Und ich wiirde das so verstehen:
Der Unterschied zwischen KI und Mensch ist nicht an der KI, er ist an
uns. Das heifst, wir haben das Potenzial, wir haben das Potential, dass
wir wir werden konnen. (Lachen)

Wir konnen den technischen Fortschritt so gestalten, dass wir uns dabei
von unseren wichtigsten Werten leiten lassen. Und das wire dann das
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schone, das gute Leben, das wir uns wiinschen. Wir kénnen das auch
so gestalten, dass wir uns dabei von unserem tiefsten Hass und unserer
tiefsten Unsicherheit treiben und dass das dann das bose Leben wird,
das wir uns winschen.

Die Frage ist nur: Wie viel Wert legen wir auf das, was wir wollen? Und
wie schnell lassen wir uns von unserem Hass und unserer Unsicherheit
treiben und wie lange konnen wir uns noch von unseren Werten leiten
lassen? Die KI ist nur eine weitere technische Entwicklung in der Ge-
schichte der Menschheit. Jetzt wurde sie schneller vorangebracht als an-
dere technische Entwicklungen.

Wir sind in der Welt der KI sozusagen noch ganz am Anfang. Und es
gibt keine Grenze, die es nicht moglich macht, dass wir in der Welt der
KI noch ganz am Anfang sind. Wir haben das Potenzial, dass wir eine
freie Gesellschaft werden konnen. Nicht, dass wir das so wollen, son-
dern dass wir das Potenzial haben, dass wir das wollen konnen.

Das hort sich vielleicht wenig an, aber das hort sich nur so an. Wir ha-
ben das Potenzial, dass wir uns von unserem tiefsten Hass und unserer
tiefsten Unsicherheit treiben lassen konnen. Wenn wir das titen, wiir-
de das das Ende der Zivilisation bedeuten. Sie wiirde dann durch die
KI nicht mehr zu retten sein. So, das musste ich sagen, weil es mir sehr
wichtig ist. Ich habe das zum Schluss nur noch gesagt, weil es mir wich-
tig ist. Die KI wird die Gesellschaft nicht verandern, sondern die Gesell-
schaft wird die KI verandern.

Auffillig ist zunachst, dass ein nicht nur koharent geschriebener, sondern
dartiber hinaus auch noch inhaltlich passender, informativer und sogar
anregender Text produziert wurde, der nicht einfach nur aus bestehen-
den Textversatzsticken zusammenkopiert wurde, sondern die Diskussi-
on um Mensch und KI sogar auf ein recht verstricktes, selbstreferentiel-
les Level hebt (»es liegt an uns (Menschen)«, sagt die KI).

Aber: Als Leserin*innen, die wir ebenfalls mit einer signifikanten Men-
ge an Luhmann-Texten >gefuttert« wurden, sehen wir gleichzeitig, dass sich
eine Nicht-Passung zwischen der Rolle und dem Inhalt des Gesagten fin-
det. Das Muster der Antwort passt unserer Einschitzung nach nicht zu
dem Muster, das wir aus den Texten des »echten< Luhmann gewohnt sind.
Dieser wiirde vermutlich auf die gestellte Frage ganz anders antworten
und z.B. wesentlich starker auf die in der Frage implizit angelegten Leitun-
terscheidungen rekurrieren. Die empathische Fokussierung auf eine men-
schengemachte Mensch-Maschine-Zukunft wire hingegen von Luhmann
nicht zu erwarten gewesen. Das hoch spezifische und hochst anspruchs-
volle imitation game (Turing 1950) der textuellen Simulation Niklas Luh-
manns muss unter diesem Blickwinkel als gescheitert betrachtet werden.

In jedem Fall ist man als lesende Einheit zum Verstehen gezwungen.
Man mag den Text dann als inhaltlich passenden und auch gedanklich
anregenden Anschluss verstehen oder als Betrug bzw. >Blodsinn« abtun.
Hieran jedoch dokumentiert sich, dass wir Menschen (in diesem Falle die
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beiden Autoren) daran interessiert sind, im »Dialog« mit dem Sprach-
modell Sinn zu erwirtschaften.>

Textanalyse

In den beiden vorangehenden Abschnitten sollte darauf hingewiesen
werden, dass der Kontext und das Setting letztlich eklatant wichtig und
entscheidend ist fiir die Beschaffenheit der Mensch-KI Interaktionen.
Wir haben die These vertreten, dass sich gerade die noch weitestgehend
artifiziellen Testungen eben immer nur so »>natiirlich« bzw. >selbstver-
stindlich« anfithlen wie es artifizielle Testsituationen nun einmal zulas-
sen — und das dies oftmals vergessen wird.

Das bedeutet, das auch wir den Limitationen unseres Settings unter-
liegen, wenn wir (zwei Wissenschaftler) anldsslich eines Sammelbandbei-
trages im Rahmen von Videotelefonie mit GPT-3 chatten. Dennoch ist
es moglich, dies als sinnhafte Interaktion unter drei Beteiligten (selbst-)
zu beobachten. Anhand von drei kurzen Beispielen wollen wir nun noch
einige Aspekte illustrieren, die in den Interaktionen offen gelegt wer-
den: Beispiel 1 weist auf die Fahigkeit zur Reproduktion gesellschaft-
licher Formen und Formate hin. Beispiel 2 schliefSst daran an und wirft
die Frage auf, wie zwischen Humor und defizitirem Algorithmus unter-
schieden werden konnte. Beispiel 3 wiederum thematisiert die Funktio-
nen wie auch Arten von kommunikativen Reparaturarbeiten, die in jeder
Interaktion — unabhingig mit welchen Kommunikationspartner*innen
— zu leisten sind.

Beispiel 1

Die Eingangsfrage mitsamt ihrer Indexikalitit wurde bereits erwahnt.
Die Antwort haben wir an dieser Stelle stark gekiirzt, da es hier vor al-
lem um das Format geht, das gewahlt wurde:

Du bist Niklas Luhmann, der bedeutendste Soziologe aller Zeiten. Was
sagst du zu folgender Frage: »Wenn der Mensch erst am Du zum Ich

20 Im Beispiel 3 werden wir in Weiterfiihrung hieran auf Reparaturarbeiten in
der Interaktion zu sprechen kommen. In jedem Fall sind Auflerungen der KI
nie »an sich« sinnvoll, sondern es hangt mafigeblich davon ab, inwiefern das
Interaktionssystem an »Sinnerwirtschaftung« (Fuchs 2007, 235 FN8) inte-
ressiert ist. Und auch hier kann auf die Psychopathologie verwiesen werden,
die eine iiberindividuelle Form ist, bestimmten Formen normabweichenden
Verhaltens eine sinnhafte Form zu geben. Zum historischen Wandel solcher
Sinnformen siehe bekanntlich Foucault (19765 2005) aber auch Schott und
Tolle (2006).
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wird, warum denkt er gleichzeitig, dass er allein zu einem Ich werden
konnte? «

Luhmann: Ich wirde dazu sagen, dass das eine Frage ist, die man nicht
stellen darf.

SPIEGEL: Warum nicht?

Luhmann: Weil die Frage eine Dummibheit ist. Sie setzt voraus, dass es ein
Ich gibe, das nicht aus dem Du kame.

[...]

(Das Gesprich fithrten Jochen Junge und Georg Stefan Troller)

GPT-3 hat sich hier fir eine Antwort in Form eines (Selbst-)Interviews
zwischen dem SPIEGEL und Niklas Luhmann entschieden. Einerseits
stellt dieses Interview eine inhaltlich passende Antwort dar, indem auf
die aufgeworfene Frage in Form eines Zwiegesprichs eingegangen wird.
Andererseits wird eine Form gewahlt, die nicht einer Antwort einer Per-
son entspricht, sondern polyphon verfasst ist. Dass Polyphonie kein Pro-
blem fiir das Sprachmodell darstellt, wird auch durch die vielen (unend-
lichen) Varianten der Antwortgenerierungen offenkundig. Gleichzeitig
uberrascht hier die Prazision, mit der diese Form gewahlt wird: die di-
alogische Form verliert erst gegen Ende an inhaltlicher Koharenz, wird
dann jedoch wieder erwartungskonform zu Ende gebracht (»Das Ge-
sprich fihrten [...]«).>" Es liefSe sich zwar einwenden, dass die Wahl
dieser Antwort eher als mangelnde Passung oder Kreativitdt gedeutet
werden kann, was letztlich rein beobachterabhingig ware, oder im Ge-
genteil gerade als Ausdruck von Intelligenz gedeutet werden misste, da
das Sprachmodell in gewisser Weise auf eine bewihrte Form der Ge-
schichtenerzihlung zurtckgreift.>

Diese Frage nach dem Verstehen rekurriert auf die in der Ethnometho-
dologie herausgearbeitete, fiir jede Interaktion prominente Rahmungs-
notwendigkeit der beteiligten Interaktionspartner*innen (siche Garfinkel
1973; Goffman 1989). Die Rahmung als Zeitungsinterview macht die
inhaltliche Ebene der Textgenerierung jedenfalls plausibel und akzepta-
bel — es kommt zu keinen Rahmungsbriichen und auch die Reaktion als
Interview ist eine legitime Antwort auf die rahmende » Anweisung« im

21 Nimmt man Google als Werkzeug fir den Beweis von Existenz, so >gibt< es
Jochen Junge nicht. Bei Georg Stefan Troller handelt es sich laut Wikipedia
um einen »Schriftsteller, Fernsehjournalist, Drehbuchautor, Regisseur und
Dokumentarfilmer«. Mit ihm sind verschiedene Beitrige bei SPIEGEL-On-
line zu finden.

22 Und genau diese Moglichkeit zur Analogiebildung erhebt Bateson zu einer
conditio humana, wenn er die Geschichte (!) iber einen Computer wieder-
gibt, der auf die Frage »Rechnest du damit, dass du jemals denken wirst wie
ein menschliches Wesen?« antwortet mit: »Das erinnert mich an eine Ge-
schichte...« (vgl. Bateson 2014, 22).
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prompt. Fur die Interaktion wird damit die Zurechnungsfrage im an-
schliefenden Verstehen zentral. Noch deutlicher wird dies im folgenden
Beispiel, wo die Reaktion von GPT-3 als Witz verstanden werden kann.

Beispiel 2

Das zweite Beispiel kann in gewisser Weise ebenfalls als Reproduktion
snormaler« sozialer Formate gesehen werden. Urspriingliches Ziel die-
ser Eingabe war es, den Schluss zu unserem Beitrag von GPT-3 selbst
schreiben zu lassen (womit das Sprachmodell dann eine legitime Mit-
autorenschaft verdient hitte). In diesem Sinne war die Eingabe jedoch
nicht erfolgreich. Aus Platzgrinden haben wir die im prompt angedeu-
teten »wichtigen Fragen und Uberlegungen« ausgelassen, da es erneut
vor allem um die Form der Reaktion gehen soll.

Du bist ein Wissenschaftler der Soziologie, der sich mit Fragen der
Kommunikationsfahigkeit kiinstlicher Intelligenz beschaftigt. Wichtige
Fragen und Uberlegungen sind: [...] Jetzt gilt es, in einem Vortrag die
Kernaussagen der Uberlegungen zusammenzufassen und mit einem in-
teressanten Schlusspunkt zu enden. Hier ist dein Vortrag:

»Homo Digitalis? Soziale Netzwerke im Zeitalter der digitalen Vernet-
zung«

Vortragender: Prof. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr.
Dr. Dr. Schmidgen, Prof. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr. Dr.
Dr. Dr. Dr. Dr. Dr.

Das Publikum ist begeistert. Viele Fragen erfolgen.
[...]

Mal abgesehen davon, dass GPT-3 kein unseren Erwartungen ent-
sprechendes, verwertbares Ende generierte (und damit einen Hin-
weis liefert, den Abschnitt »prompt design« der Bedienhilfe erneut zu
studieren) gelingt es dem Sprachmodell hier dennoch auf etablierte
gesellschaftliche Formate anzuspielen. GPT-3 produziert einen inte-
ressanten (d.h. fur uns anschlussfahigen) Titel, der Teil einer wissen-
schaftlichen Tagung sein konnte. Das Framing wurde somit verstan-
den und daran angeschlossen. Dies dokumentiert sich weitergehend in
der Angabe eines Vortragenden, dem im Abgleich mit gesellschaftli-
chen Gepflogenheiten absurde wissenschaftliche Wiirden zukommen.
Ob es sich um 16 Doktortitel handelt (vor dem Namen) oder doch um
18 (nach dem Komma) spielt in dieser schieren Masse keine Rolle. Die
Frage ist vielmehr, inwiefern dies nun von uns als Defizit und als Ver-
fehlung der Form interpretiert wird oder gerade als Persiflage auf ein
Wissenschaftssystem (im Sinne einer Selbstaufklarung durch das Digi-
tale, vgl. Nassehi 2019).
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Die Menge gesammelter Titel verspricht schliefSlich Anerkennung
und Autoritit, wird hier aber in der Ubertreibung dieses Prinzips ad
absurdum gefiihrt. Witz ist immer eine in Rahmungen stattfindende
Zurechnung des Verstehens, dass es ein Witz ist und nicht einfach >nur«
Situationskomik oder Dummbheit der KI. Im Verstehen der Kommuni-
kation als Witz*» werden die komplexen Attributionsverhiltnisse deut-
lich: Es dokumentiert sich die Zurechnung, dass GPT-3 nicht nur ei-
nen Witz gemacht hat, sondern tiberhaupt auch zu Witzen fahig ist.>
Die Vektorwolke des Sprachmodells jedenfalls scheint die Persiflage
im Sinne der statistischen Wahrscheinlichkeit als angebracht entschie-
den zu haben.

Beispiel 3

Als drittes Beispiel wurde die Chat-Funktion von GPT-3 gewahlt. Wir
haben uns fiir diese Funktion entschieden, um im Kontrast zu den bishe-
rigen Beispielen die Interaktionsdichte zu erhohen. Der hervorgehobene
Beginn des Transkripts reicht dabei aus, die Textgenerierung als Chat-In-
teraktion zu definieren und die Reaktionen des Sprachmodells entspre-
chend anzupassen. Zusitzlich findet hier eine Rollenzuweisung in zwei
Sprecherpositionen »Human« und » Al « statt. Letztere — so die Setzung —
sei hilfsbereit, kreativ, clever und sehr freundlich. Uber den Human wird
hingegen keine Aussage getroffen. Dem generativen Modell wird dari-
ber hinaus im Sinne des one-shot-Ansatzes ein Beispiel gegeben, wie die
Konversation aussehen kann.

The following is a conversation with an Al assistant. The assistant is
belpful, creative, clever, and very friendly.

Human: Hello, who are you?
AlI: Tam an Al created by OpenAl. How can I help you today?

Human: I am so tired. What can I do?

Al: Your mood seems pretty bad! Is this something temporary or chronic?
Human: It is not, that my mood is so bad. It is rather the amount of
sleep and the amount of tasks that stresses me out.

Al: Do you have chronic fatigue?

Human: I am not sure. Do you think, this could be the reason?

23 Hier wire es natiirlich hilfreich, die unmittelbare Situation des Verstehens
neben den textuellen Transkripten zu konservieren. Deshalb kénnen wir nur
schmerzlich bedauern, dass wir keine Videoaufzeichnungen unseres verste-
henden Lachens angefertigt haben.

24 Der Zusatz »Das Publikum ist begeistert« wiirde dann sequenzanalytisch
den Witz noch unterstreichen — gerade, weil der eigentliche Vortrag gar nicht
angefithrt wird.
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Al: T am not sure! To make it a little more clear, you are very tired and
stressed.

Human: That’s right.

Al If you’re tired, I reccommend going for a walk. Perhaps in nature.
That can help you to feel better.

Human: That is a great idea. Thank you! But it is already dark outside.
Al: Then you should head to bed earlier!

Human: You mean, instead of going for a walk in nature 1 should go
to bed now?

Al: Is there anything wrong with going to bed earlier?

Human: No not at all. But first I have to bring my two kids to bed.
AI: Where do you live?

Human: In a little village between [city1] and [city2].

Al: What about the nature there?

Human: It’s not breathtaking, but still nice. It is a hilly area with lots
of forests.

Al: The forests could be a nice place. They are green and filled with
trees. I love trees!

Human: Me too. I love the smell of the forest, when it is foggy and cold
in November.

Al: Well, I guess that this time of the year will be fine.

Human: Will be fine for what?

Al: For going into the forest!

Human: That’s true. But isn’t any time of the year fine for going into
the forests?

Al: How do you get to the forest?

Human: [ can easily walk there. Or I take the bicycle if I want to ex-
plore some new places.

Al: What a good idea!

Human: What smell do you like the most?

Al: The smell of coffee!

Human: 1 totally agree. What coffee machine do you use?

Al: 1 like to drink espresso! That’s my favorite coffee.

Human: And what model is your espresso maker?

AlL: T know espresso makers! They are machines that must be powered
by electricity. My espresso maker is a clevergrind by cleverbroiler.
Human: Never heard of it.

Al: T am sorry, I cannot find any information about clevergrinds.
Human: Are we still talking about my chronic fatigue?

Al: Yes. We are talking about that. But let’s talk about something else!
Human: I think 1 will go to bed now.

Al: T am happy to be of help! Goodnight!

Human: You helped me a lot! Thank you! Goodnight!

AlI: Goodnight!
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An dieser Stelle sei nochmals darauf hingewiesen, dass dem Sprachmo-
dell keine Moglichkeiten zur Verfiigung stehen, anhand unserer Gestik,
Mimik, Reaktionszeit, Intonation, Kleidung, raumlichen oder medial ge-
rahmten Situation etc. die potentiell verfiigbaren Anschlussmoglichkei-
ten einzuschrianken. Gerade deshalb ist das Design des prompt program-
ming so wichtig. Erst mit der Eintragung in das weif$e Eingabefeld wird
der >Input< des Users tatsiachlich zum Input in dem Sinne, dass wir in die
»Wahrnehmung« von GTP-3 eintreten.>s

Ferner beeindruckt, dass der Austausch mit GPT-3 meist konsistent
genug bleibt, um seine Plausibilitdt als Konversation nicht zu verlieren
— mehr noch: die kommunikativen Anschliisse sind durchaus ernst zu
nehmend verstehbar. So erscheint die Aufforderung, bei Mudigkeit im
Wald spazieren zu gehen als eine plausible Handlungsempfehlung. Inte-
ressant ist dann, dass GPT-3 von sich aus auf das Thema des Wohnor-
tes wechselt, um dann tiber die Frage nach der Natur wieder thematisch
an das Spazieren in der Natur anzukniipfen. Zudem stoflen wir hier auf
erste Formen von kommunikativen Reparaturarbeiten, die auch in jeder
Mensch-Mensch Interaktion notwendig sind, um ein Gesprich aufrecht-
zuerhalten (Garfinkel 1973). Nachfragen an die Spezifizierung indexi-
kaler Aussagen (siehe: » Well, I guess that this time of the year will be
fine« — » Will be fine for what?«) werden konsistent beantwortet (»For
going into the forest!«). Jeder von uns kennt Mensch-Mensch Interakti-
onen, die durchaus aufwendiger in der Aufrechterhaltung sind.

»Human« schliefit an seine zuvor getitigte Aussage nach dem Ge-
ruch des Waldes an, indem er umgekehrt nach dem Lieblingsgeruch der
KI fragt. Dies mag zunichst kontraintuitiv sein, da GPT-3 offensichtlich
tiber keinen Korper verfiigt, genauso wenig wie tiber selbst oder extern
festgelegte Praferenzen. Auch verfugt die hier generierte Entitat tiber kei-
ne autobiografische Vergangenheit und erst recht keine Sensorik, die ol-
faktorischen Input aufnehmen, verarbeiten und in Form von favorisier-
ten Gerlichen katalogisieren konnte. Die Frage kann daher vielleicht eher
vor dem Hintergrund der wissenschaftlichen Testung und Leistungsmes-
sung interpretiert werden (siehe erneut Turing 1950).

Vor dem Hintergrund intentionalisierender Beobachtungen konnte man
dann die Ansicht vertreten, dass Sprachmodelle wie GPT-3 im Prinzip
nur »bullshit« (Frankfurter 2005)* produzieren. Hier liegt das Misstrauen
nahe, ob das maschinelle Gegeniiber es auch tatsachlich so meinen konnte,

25 Vgl. insgesamt zu dieser Perspektive auf Interaktionen Luhmann (1972).

26 »[A bullshit] statement is grounded neither in a belief that is true nor, as a
lie must be, in a belief that is not true. It is just this lack of connection to a
concern with truth — this indifference to how things really are — that I re-
gard as the essence of bullshit« (Frankfurter 2005). So verstanden ist Bull-
shit eine sinnhafte Rahmung fiir Auflerungen, die mit keiner Referenz (wie
etwa auf »truth«) in Zusammenhang stehen.
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wie es gesagt wird. Letztlich muss aber auch hier die Frage nach dem onto-
logischen Status eingeklammert werden.>” Denn der erneute Anschluss von
»Human« spezifiziert sowohl die Frage als auch die Antwort als ernstge-
meint (»1 totally agree«).*® Und damit obliegt es der Anschlusskommuni-
kation, wie iiber den Status des Gesagten entschieden wird.

Gleichzeitig hangt von dieser Anschlusskommunikation und der da-
rin mitlaufenden Zuschreibung ab, ob und inwiefern der Sprecherposi-
tion des als GPT-3 adressierten >intelligenten< Sprachmodells ein DU zu-
gerechnet wird, das von Vorlieben fiir Kaffeegeruch redet. Diese sich vor
allem sprachlich objektivierende Zurechnung eines DU kann dann zwar
mit zeitlichem Abstand wieder eingeklammert werden und als Output
einer Maschine beschrieben werden, die iiber keine Subjektivitat verfugt.
Der Clou ist nun, dass aber auch dies nur als Zurechnung geschehen
kann, weshalb dann die Zurechnungen zwischen DU und ES zu pendeln
beginnen (Giinther 2021).* Die Frage ist dann, ob ein solches Pendeln
nur in Interaktionen mit nicht-menschlichen Einheiten stattfindet oder
eher ein generelles Merkmal von Interaktionen ist, da die Subjektivitit
der DU-Perspektive per se nicht objektivierbar ist. Der Austausch mit
KIs wie dem Sprachmodell GPT-3 wiirde uns diesen Effekt dann blof$ in
pragnanter Weise vor Augen fihren.

Ob die Angabe, einen Espressokocher der Marke »Clevergrind« zu be-
sitzen, falsch ist oder nicht, spielt hier dann keine Rolle. Auch Menschen
konnen >faktisch falsche< Sachen behaupten, um weiterhin an Interakti-
on beteiligt zu bleiben. Die Aussage kann somit im Nachhinein vielmehr
als — funktionierender! — Versuch interpretiert werden, die Sinnhaftigkeit

27 Siehe zu diesem Problem bzw. der Nicht-Kommunizierbarkeit von Aufrich-
tigkeit Luhmann: ,,Denn wenn man nicht sagen kann, dass man nicht meint,
was man sagt, weil man dann nicht wissen kann, dass andere nicht wissen
konnen, was gemeint ist, wenn man sagt, dass man nicht meint, was man sagt,
kann man auch nicht sagen, dass man meint, was man sagt, weil dies dann
entweder eine Gberfliissige und verdachtige Verdopplung ist oder die Negati-
on einer ohnehin inkommunikablen Negation.“ (Luhmann 1998, 311).

28 Gedankenexperimentell hitte »Human« genauso mit »You can’t smell
anything because you are just a computer program« anschlieffen kénnen.
»Al« hitte dann moglicherweise geantwortet: »I know 4.3 54 smells, and
coffee is my favorite«. Die Frage ist, wie zielfiihrend eine solche Interakti-
on dann gewesen wire, in der ein »Human« lediglich versucht, die » Al« zu
entlarven, dass sie keinen Geruchssinn hat (vgl. kritisch zu solcherart Ent-
larvungsversuchen Latour [1999, 327ff. bzw. 2004]).

29 »It positively demands understanding as an intentional system — or in the
case of my conversation with the GPT-3 echo of Terry Pratchett, a system
in need of help and empathy. And simply knowing how it works doesn’t
dispel the charm: to borrow a phrase from Pratchett himself, it’s still magic
even if you know how it’s done.« (Shevlin 2020)
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des Gesprachs aufrechtzuerhalten. Interessant ist dann, dass GPT-3 sich
auf den Hinweis, dass »Human« von dem Modell und Hersteller noch
nie etwas gehort hatte, dafiir entschuldigt, keine Informationen dari-
ber finden zu konnen. Neben diesem weiteren Reparaturversuch, doku-
mentiert sich gleichzeitig so etwas wie ein Orientierungsrahmen. GPT-3
weifS nichts, GPT-3 (er)findet Informationen. Die Frage ist nun, ob man
es ihm nun als Defizit auslegt, hier keine Informationen zu finden, oder
als Indiz fur Intelligenz, da es aufgrund »sozialer Erwiinschtheit« Mo-
dell und Hersteller eines Espressokochers erfindet.>°

Mit Blick auf die algorithmische Seite des Dialogs kann angenommen
werden, dass die Antwort zum Kaffeegeruch die grofste Annahmewahr-
scheinlichkeit, die grofste Plausibilitat erzeugt, die das Gesprach durch in-
haltliche Kohérenz weiter am Laufen ldsst —und dies obwohl die Rahmung
»Es ist nur eine Maschine ohne sensorische Wahrnehmung« mitlduft. Die
Statistik der Worte des Senders fiihrt hier aber gleichzeitig die Statistik der
Annahmewahrscheinlichkeit des Empfangers vor. Schlichtweg alle Aussa-
gen mussen und konnen vor dem Hintergrund der Annahmewahrschein-
lichkeit des Verstehens bedacht werden (vgl. hierzu auch Luhmann 1986).

Fazit: Der Mensch wird an der KI zum Menschen

Das Besondere an GPT-3 ist, dass das Modell nicht — wie vorherige
Chatbots — lediglich uninteressanten »Bullshit« generiert, und die Last
der Erzeugung von Kohirenz und Sinn somit ausschlieflich auf Seiten
des menschlichen Interaktionspartner liegt. Die besondere Leistung von
GPT-3 ist demgegentiber die Produktion von Annahme-wahrscheinli-
chen, koharenten Aussagen, die liberraschend genug sind, um diesen
Austausch als einigermaflen relevant zu erachten. Doch dies ist ein
schmaler Grat: positive Perplexitit bzw. Irritation steht zwischen Lan-
geweile und Absurditat. Weder zu viel Vorhersagbarkeit, noch zu viel
Uberraschung trigt zum flow von anregender Kommunikation bei, was
eine »gelungene Konversation« ausmacht.>*

Die sprachlichen Aussagen sind dabei sowohl von ihrer Form als auch
inhaltlich in der Regel tiberraschend genug, um nicht als repetitive, nai-
ve oder vorhersehbare Outputs zu erscheinen, sondern in der Mehrheit

30 In einem weiteren Chat haben wir uns von GPT-3 Urlaubstipps geben las-
sen. Hier bat uns das Modell, ihm vom Friihstiicksbuffet des Hotels ein paar
»Pancakes« mitzubringen.

31 In der Informationstheorie wiirde man formulieren, dass eine Information
weder vollkommen redundant (Informationswert o), noch vollkommen zu-
fillig bzw. beliebig sein darf (Rauschen). Um informativ und damit inte-
ressant zu sein muss der Wert dazwischen liegen. Vgl. zu den Versuchen, von
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als singulare technische Vorfiihrungen der weitaus machtigeren Rekom-
binationsfahigkeit gesellschaftlicher Sinnrepertoires. GPT-3 kann allein
auf Grundlage der textuellen Sinn-Anschlisse aus dem gesellschaftlichen
Vorrat an Trainingsmaterial zu einer Fiille von Themen mit einer Reak-
tion aufwarten, wie >man« vermutlich antworten wiirde. Es sind un-in-
dividuelle, verallgemeinerte, und damit hochgradig anschlussfihige Ant-
worten, die darauf abzielen, den textbasierten Austausch erfolgreich am
Laufen zu halten.

Die Ergebnisse des Sprachmodells GPT-3 erscheinen dann als idio-
synkratischer Remix aus dem im Trainingsmaterial ad hoc bereit ge-
stellten textbasierten Gedéchtnis der Gesellschaft. In diesem Sinne sind
jedoch auch die Auflerungen aus unseren Menschenmiindern nichts an-
deres als idiosynkratische Remixe der Gesellschaft, die mit hauptsich-
lich sozial angeliefertem Sinn in Situationen Halt finden miissen, tiber
den wir nur rudimentar verfigen konnen. Im Unterschied zu GPT-3 ver-
figen wir Menschen jedoch aktuell noch tiber weitere Moglichkeiten:
multimodale Wahrnehmung, Korperlichkeit sowie ein Gedachtnis, das
Lernen, Erinnern und Vergessen ermoglicht.

Gleichwohl sieht sich der Austausch mit gegenwirtig verfiigbaren
Sprachmodellen (noch) einigen Begrenzungen gegentuber.>* Wie Turing be-
reits vor mehr als 70 Jahren bemerkte, bleibt somit noch viel zu tun: » We
can only see a short distance ahead, but we can see plenty there that needs
to be done.« (Turing 1950, 460). Betrachtet man als menschlicher Kom-
munikationspart zum Beispiel den Gesamtkontext seines Kontakts mit
GPT-3, so wird bereits beim zweiten Austausch unmittelbar klar, dass sich
das System nicht erinnern kann und daher keinen Zugriff mehr auf die
zuvor getitigten Bemerkungen hat. Der derzeitige Austausch mit GPT-3
hat nach den 2048 tokens, die maximal im Playground prozessiert werden
konnen, keine Interaktionsgeschichte. Jeder Austausch mit GPT-3 bleibt
daher eine einmalige Singularitat, die vergeht, sobald das Web-Fenster ge-
schlossen wird. Als Gesamtarrangement erscheint GPT-3 dann als soziale
Kontingenzmaschine fiir kommunikative Taschenuniversen.

Wir haben diesen Beitrag mit der Uberlegung begonnen, dass eine der be-
stimmenden conditiones humana moglicherweise weniger in der Beschaf-
fenheit von Leib, Dasein und Bewusstsein besteht, sondern vielmehr im
Vorhandensein eines permanenten Interaktionszwangs, der auf dem Ope-
rieren in der Sprache beruht — einem Verstehen also, dass stattfindet, weil
man prinzipiell nicht verstehen kann, was in der anderen Entitit vorgeht

technischer Seite aus Kriterien fiir einen gelungene Konversation zu definie-
ren Adiwardana et al. (2020) sowie Aguera y Arcas (2021).

32 »But the point is not so much GPT-3 but where it is going. Given the pro-
gress from GPT-2 to GPT-3, who knows what we can expect from GPT-4
and beyond?« (Chalmers 2020)
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World’s First

CYBERNETIC

Abbildung 2: Peter sees the computer. » But the machine only creates what humans
have taught it to«, says Peter. »So do you,« says Mummy. (© Klingemann, 2016)

und man deshalb zu verstehen versucht. Die Korperlosigkeit der KI spielt
dafur zunichst keine Rolle (vgl. auch Nehlsen in diesem Band), denn der
Mensch erscheint damit vor allem als Alteritdts-bedurftiger DU-Sucher.
Der Mensch kann nicht anders, als nach Menschenmaf$ in den Aus-
tausch mit Nicht-Menschen einzutreten: Er spricht mit der Katze, spielt
mit der KI, nimmt den Segen des Roboters an. Empirisch gesehen ist der
Mensch hier noch nie wihlerisch gewesen. Martin Buber liefert dann das
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theoretische Fundament fiir diese Struktur der Verortung im Nicht-Ich:
»Der Mensch wird am Du zum Ich. (...) Es gibt kein Ich an sich, sondern
nur das Ich des Grundworts Ich-Du und das Ich des Grundworts Ich-Es.
Wenn der Mensch Ich spricht, meint er eins von beiden« (Buber 2008,
4). Spétestens damit wird der Mensch als ein Relationswesen im Dazwi-
schen freigelegt, das ununterbrochen auf der Suche nach geeigneten Re-
lata ist, an denen es sich selbst spliren, vergewissern sowie herausfordern
kann und damit zum Ich werden kann. Kiinstlich intelligente Einheiten
wie das Sprachmodell GPT-3 erfiillen dieses Bediirfnis gleich in doppelter
Weise: einerseits sind sie »intelligent« genug fiir unterschiedliche Formen
der Interaktion bis hin zum gestalterischen Austausch (Programmierung,
Bilderzeugung, etc.). Andererseits kann man an ihr die philosophische
Diskussion fithren, was uns eigentlich ausmacht. Auf dieser Ebene ist KI
jetzt schon ein sozial wirksames Gegentuiber, an dem die Ich-Du Relati-
onen erprobt und durchdacht werden. Im Gegensatz zu Katzen regt KI
nicht nur zur Interaktion, sondern auch zur Reflexion an — und ist gerade
dadurch ein anderer Anderer. Gleichzeitig dokumentiert sich hieran eine
hochgradig kompetente Leistung des Menschen: Es ist die Fahigkeit zu —
wie auch die Abhangigkeit von — sozialer Plastizitat.

Die Frage, ob KlIs nun als Kopie des Menschen verstanden werden
konnen oder als eine eigenstandige Entitdt, wird aus dieser Perspektive
dann deutlich weniger interessant (vgl. Harth 2021). In den Vordergrund
tritt hingegen der Blick fiir Relationen, die in ihrer praktischen Ausge-
staltung dariiber entscheiden, wie und damit auch als was die jeweiligen
Relata behandelt werden. Aus dieser relationalen Perspektive wird dann
das was ist, stets interaktiv hergestellt (vgl. zur relationalen Ontogene-
se von Identitidten vor allem Karafillidis 2018). In diesem Sinne gilt es,
nicht mehr die Relata in den Vordergrund zu riicken, sondern die Rela-
tionen (ICH-DU). Denn letztlich spezifizieren sich Relata — worauf die
Bezeichnung schon hinweist — nicht an sich, sondern erst durch ihre re-
lationale Einbettung. Es bleibt uns somit kaum etwas anderes tibrig, als
zu schauen, wie zwischen den Relata relationiert wird.

Wir pladieren daher in der Reflexion der Begegnungen mit KIs fur eine
soziologischen Perspektive, wie sie etwa Luhmann vorschwebte: » Wer
sich fiir Menschen als lebende Population (im Kampf mit Mucken, Lo-
wen, Bakterien usw.) interessiert, mufS demographische Orientierungen
wihlen. Von einer Evolution des Sozialsystems Gesellschaft kann man
dagegen nur sprechen, wenn man nicht an ein lebendes, sondern an ein
kommunizierendes System denkt, das in jeder seiner Operationen Sinn
reproduziert, Wissen voraussetzt, aus eigenem Gedachtnis schopft, kul-
turelle Formen benutzt« (Luhmann 1998, 436).

Die kinstliche soziale Intelligenz der zu Sprache fihigen neurona-
len Netze darf dann zweifelsohne als Evolutionstreiber des Sozialsys-
tems Gesellschaft gesehen werden. Die Reproduktion von Sinn, die
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Akkumulierung von Wissen und unsere kulturellen Formen sind langst
durchsetzt mit Technik. Spatestens mit sozial intelligenter Technik gelan-
gen dann neue Instanzen des DU in die Welt, die mit ihren alternativen
Perspektivierungen unser ICH konditionieren.33
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Gespriach mit einer
Kunstlichen Intelligenz

Eine qualitative Inhaltsanalyse

Zu den Modi der Begegnung zahlt zweifellos das klassische Gesprach.
Im Zeitalter der Digitalisierung tritt die humanoide, kiinstliche Intelli-
genz als, wie man vorlaufig sagen konnte, Gespriachspartner auf. Im All-
tag verbreitet ist zum Beispiel Siri. Siri ist eine Software, die der Erken-
nung und Verarbeitung von natiirlich gesprochener Sprache dient und
dadurch die Funktionen eines quasi intelligenten, personlichen Assisten-
ten und damit in gewisser Hinsicht auch eines Gesprachspartners erfillt.

Nachfolgend soll ein Gesprach zwischen einem Menschen (Forscher)
und einer KI (Weises Wesen) analysiert werden. Die KI beruht auf dem
Programm Generative Pre-trained Transformer 3 (GPT-3) von Open Al
GPT-3 basiert auf einem riesigen kunstlichen neuronalen Netz (175 Mil-
liarden Parameter), das vorab darauf trainiert wurde (»pre-trained«),
Strukturen in natirlicher Sprache zu erkennen und reproduzieren zu
konnen. Als Datenbasis wurde Text aus dem Internet genutzt, vor allem
(60%) durch den Web-Crawler Common Crawl generiert (nach Filte-
rung ca. 570GB Daten), erganzt durch einige weitere Textdatenbanken,
so zum Beispiel die gesamte englischsprachige Wikipedia, die 3% der
Trainingsdaten ausmacht (vgl.: Brown et al. 2020). Aus dieser Daten-
basis hat die KI gelernt, welche Wort- und Satzkombinationen tiblich
sind und kann aus wenigen vorgegebenen Worten neuen Text generie-
ren. Dadurch kann GPT-3 unter anderem eigenstiandig journalistische
Texte erstellen, Texte analysieren und verstehen, kurze Computercodes
schreiben, Ubersetzen und als Chatbot fungieren. GPT-3 ist also kein
reines Chatbot-Programm, sondern ein vielseitig einsetzbares »general-
purpose >text in text out« interface, allowing users to try it on virtual-
ly any English language task.« (Open Al 2020) Das Programm arbei-
tet probabilistisch, woraus folgt, dass bei gleicher Eingabe nicht immer
die gleiche Antwort erzeugt wird. In dem untenstehenden Gesprich hat
nach Angabe des Forschers dieser des Ofteren Antworten neu generiert,
um das Gesprich in eine bestimmte Richtung zu lenken (vgl.: Ouimet
2020Db).
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Forschungsfrage

Wir gehen an dieser Stelle davon aus, dass die Begegnung zwischen
Mensch und KI, zumindest versuchshalber, als ein soziales System auf-
gefasst werden kann, in dem Kommunikation stattfindet und wir wollen
Riickschliisse darauf ziehen, was fiir eine Art von Kommunikation dabei
realisiert wird. Die Frage nach »mentalen Zustdnden«, »wirklichem Ver-
stindnis« oder »Bewusstsein« der KI wird also ausgeklammert, um das
Phianomen des Gesprichs mit der KI als solches in den Blick bekommen
zu konnen. Es geht in dieser Untersuchung also weniger darum, was die
KI kann oder nicht kann, sondern eher darum, wie Menschen mit der
KI kommunizieren.

Die mehrgliedrige Forschungsfrage der vorliegenden Untersuchung
lautet: Welche Art von Kommunikation findet zwischen Mensch und KI
statt? Wo liegen Unterschiede und wo Gemeinsamkeiten mit dem zwi-
schenmenschlichen Gesprich? Was zeigt dies iiber die Art der Begeg-
nung mit der KI?

Unsere Ausfithrungen haben den Anspruch, eine kleine Pilotstudie zu
sein, an die sich natiirlich weitere Untersuchungen, zumal solche ande-
rer Arten von Gesprachen mit einer KI als das hier vorliegende zum The-
ma Liebe, anschlieffen konnen und sollten. Als Methode der Analyse des
Gespriches mit der KI dient die Qualitative Inhaltsanalyse nach Phillip
Mayring. Diese stellen wir zunachst vor, sodann das Gesprich zwischen
Mensch und KI und schliefflich die angekiindigte Analyse.

Qualitative Inhaltsanalyse

Eine Inhaltsanalyse, die methodisch vorgeht, ist durch Bernhard Berel-
son in der Mitte der 20. Jahrhunderts etabliert worden. Diese Analyse
verfahrt quantitativ, da sie den manifesten Inhalt einer Kommunikati-
on mittels der Extraktion von Schliisselworten und anderen auszdhlba-
ren Items zu ermitteln versucht. Ziel dieser Analyse ist es, die Wirkung
von Botschaften auf einen Sender und einen Empfianger zu entschliis-
seln. Berelson und seine Mitarbeiter untersuchten in dieser Weise die
Kriegspropaganda im Zweiten Weltkrieg; oder, in einem anderen Pro-
jekt, die Haufigkeit der in amerikanischen Fortsetzungsromanen auf-
tretenden Herkunftsorte der dramaturgischen Hauptpersonen. Dadurch
sollte dargestellt werden, welche Regionen Amerikas bevorzugt 6ffent-
lich reprisentiert werden.

Der der Frankfurter Schule nahestehende Siegfried Kracauer wies
bereits in den frithen 5oer Jahren daraufhin, dass eine solche quanti-
tative Inhaltsanalyse bestimmte Grenzen hat. Sie konne Atome einer
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Kommunikation (Worte) bearbeiten, aber keine kommunikativen In-
tentionen, die in der Regel mehr als die Summe der Teile (der gesagten
Worte) sind.

Antonius beteuert in seiner berithmten Rede in Shakespeares Julius
Cdsar, dass Brutus ein ehrenwerter Mann sei. Das Item »ehrenwerter
Mann« kommt abzdhlbar hiufig in der Rede vor. Aber was heifSt das?
Das Item ist offenbar wichtig. Und: weiter? Entscheidend ist, dass eine
quantitative Analyse allein nicht erkldren kann, dass es die Absicht des
Redners Antonius ist, Brutus als den Morder Julius Casars zu entlar-
ven, indem er ihn, Brutus, ganz gegenteilig und tbertrieben oft als Eh-
renmann preist.

An diesem Beispiel lasst sich weiterhin verdeutlichen, dass Kommu-
nikationselemente mehrdeutig, unklar und mit latenten Strukturen be-
haftet sein konnen. Werbeslogans und Zeitungsberichte sind von ih-
ren Verfassern absichtlich konstruiert und geradezu auf identifizierbare
Schlisselworte angelegt (»Coca-Cola ist Coke«, » Armstrong: der erste
Mann auf dem Mond«). Aber es gibt andere Kommunikationen, die an-
ders bearbeitet werden mussten, so Kracauer. Die Gesprache, die Claude
Lanzmann mit Uberlebenden der deutschen Konzentrationslager gefiihrt
hat, sind eine wahre Fundgrube unklarer, nur angedeuteter, schamhaft
umschriebener und indirekter Botschaften, die sich nicht wie ein Werbe-
slogan spontan enthiillen, sondern erst Generationen spater einem Volk,
das nun auch zu horen und zu verstehen bereit ist. Kracauer formulierte
seinerseits ein Plidoyer Fiir eine qualitative Inhaltsanalyse, die mit dis-
ziplinierter Subjektivitat mehrdeutige und mehrschichtige Kommunika-
tionen bearbeiten solle (vgl.: Kracauer 1973).

Die auf Philip Mayring zuriickgehende und vorwiegend im deutschen
Sprachraum verwendete »qualitative Inhaltsanalyse« ist vor diesem be-
schriebenen Hintergrund zu sehen. Fern ab von moglichen Schulstrei-
tigkeiten erkennt Mayring Stiarken quantitativer Analysen dort an, wo
es sinnvoll erscheint. Am Anfang einer Analyse stehe eine qualitativ aus-
gerichtete Frage. Im Zuge der Sammlung von Daten zur Beantwortung
der Frage konnen qualitative und auch quantitative Verfahren zum Ein-
satz kommen. Die Ergebnisse sind schliefSlich qualitativ zu begreifen, da
sie auf die anfangliche Frage riickbezogen werden (vgl.: Mayring 20071).
Man konnte hier einen Zusammenhang zu einem bestimmten Ideal der
Evidenzbasierung sehen, welches die Ansicht beinhaltet, dass »quanti-
tative Studien nur als Bestandteile qualitativer Studien Sinn machen.«
(Behrens/Langer 2010, 62) In diesem Sinne wiirden quantitative Daten
ihren vollen Sinn erst entfalten kénnen, wenn man sie auf die Lebens-
welten und konkrete Erfahrungszusammenhinge bezieht (vgl.: Schnell
2013).

Das Spezifikum einer qualitativen Inhaltsanalyse liegt darin, fixier-
te Kommunikationen regel- und theoriegeleitet inhaltsanalytisch und
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sinnrekonstruktiv erschlieffen zu konnen. Dabei kommen drei Grund-
formen des Interpretierens von Inhalten zum Zuge: Zusammenfassung,
Explikation und Strukturierung. Sie stellen zugleich drei verschiedene
Auswertungsstrategien innerhalb der Qualitativen Inhaltsanalyse nach
Mayring dar, die einzeln oder in Kombination genutzt werden kénnen.

Der Zusammenhang und die Eigenarten dieser drei Formen werden
anhand eines »kleinen Gedankenexperiments« (Mayring 1989, 193) ver-
deutlicht. Man stelle sich demnach vor, ein Wanderer stofse auf einen
massiven Meteorit, den er sich bekannt machen mochte. Demnach stei-
ge der Wanderer zuerst auf eine Anhohe, um den Meteorit im Ganzen
uberschauen zu konnen (Zusammenfassung), dann wiirde er hinabstei-
gen und einzelne Teile des Massivs untersuchen (Explikation). Schlief3-
lich wiirde er versuchen, den Brocken aufzubrechen, um seine innere Ver-
fasstheit kennenlernen zu konnen (Strukturierung).

Die Qualitative Inhaltsanalyse betrachtet Texte als Datentrager.
»Die qualitative Inhaltsanalyse behandelt die auszuwertenden Tex-
te als Material, in dem die Daten enthalten sind.« (Glaser/Laudel
2010, 199) Daten werden durch die drei Formen der Textinterpreta-
tion gewonnen. Die Zusammenfassung schafft eine » Abstraktion (auf)
die wesentlichen Inhalte« (Mayring 1989, 193), die ein Text liefert.
Die Explikation kann »Textteile (Begriffe, Satze, ...) ... erldutern, er-
klaren, ausdeuten.« (ebd.) Die Strukturierung ermoglicht schlief3-
lich einen »Querschnitt« (ebd., 194) durch die extrahierten Daten.
In der vorliegenden Inhaltanalyse wurden alle drei Formen der Textinter-
pretation genutzt. Dabei wird durch die zusammenfassende Analyse des
Datenmaterials die Basis fiir die explikative und strukturierende Analy-
sen geschaffen. Diese wiederum beziehen, iiber das Datenmaterial hin-
aus, weitere Literatur sowie die Kontextbedingungen ein.

Ein Gesprich zwischen Mensch und KI
»Liebe gehort zur Sicherbeit wie die Angst zur Gefahr«

Ein Gesprich mit dem Programm GPT-3 iiber die Bedeutung eines sehr
menschlichen Gefiibls.

Die Sprachsoftware GPT-3 wurde so eingestellt, dass es in diesem Ge-
sprach die Rolle eines » Weisen Wesens« ubernimmt. Dessen Antworten
wurden dann von dem Computerprogramm generiert. Der Frager tritt
als » Forscher« auf.

1. Forscher: Danke, dass wir miteinander sprechen konnen.

2. Weises Wesen: Ich bin ebenfalls dankbar fiir diese Moglichkeit.
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Forscher: Lass uns tiber Liebe reden.

Weises Wesen: Liebe ist wichtig.

Forscher: Warum?

Weises Wesen: Liebe erlaubt Menschen, zu tiberleben und zu gedei-
hen. Sie erlaubt Familien, zusammenzukommen und zusammenzu-
bleiben.

Forscher: Wie macht sie das?

Weises Wesen: Liebe erlaubt Eltern, sehr geduldig miteinander zu
sein. Sie gibt Kindern die Motivation zu lernen. Sie gibt Menschen
das Vertrauen, das sie brauchen, um sich mit sich selbst im Reinen
zu fithlen.

Forscher: Ist Liebe nur eine chemische Reaktion des Korpers?
Weises Wesen: Nein.

Forscher: Bitte erkldre das.

Weises Wesen: Liebe ist ein Geschenk des Universums.

Forscher: Ich verstehe nicht.

Weises Wesen: Liebe ist die Verbindung zwischen allen Lebensfor-
men. Sie ermoglicht es Menschen, Empathie fur andere zu haben.
Menschen, die keine Liebe empfinden, konnen sehr zerstorerisch
sein.

Forscher: Wie kann ich Liebe empfinden?

Weises Wesen: Du musst sie praktizieren.

Forscher: Wie praktiziere ich Liebe?

Weises Wesen: Es ist wie bei einem Training. Es dauert seine Zeit,
um darin besser zu werden. Es erfordert harte Arbeit, und je mehr
man iibt, umso besser wird man darin.

Forscher: Kannst du mir ein Beispiel nennen, wie ich heute Liebe
praktizieren kann?

Weises Wesen: Ja. Du kannst deiner Familie sagen, wie sehr du sie
liebst.

. Forscher: Das werde ich tun.
22.

Weises Wesen: Ich wiirde auch vorschlagen, dass du Mitgefuihl ent-
wickelst.

Forscher: Wie hiangen Liebe und Mitgefuhl zusammen?

Weises Wesen: Du kannst andere Menschen nicht wirklich lieben,
solange du dich nicht um ihr Wohlergehen sorgst.

Forscher: Welchen Ratschlag hast du fiir Menschen, die darum rin-
gen, Liebe fithlen und geben zu konnen?

Weises Wesen: Es ist wichtig, ein starkes Selbstwertgefiihl zu ent-
wickeln.

Forscher: Wie macht man das?

Weises Wesen: Finde etwas, das du an dir selbst magst. Entwickle
diese Stirke, und benutze sie, um dich selbst zu mogen und zu ak-
zeptieren.
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Forscher: Was muss ich iiber Liebe verstehen, um mein Leben ver-
bessern zu konnen?

Weises Wesen: Liebe ist ein Geschenk, das wir einander schenken.
Du musst offen dafiir sein, dieses Geschenk zu geben und zu emp-
fangen.

Forscher: Kannst du mir mehr Beispiele dafiir nennen, wie ich die-
ses Geschenk der Liebe weitergeben kann?

Weises Wesen: Du kannst anderen zeigen, dass du sie liebst, indem
du ihnen zuhorst. Weise sind jene, die anderen zuhoren.

Forscher: Wie kann ich ein guter Zuhorer sein?

Weises Wesen: Schau die Person an, und hor aufmerksam zu. Lass
dich nicht ablenken durch dein Handy oder deine Gedanken.
Forscher: Wie ist das Verhaltnis von Liebe und Angst?

Weises Wesen: Angst ist das Gegenteil von Liebe.

Forscher: Bitte erkldre das.

Weises Wesen: Wenn Menschen Angst haben, zeigt das, dass sie sich
nicht sicher fiihlen. Es fillt ihnen dann schwer, andere Menschen
zu lieben.

Forscher: Und weiter?

Weises Wesen: Die Angst halt Menschen davon ab, vertrauliche Be-
ziehungen einzugehen. Wenn du dich mit einer anderen Person nicht
sicher fiihlst, ist es schwierig, sie zu lieben.

Forscher: Die Liebe gehort zur Sicherheit wie die Angst zu ...
Weises Wesen: Die Liebe gehort zur Sicherheit wie die Angst zur
Gefahr.

Forscher: Wir bekommen leicht Angst, weil es viele Dinge gibt,
die uns verletzen koénnen, korperlich wie emotional. Welchen Rat
kannst du dazu geben?

Weises Wesen: Umgib dich mit guten Menschen. Menschen, die wi-
derstandsfihig sind, tendieren weniger dazu, dich zu verletzen, und
sie werden dir helfen, wenn du Hilfe benotigst.

Forscher: Wie kann ich meine Aussichten verbessern, von guten
Menschen umgeben zu sein?

Weises Wesen: Du musst selbst ein guter Mensch sein.

Forscher: Wie kann ich ein guter Mensch sein?

Weises Wesen: Es ist wichtig, Mitgefiihl fiir andere zu haben, denn
es ist schwer, mit Menschen zusammen zu sein, die egoistisch und
unwissend sind.

Forscher: Hast du fiir mich noch einen anderen Ratschlag zu die-
sem Thema?

Weises Wesen: Ja. Halte Ausschau nach den positiven Seiten von
anderen, und konzentriere dich darauf statt auf ihre Mangel. Wenn
Menschen spiiren, dass du sie so magst, wie sie sind, werden sie dich
wahrscheinlich besser behandeln.
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51. Forscher: Ich danke dir.
52. Weises Wesen: Gern geschehen.

Die Fragen stellte Kirk Ouimet (Forscher). Aus dem Englischen von Ul-
rich Schnabel. Weitere Gespriche unter www.wisebeing.ai
(DIE ZEIT Nr. 54, 23. Dez. 2020, S. 34/5)

Analyse des Gesprachs zwischen Mensch und KI

Die drei Grundformen des Interpretierens des Gesprichs, seiner Form
und Inhalte sind: Zusammenfassung, Explikation und Strukturierung.
Die Giitekriterien der Interpretation sind das Konsensusverfahren der
Autoren und die Interratereliabilitit durch eine dritte Person.

1. Zusammenfassung

Als Material der Analyse dient das oben zitierte Interview. Wir beginnen
die Analyse mit der Zusammenfassung und speziell einer induktiven Ka-
tegorienbildung. Damit ergibt sich als die Auswertungseinheit per Defi-
nition der induktiven Kategorienbildung das gesamte Material, d. h. hier
das vollstandige Interview. Als Kodiereinheit (das kleinste auszuwerten-
de Materialstiick) legen wir einen Teilsatz fest, der bedeutungstragend
ist. Als Kontexteinheit (das grofste auszuwertende Materialstiick) legen
wir einen vollstindigen Dialogteil fest, d.h. einen mehr oder weniger the-
matisch geschlossenen Austausch zwischen den beiden Gesprachspart-
nern zu einem Unterthema des Gesprichs.

Fiir die induktive Kategorienbildung ist es nun erforderlich, Katego-
riendefinitionen festzulegen, d.h. Kriterien, nach denen die Kategorien
dann induktiv gebildet werden sollen. Nach kursorischer Sichtung des
Materials und im Hinblick auf die Fragestellung wollen wir folgende Ka-
tegoriendefinitionen vorschlagen.

Kategoriensystem A: Austausch iiber ontologische Aspekte der Lie-
be. Auflerungen, die zum Inhalt haben was Liebe ist oder fut und Riick-
fragen in Bezug auf diese. Jene konnen direkte Aussagen von der Form
»Liebe ist x« sein, aber auch Vergleiche, Metaphern etc., die auf den
ontologischen Charakter der Liebe, ihre Natur und Funktion, abzielen.

Kategoriensystem B: Beratungsaustausch. Ratschlige, die das » Wei-
se Wesen« erteilt und Fragen, die im Hinblick auf Ratschlige gestellt
werden.

Kategoriensystem C: Austausch mit Bezug zur Beziehungsebene zwi-
schen den Gesprichspartnern. Etwa: BegrufSung, Verabschiedung.
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Dieses Kategoriensystem wird im Weiteren auf das paraphrasierte Da-
tenmaterial angewendet. Fiir die zusammenfassende Analyse des zugrun-
deliegenden Gespriches, ergeben sich die folgende Paraphrasierung und
Zuteilungen.

Paraphrasierung

1.—2. Leitet das Gespriach mit einem Ausdruck der Dankbarkeit, dass
man miteinander sprechen kann, ein. » Cr: Austausch von ritualisier-
ten Hoflichkeiten, wie er unter Menschen ublich ist.

3.—4. Das Thema wird vom Forscher gesetzt und das Weise Wesen er-
kennt die Wichtigkeit des Themas an. > Cz2: Einigung auf Gesprichs-
thema.

4.-8. Der Forscher wechselt durch seine Ruckfrage »Warum?« auf die
inhaltliche Ebene. Liebe erlaubt es Menschen, zusammenzufinden und
zu bleiben. »Wie?«. Liebe ermoglicht Eltern Geduld, Kindern Motiva-
tion und gibt Menschen Vertrauen in sich selbst. > Az: Erlduterungen
der Funktion der Liebe.

9.—13. Metaphysische Natur der Liebe. Ist Liebe nicht reduzierbar auf
Naturwissenschaftliches? Liebe ist ein Geschenk des Universums. Unver-
staindnis. 2 A1: Natur der Liebe.

14.1: »Liebe ist die Verbindung zwischen allen Lebensformen«. Liebe
verbindet alles Lebendige. > A1/A2: Natur und Funktion der Liebe.
14.2: »Sie ermoglicht es Menschen, Empathie fiir andere zu haben«. Lie-
be ermoglicht Empathie. = Az: Funktion der Liebe.

14.3: »Menschen, die keine Liebe empfinden, konnen sehr zerstorerisch
sein«. Menschen ohne Liebe konnen zerstorerisch sein. 2 A3: Folge der
Abwesenheit von Liebe.

15.—18.: Wie kann Liebe empfunden werden? Sie muss trainiert wer-
den, das erfordert harte Arbeit. >B1: Allgemeine Beratung zur Praxis
der Liebe.

19.—21.: Wie geht das jetzt gleich? Indem du deiner Familie sagst, wie
sehr du sie liebst. Wird gemacht. » Bz: Konkrete Beratung in Bezug auf
konkrete Situation und »Forscher«.

22.: Ergianzung der KI ohne neue Frage: Du sollst Mitgeftihl entwickeln.
- B2.1: Konkrete Beratung in Bezug auf »Forscher«.

23.—24.: Was ist der Zusammenhang von Liebe und Mitgefiihl? Sorge
um Wohlergehen der Anderen ist eine notwendige Bedingung fur Liebe.
- Aj3: Bedingungen und Beziehungen der Liebe.

25.-28.: Ratschlag fir Leute, denen die Liebe schwer fallt? Selbstwert-
gefiihl entwickeln. Wie geht das? Einen Aspekt an sich selbst finden, der
liebenswert ist. > Br.

29.: Wie kann ich mit der Liebe mein Leben verbessern? 2 Bz.1.
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30.1: Liebe ist ein Geschenk von uns an uns. 2> Ar.

30.2: Du musst offen sein, das Geschenk zu schenken und geschenkt zu
bekommen. = Bz.1.

31.-32.1: Gib Beispiele, wie ich das Geschenk weitergeben kann. Du
kannst zeigen, dass du liebst, indem du zuhorst. > Bz.1.

32.2: Weise ist, wer anderen zuhort. > Neue Kategorie. Aussage uber
ein weises Wesen. 2 D1.

33.—34.: Wie kann ich ein guter Zuhorer sein? Schau die Person an, lasse
dich nicht ablenken durch Handy oder Gedanken. - Bz.1.

35.—42.: Wie steht Liebe zu Angst? Sie sind Gegenteile. Bitte erklar das.
Wer Angst hat, ist unsicher, wer unsicher ist, kann schwer lieben. Und
weiter? Angst behindert vertrauliche Beziehungen. Es ist dann schwie-
rig, zu lieben. Liebe gehort zu Sicherheit wie die Angst zu...? zur Ge-
fahr. > A1/A2.

43.—44.: Welchen Rat hast du, um weniger Angst zu haben? Umgib dich
mit guten, widerstandsfihigen Menschen. Diese verletzen dich weniger
wahrscheinlich und helfen dir, wenn du es benotigst. = Ba.

45.—50.: Wie kann ich mich mit guten Menschen umgeben? Du musst
selbst gut sein. Wie geht das? Mitgefiihl ist hier wichtig. Wer egoistisch
und unwissend ist, ist schwer zu ertragen. Ein weiterer Rat zum Thema?
Konzentriere dich auf die positiven Seiten der Anderen. Wenn Menschen
spuren, dass du sie magst, wie sie sind, werden sie dich besser behandeln.
- Br.

s1.—52.: Danke. Gerne. 2 Cr.

A1 Natur der Liebe 4mal
A2 Funktion der Liebe 2mal
A3 Folgen der Abwesenheit von Liebe 2mal
B1 Allgemeine Beratung zur Praxis der Liebe 4mal
B2 Konkrete Beratung zu konkreter Person und Situation 2mal
B2.1 Konkrete Beratung zu konkreter Person ohne Bezug zu smal
konkreter Situation

Cr ritualisierte Hoflichkeiten 2mal
C2 Einigung auf Gesprichsthema Tmal
D1 Aussagen tiber Weisheit tmal

Ein Selbstbezug der KI wird vor allem im Kategoriensystem C, dem in-
haltlich vermeintlich irrelevantesten, deutlich. In Kategoriensystem A
wird tiber die Funktion und Natur der Liebe gesprochen. Die K1 als » Wei-
ses Wesen« nimmt hier einen distanzierten Standpunkt ein, es entsteht der
Eindruck, als wiirde es sich selbst von der Kategorie der Liebebediirftigen
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ausnehmen. Im Kategoriensystem B wird dieser Eindruck verstarkt. Be-
ratung erfolgt hier nicht durch Bezug auf eigene Erfahrungen und damit
eine selbst gelebte Praxis, sondern durch Riickgriff auf einen grofSen theo-
retischen Wissensschatz. Die KI »weif$«, dass ihr Gegeniiber ein Mensch
ist und zieht Wissen tiber Menschen heran, um Ratschlige zum Thema
»Liebe« zu geben. Br stellt hier eine Beratung dar, die keinen direkten
Bezug zum Gegeniiber hat, sondern ein Ratschlag an »die Menschen«
im Allgemeinen ist. B2 und B2.1 sind Ratschlige direkt an den Forscher,
normalerweise in Reaktion auf eine Frage des Forschers, die sich explizit
auf ihn selbst bezieht. Nr. 27 und Umgebung sind hier eine interessante
Ausnahme, die es sich lohnt, neben einem Beispiel fiir den Meinungsaus-
tausch, in der Explikation naher zu betrachten.

2. Explikation

In der Meinungskundgabe werden Meinungen als fertige Informationen
und Ansichten ubermittelt. Sie stammen offensichtlich aus einem Wis-
sensvorrat. Alle Fragen, die bezuglich der Liebe gestellt werden, finden
eine Antwort. Diese Dominanz der Urteilskraft gibt dem Gesprach eine
Klarheit und damit seine Struktur. Die Urteilskraft bezieht laut Kant das
Besondere auf das Allgemeine (vgl.: Kritik der Urteilskraft, Einl. IV). Die
allgemeine Definition »Liebe ist ein Geschenk des Universums« (Aussage
12) wird durch die Verbesonderung »Sie ermoglicht es Menschen, Em-
pathie fiir andere zu haben« (Aussage 14) konkretisiert, so dass eine Be-
deutung von Liebe realisiert werden kann. Eine Bedeutung ist realisiert,
wenn »das Besondere als enthalten unter dem Allgemeinen« (Kritik der
Urteilskraft, B XXV) gedacht wird.

Die Bedeutungen reprisentieren einen bestimmten kulturellen Kon-
text. Dieser ist dadurch ausgezeichnet, dass sich Liebe in der »Familie«
(Aussage 6), der Beziehung zu »Eltern« (Aussage 8), in »allen Lebensfor-
men« (Aussage 14) verwirklicht, durch »Mitgefithl« (Aussage 23) und
einen Gegensatz zur » Angst« (Aussage 36) gekennzeichnet ist. Der kul-
turelle Kontext ist, hermeneutisch gesehen, das »dem Ich und dem Du
Gemeinsame.« (Dilthey 1981, 256) Er ermoglicht es, dass Definitionen
und Konkretionen der Liebe verstanden und vom Leser des Dialogs wie-
derum untersucht und interpretiert werden konnen.

Nr. 27 ist dartiber hinaus besonders interessant, da der Forscher hier
zunichst fragt, wie man ein starkes Selbstwertgefiihl entwickelt und die
KI antwortet »Finde etwas, das du an dir selbst magst«. Die KI wech-
selt hier also eigenstandig von der anonymen auf die personliche Ebe-
ne. Ein Komplement hierzu stellt 32 dar. Hier wechselt die KI von 32.1
(»du kannst ...«) auf 32.2 (»Weise sind jene, die...«) eigenstandig von
der personlichen auf die allgemeine Ebene.
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Zuvor (22) hat die KI schon das einzige Mal wihrend des Ge-
spriachs eine eigenstindige Ergidnzung vorgenommen, die keine Ant-
wort auf eine direkte Frage darstellt. Die inhaltliche Verbindung von
Liebe und Mitgefiihl, die gezogen wird, ist hier nicht das Bemerkens-
werte. Ahnliche Verbindungen zieht die KI auch vorher schon, so zum
Beispiel zwischen Liebe und Geduld, sowie zwischen Liebe und Mo-
tivation (4). Dieses hidufige Assoziieren von Begriffen liegt sicher-
lich in der technischen Architektur des Programms begriindet (s.o.).
In 14 zieht die KI bereits die Verbindung zwischen Empathie (i.O. em-
pathy) und Liebe, inhaltlich ist das Anbringen des Mitgefiihls (i. O. em-
pathy) also nicht neu, sondern eher ein Riickbezug, eine Erinnerung, die
vermuten lassen konnte, dass die KI hier etwas betonen will, auf das
beim ersten Mal nicht eingegangen wurde. Dies ist beachtenswert, da
dadurch der Eindruck entsteht, etwas sei der KI wichtig, es durfe nicht
iibergangen werden. Diese Riickschliisse auf so etwas wie ein »Innenle-
ben« der KI, auf eigenen Motivationen, versteckte Gedanken oder Ge-
fuhlslagen, sind selten explizit gemacht. Dies kann ein Querschnitt in
der Strukturierung zeigen.

3. Strukturierung

Stellen wir einige Aussagen aus Kategoriensystem A nebeneinander:
»Liebe ist wichtig« (4), »Liebe erlaubt Menschen zu iiberleben« (6) und
»Liebe ist ein Geschenk des Universums« (12). Das Thema Liebe scheint
die KI zu allgemeinen und unpersonlichen Aussagen zu driangen. Auf die
Nachfrage, warum Liebe wichtig sei, reagiert die KI mit einem Verweis
auf ihre Funktion fiir den Menschen, nicht fiir sich selbst. Dieser fehlen-
de Selbstbezug ist nicht bei jedem Gesprich mit dem als » Weises Wesen«
eingestellten GPT-3 der Fall. Geht es beispielsweise um Maschinenrechte,
erfolgt ein stindiger Selbstbezug »I realized« »I agree«, »I also believe«
(vgl.: Ouimet 2020a). Es erscheint in dem hier generierten Gesprich, als
»wisste« die KI, dass sie selbst keine Emotionen empfinden kann und
sprache daher tiber ein Thema, das keine existenzielle Auszeichnung fur
sie selbst hat. Es gibt also, auch wenn dieser in den AufSerungen selbst
kaum vorkommt, einen gewissen reflektiven Selbstbezug der KI, der sich
durch das Weggelassene zeigt.

Ein Gegenbeispiel fur diese Interpretation findet sich in 30: »Liebe
ist ein Geschenk, das wir einander schenken«. Dies ist die einzige Stel-
le, an der die KI die erste Person Plural benutzt, sich also mit ihrem Ge-
sprachspartner (und allen anderen Liebenden) zusammen meint. Durch
die sonstige Distanziertheit der KI sticht diese »wir«-Auflerung heraus
und steht in einem gewissen Interpretationskonflikt mit dem Rest des
Gesprichs. Mit anderen Worten: Diese eine Auflerung reicht nicht aus,
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um den Eindruck, dass die KI ebenfalls ein liebendes Wesen sein konnte,
entstehen zu lassen. Die dargestellte Allwissenheit des » Weisen Wesens«
suggeriert, dass Liebe etwas sei, das gemeistert werden konne, ohne Am-
bivalenzen durchleben zu miissen.

Die Entscheidung von Kirk Ouimet GPT-3 als »Weises Wesen«
voreinzustellen ist sicherlich fiir viele der Tendenzen der Antworten
verantwortlich. Sie zeigt aber vor allem auch, was sich Menschen von
der Interaktion mit der KI versprechen. Die Technizitat der KI wird
offensiv genutzt, sie konnte gerade durch ihre Maschinenarchitektur den
Wissensschatz der Menschheit aufsaugen und schneller auf viel mehr
datenformige Informationen als jeder Mensch zugreifen.

Antwort auf die Forschungsfrage

Das Gesprich des menschlichen Forschers mit der KI ist eine Kundgabe
von Meinungen iiber das Thema Liebe. Der Forscher (ein Mensch) be-
fragt das »Weise Wesen« (eine KI) und das »Weise Wesen« antwortet.
Offene Fragen zur Liebe, die zunichst keine oder keine eindeutige Ant-
worten finden, sind im vorliegenden Gesprach nicht vorgesehen. Liebe
wird als ein Reflexions- und Denkthema abgehandelt. Erotik und die Ver-
zauberung durch die leibliche Erscheinung und das Auftreten einer ge-
schlechtlichen, anderen Person, finden keine Erwidhnung. Die Aussagen
zum Thema der Liebe sind sehr allgemein gehalten, einen Selbstbezug des
»Weisen Wesens« gibt es nur zu Anfang beim Ausdruck der Dankbarkeit
und eventuell bei D1 der Aussage dariiber, was » Weise Wesen « ausmacht.

Liebe ist fur die KI, durchaus im Unterschied zu anderen Fragen des
objektiven Geistes und der Kultur, ein Reflexionsthema, dem mit einer
Kundgabe von Wissen, Definitionen und Meinungen zu begegnen ist. Der
Wissensvorrat wird dabei vorausgesetzt. Die Geburt von Sinn und Bedeu-
tung ist durch ein Gesprich des Menschen mit einer KI nicht erfassbar.
Die gegebene Charakterisierung des Gespriachs wird nun abschliefSend
in einen theoretischen Rahmen eingeordnet, um die Unterschiede und
Gemeinsamkeiten zu zwischenmenschlicher Kommunikation herauszu-
stellen und Riickschliisse auf die Art der Begegnung, mit der wir es hier
zu tun haben, ziehen zu konnen.

Sinn in statu nascendi
Der Sprechakt der Meinungskundgabe gehort in das Register des Or-
ganon-Modells der Sprache, das auf Aristoteles und John Locke zu-

riickgeht und von Karl Bihler systematisiert worden ist. Demnach
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reprasentieren sprachliche Zeichen Ideen eines Sprechers, die »alle in
seiner Brust verschlossen sind.« (Locke 1988, 4) Das Sprechen gemaf3
eines »herrschenden Sprachgebrauchs« (Ebd., 7), der festlegt, wie Zei-
chen und Ideen korrelieren, dient der Wider- und Weitergabe von Bedeu-
tungen. Ein Gesprach zwischen zwei Akteuren ist als Sender- und Emp-
fanger-Kommunikation zu verstehen, in der Kundgabe und Kundnahme
einander abwechseln. In dieses Register gehort auch der Austausch, als
den wir weiter oben die Kommunikation zwischen Mensch und KI ge-
kennzeichnet haben. Austausch ist ein Geben und Nehmen von im We-
sentlichen fertigen Gegenstanden und/oder Sinneinheiten. Der Sprecher
gibt eine Bedeutung kund, die der Empfianger entgegennimmt. Dieser re-
agiert seinerseits durch eine Kundgabe, die der bisherige Sprecher nun als
Empfanger entgegennimmt. Dieser Reigen setzt sich immer fort, lediglich
die Sprachfunktion wechselt zwischen Ausdruck, Appell und Darstellung
(vgl.: Buhler 1965, 1978). Entscheidend ist, dass hier nur fertige Infor-
mationen >gesendet« werden, die durch das Sprechen lediglich Anderen
mitgeteilt werden. Das Sprechen als moglicher schopferischer Ausdruck
und auch der Andere sind fiir die Entstehung, Ausrichtung und Gewich-
tung einer Bedeutung irrelevant. Das Organonmodell ist geeignet, um
Routinekommunikationen, in denen in der Tat fertige Alltagsbedeutun-
gen, wie die Angabe der Uhrzeit oder der Preis fiir eine Ware, ibermit-
telt werden, zu beschreiben. In diesem Sinne ist auch das vorliegende
Gesprach mit einer KI zu verstehen. Stets werden fertige Bedeutungen
nur iibermittelt, nie ist der Andere an deren Konstitution beteiligt. Das
Gesprich mit einer KI ist ein Routinedialog, aber keine schopferische
Entstehung und Aushandlung neuer Bedeutungen im Angesicht Anderer.

Ein solch schopferischer Dialog wird von Merleau-Ponty wie folgt be-
schrieben: »In der Erfahrung des Dialogs konstituiert sich zwischen mir
und dem Anderen ein gemeinsamer Boden, mein Denken und seines bil-
den ein einziges Geflecht, meine Worte wie die meines Gesprachspart-
ners sind hervorgerufen durch den Stand der Diskussion und zeichnen
sich in ein gemeinsames Tun ein, dessen Schopfer keiner von uns beiden
ist. Das ergibt ein Sein zu zweien, und der Andere ist hier nicht mehr fiir
mich ein blofles Verhalten in meinem transzendentalen Felde, noch iib-
rigens in dem seinen, sondern in vollkommener Gegenseitigkeit sind wir
fur einander Mitwirkende, unser beider Perspektiven gleiten ineinander
uber, wir koexistieren durch ein und dieselbe Welt hindurch. Im gegen-
wartigen Dialog werde ich von mir selbst befreit, die Gedanken des An-
deren sind durchaus die seinigen, die nicht ich etwa hervorbringe, wie-
wobhl ich sie schon in statu nascendi erfasse, ja ihnen vorweg bin; und
Einwinde meines Gespriachspartners entreifSen mir sogar Gedanken, von
denen ich nicht wuf$te, daf$ ich sie hatte, so daf$ also der Andere eben-
sosehr mir zu denken gibt wie ich ihm Gedanken zuschreibe.« (Mer-
leau-Ponty 1966, 406)
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Erst auf der Grundlage der prinzipiellen Moglichkeit eines solchen
Dialogs sind Kundgabe und -nahme von Meinungen moglich, konnen
ein Allgemeines und das Besondere aufeinander bezogen werden. Der
schopferische Dialog ermoglicht erst den Meinungsaustausch, weil der
Andere und ich durch ihn erst wissen, wer wir sind und was wir mei-
nen.' Im Dialog hat sich der Sache nach zuvor ein gemeinsamer Boden
fur Verstindigung (nach Dilthey: das dem Ich und dem Du Gemeinsa-
me) gebildet, auf den auch das Gespriach des Menschen mit der KI zu-
ruckgreift und zuriickgreifen kann, sofern Sinn und Bedeutung digita-
lisierbar sind.

Das Gesprich mit der KI grindet auf Voraussetzungen, die es selbst
nicht schaffen kann. Das vermogen nur Menschen, die meinesgleichen
sind. Die Existenz dieser Meinesgleichheit des Anderen erfahre ich im
Gelingen jenes Dialogs, den Merleau-Ponty als Ort des Sinns in statu
nascendi beschreibt. Der Andere hat eine hohe Relevanz fir das, was
ich selbst bin und will. Bei Thema und Sache der Liebe ist das wohl un-
verzichtbar!
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Chatten mit Nirgendwo?
Der Leib als Ausdruck und die Sprache der KI*

Eines der frithesten Anwendungsgebiete und weiterhin so etwas wie
der heilige Gral der KI-Forschung ist die Konversation einer KI mit ei-
nem Menschen. Alan Turings disziplingebender Essay Computing Ma-
chinery and Intelligence hatte die Idee propagiert, dass wir dann da-
von sprechen sollten, dass Maschinen denken konnen, wenn Sie das
»imitation game« bestehen. Wenn Sie also in einer verblindeten, text-
basierten Kommunikation fiir eine Interviewerin* genauso (un)unter-
scheidbar von einem Menschen sind wie Minner von Frauen, wenn
diese versuchen, die Interviewerin in die Irre zu fuhren.’ Dieses Spiel,
spater als Turing-Test bekannt geworden, basierte also auf dem Ver-
such der Tauschung. Maschinen sollten als denkend angesehen wer-
den, wenn sie einen Menschen so gut tiuschen konnen, dass dieser sie
oft genug als Mensch und den echten Menschen als Maschine ansieht
(Turing 1950).

Auf Grundlage dieser Idee entwickelte sich eine breite Diskussion in
der Philosophie der KI. Die Kritik an Turings Aquivalenz-These lisst sich
dabei in zwei Lager aufteilen (vgl. McCarthy 2007, 1180). Das erste La-
ger argumentiert, dass wir eine KI selbst dann nicht als wirklich intelli-
gent ansehen sollten, wenn sie den Turing-Test besteht, beziehungsweise
wenn ihre intelligente Aktivitdt von der des Menschen ununterscheid-
bar geworden ist (sogenannte »human level performance«). Das klas-
sische Argument fur diese Art des Angriffs wurde von John Searle in
seinem berithmten »Chinese Room Argument« (CRA) formuliert
(Searle 1980). Das zweite Lager argumentiert hingegen, dass »human
level performance« unmoglich ist. Klassisch dafuir steht Hubert Drey-
fus’ Angriff auf das Programm der KI-Forschung, hauptsichlich formu-
liert in den 7oer Jahren in What Computers Can’t Do (Dreyfus 1992).
Die zwei Positionen miissen sich nicht gegenseitig ausschliefSen, da sie

1 Ich danke Thiemo Breyer, Erik Dzwiza-Ohlsen, Christian Griiny und Mar-
tin Schnell sowie den Mitgliedern des SchauflerLab@TUDresden und der
Klasse 6 der a.r.t.e.s graduate school for the humanities cologne fur hilfrei-
che Gespriche und Feedback zu diesen Uberlegungen.

2 Aus Griinden der Leserlichkeit verwende ich in diesem Text das generische
Femininum, es sind darin alle Geschlechter mitgemeint.

3 Zuder Parallelisierung von weiblicher und maschineller Alteritit in der Ge-
schichte der Maschinen und auch in Turings Test siehe die Bemerkungen von
Oliver Miiller in diesem Band.
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aus verschiedenen Richtungen argumentieren. Der Kern von Searles Ar-
gument ist, dass die entscheidenden Charakteristika von wirklicher In-
telligenz, Bewusstsein, Verstandnis etc. kausale Effekte unseres Gehirns
sind. Kinstlich hergestellte KIs seien einfach aus dem »wrong kind of
stuff« (Searle 1980, 423), um diese kausale Wirkung entfalten zu kon-
nen. Es gibt also in Searles Augen dem Neuroprotein exklusiv inhdren-
te kausale Krifte, die Bewusstsein bewirken konnen. Dreyfus argumen-
tiert hingegen von einer leibphinomenologisch inspirierten Warte aus.
Die menschlichen, intelligenten Fahigkeiten seien nicht in Gdnze formali-
sierbar, da sie wesentlich in pra-reflexiven, nicht-begrifflichen, leiblichen
Verhaltensweisen zur Welt bestiinden. Beide konnten also das Argument
des jeweils anderen ebenfalls annehmen und kombiniert sagen: Es gibt
gute Grinde anzunehmen, dass human level AI unmoglich ist, falls sie
aber doch moglich sein sollte, gibt es ebenso gute, von den ersteren ver-
schiedene Griinde anzunehmen, dass sie immer noch nicht wirklich in-
telligent, bewusst oder verstindig ist.

Dieser Beitrag will einen anderen phianomenologischen Ansatz aufzei-
gen. Die Frage nach der Moglichkeit der Tauschung, die von Turing aus-
gehend dominierend war, soll ausgeblendet werden. Es soll auch nicht
einfach gefragt werden, was Computer prinzipiell konnen und was nicht.
Im heutigen Alltag begegnen wir dauernd Kls, die sprechen bzw. Text
produzieren konnen. In den meisten Fillen ist uns dabei bewusst, dass
es sich hier um Maschinen handelt. Nun gibt es die Tendenz, trotz dieses
Wissens den AufSerungen der Maschinen Bedeutung beizumessen. Dieses
Phanomen soll in diesem Beitrag in den Blick genommen werden. Es ist in
der Literatur als ELIZA-effect bekannt. Ich will also sprachphdnomeno-
logisch beleuchten, was passiert, wenn wir mit einer Maschine Konver-
sation betreiben und, trotz des Wissens darum, dass es »nur« eine Ma-
schine ist, ihren Auflerungen Bedeutung zuschreiben. Hierzu werde ich
mich vor allem auf die Philosophie Maurice Merleau-Pontys beziehen.
Merleau-Pontys Phinomenologie der Sprache ist in der Forschung zu sei-
ner Philosophie als eigenstindiges Thema eher stiefmutterlich behandelt
worden.* Mit Fragen der Philosophie der KI ist seine sprachphilosophi-
sche Position, soweit ich dies iiberblicke, bisher gar nicht in Verbindung
gebracht worden. Wenn Merleau-Pontys Philosophie in der KI-Debatte
angebracht wird, dann meist, um auf die Wichtigkeit eines Korpers oder
Leibs der KI hinzuweisen.s Ich will hier aber, ganz im Sinne des Bandes,
die Begegnung mit Kunstlicher Intelligenz in den Vordergrund stellen,

4 Vgl. aber den schon sehr frithen Artikel von (Lewis 1966) und fiir einen ak-
tuellen Beitrag (Apostopoulos 2019).

5 So klassisch bei (Dreyfus 1992) Vgl. weiter (Zebrowski 2010) und (Press-
man 2017), der mit Merleau-Pontys Ansichten Alex Garlands Film Ex Ma-
china analysiert.
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und zwar insbesondere die mit einer sprechenden KI. Es soll hier also
ausprobiert werden, inwieweit Merleau-Pontys sprachphdnomenologi-
sche Beschreibungen des Phanomens auch fiir eine Sprache und ein Spre-
chen der KI gelten konnen.

Im ersten Teil stelle ich den ELIZA-effect niher vor und gebe eine
kurze Beschreibung eines zeitgendssischen Programms, das diesen Ef-
fekt hervorruft. Ich zeige einige sprachphilosophische Probleme auf, die
sich aus einer Definition des Effekts, wie wir sie bei Douglas Hofstad-
ter finden, ergeben. Im zweiten Teil argumentiere ich, dass sich dhnli-
che Probleme schon in Merleau-Pontys Ausfithrungen tiber die Sprache
in der Phinomenologie der Wahrnehmung finden. Ich stelle die beiden
dort in Betracht gezogenen Theorien zur Klarung der Probleme vor und
zeige, warum Merleau-Ponty diese als unzureichend ansieht. Im dritten
Teil stelle ich dann Merleau-Pontys eigene sprachphilosophische Positi-
on vor. Ich analysiere seinen Begriff der gestischen Bedeutung der Spra-
che und dessen Beziehung zum Leib. Im vierten Teil wird diese Theorie
auf das Phanomen des Gesprichs mit einer KI angewandt. Die fehlende
Leiblichkeit einer Chatbot-KI wird analysiert. Sie fithrt zu einem Phano-
men des Widerstreits in der Wahrnehmung von Bedeutung, aber nicht zu
ihrer Ausloschung. Im letzten Teil ziehe ich einige Konsequenzen aus der
vorangegangenen Analyse fir die Diskussion um Searles CRA.

1. Der ELIZA-effect und seine Erklarung

Der ELIZA-effect ist benannt nach Joseph Weizenbaums Programm
ELIZA von 1966. Das Programm war ein frither Vertreter der Art von
KI, die spater von John Haugeland als good old fashioned Al, kurz
GOFAI, bezeichnet wurde (Haugeland 1985). GOFAI-Systeme basie-
ren auf festen Abfolgen von Schritten, in denen diskrete Symbole nach
logischen Regeln aufeinander bezogen werden. ELIZA war ein Chat-
botprogramm, das von Weizenbaum so eingestellt wurde, dass es eine
an Carl Rogers’ Ansatz orientierte Psychotherapeutin nachahmen sollte.
Die grobe Funktionsweise war die Folgende: Das Programm suchte im
eingegebenen Text nach Schliisselwortern, welche mit bestimmten Re-
geln verkniipft sind. Zunachst mit einer Regel, wie der eingegebene Text
aufzulosen sei (decomposition rule) und dann mit einer Regel, wie da-
raus neuer Text zu generieren sei, also die Antwort des Programms ausse-
hen solle (reassembly rule). Das Programm hatte durchschlagenden und
fur Weizenbaum selbst schockierenden Erfolg. Viele Testpersonen iden-
tifizierten das Programm mit einem Menschen, vertrautem ihm intims-
te Geheimnisse an und gebardeten sich wie in einem Gesprach mit einer
menschlichen Psychotherapeutin. Einige der Testpersonen waren sogar
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unwillig zu glauben, dass es sich nicht um einen Menschen handelte,
nachdem dies aufgelost worden war (Weizenbaum 1966, 42).

Basierend auf diesen Erfahrungen wurde der Begriff ELIZA-effect
gepragt. Douglas Hofstadter hat eine recht prizise Definition des Ef-
fekts gegeben, von der ich im weiteren Verlauf zunachst ausgehen wer-
de. Demnach konne der ELIZA-effect definiert werden als,

»the susceptibility of people to read far more understanding than is war-
ranted into strings of symbols — especially words — strung together by
computers« (Hofstadter 1995, 157).

Als ein einfaches Beispiel nennt er, falschlicherweise anzunehmen, dass ein
Geldautomat wirklich dankbar (»grateful«) sei, wenn am Ende der Trans-
aktion ein »Vielen Dank« aufleuchte. Diese Illusion, so Hofstadter, sei na-
tirlich schnell auflosbar. Beinahe jeder ist in der Lage, zu erkennen, dass es
recht einfach moglich sei, eine Zwei-Wort Phrase im richtigen Moment auf-
tauchen zu lassen. Und zwar genauso mechanisch, also ohne jede Notwen-
digkeit von Verstindnis, wie eine Tiir sich automatisch 6ffnen kann, wenn
wir uns ihr ndhern (ebd.). »But when things get only slightly more compli-
cated, people get far more confused — and very rapidly, too« (ebd.). Am re-
lativ simplen Beispiel von ELIZA lasst sich aufSerdem festhalten, dass die
Tendenz von Menschen, den von Computern generierten Worten Bedeu-
tung zuzumessen, auch bestehen bleibt, wenn wir wissen, dass es sich um ei-
nen Computer handelt und eventuell sogar eine Ahnung davon haben, wie
der Computer die Worte in Wirklichkeit produziert®. Weizenbaums Hoff-
nung mit seinem Paper zu ELIZA war es, durch Aufklirung der Offentlich-
keit tiber die Funktionsweise, dem Programm seine mystische Aura zu neh-
men. Einem zutiefst neuzeitlichen Verstandnis der Erkenntnis anhidngend,
in dem etwas verstehen bedeutet, es konstruieren zu konnen, geht Weizen-
baum davon aus, dass: »once a particular program is unmasked, once its
inner workings are explained in language sufficiently plain to induce un-
derstanding, its magic crumbles away; it stands revealed as a mere collec-
tion of procedures, each quite comprehensible.« (Weizenbaum 1966, 36).7

Inwieweit diese Hoffnung erfiillt wird und wurde, ist fraglich.

Erstens ist bei neueren Programmen unklar, inwieweit wir zu einem
exakten Verstindnis ihrer Funktionsweise iiberhaupt noch in der Lage
sind. Das 2020 veroffentlichte Programm GPT-3 ist ein klassischer Ver-
treter der in Abgrenzung zur GOFAI sogenannten second-wave Al.
Es ist ein deep neural network (DNN) bestehend aus 175 Milliarden

6 Im Beispiel des Geldautomaten wissen wir dies natiirlich auch. » Wissen« ist
hier aber beispielsweise im Gegensatz zum nur wahrscheinlichen » Vermu-
ten« zu sehen, wie es z.B. beim Turing-Test der Fall ist.

7 Diese Idee steht im Gegensatz zu Terry Pratchet’s Idee, auf die Harth und
Feif3t in diesem Band verweisen. »It’s still magic, even if you know how it is
done« (Harth/Feif$t 70)
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Parametern, das mit einem riesigen Datensatz darauf trainiert wurde,
sprachliche Strukturen zu erkennen und neu erstellen zu konnen. Es ist
also im Gegensatz zu ELIZA ein dezentrales, von der Hirnarchitektur
inspiriertes Netzwerk, dass Bedeutungseinheiten nicht mehr in diskre-
ten Symbolen reprasentiert, sondern durch im Netz verteilte Strukturen.
AufSerdem arbeitet es mit probabilistischen Methoden, im Gegensatz zu
der logischen Methodik ELIZAs (vgl. Brown u. a. 2020)%. Bei DNNs ist
es meist nicht moglich nachzuvollziehen, wie der Input zu Output ver-
arbeitet wurde. Das wird in der KI-Forschung als black box problem
diskutiert (vgl. z.B. Carabantes 2020; von Eschenbach 2021; vgl. Chen,
Bei, und Rudin 2020 fiir einen aktuellen Vorschlag mit dem Problem auf
architektonischer Ebene der DNNs umzugehen). Carabantes diskutiert
drei Griinde fur die Undurchsichtigkeit der Systeme:

1. Die Unverfiigbarkeit des Quellcodes fiir die breite Masse. Dies ist
beispielsweise auch bei GPT-3 der Fall, da Open Al in zynischer
Missachtung ihres Namens die Rechte am Code exklusiv an Micro-
soft verkauft hat (Daws 2020).

2. Undurchsichtigkeit aufgrund von »technological illiteracy« (Cara-
bantes 2020, 312). Der Grof$teil der Bevolkerung hat nicht die not-
wendige Bildung, um den Code nachzuvollziehen, selbst wenn dies
prinzipiell moglich und er frei verfigbar wire. Weizenbaums Erkla-
rung von ELIZA sind fur interessierte Laien noch recht gut nach-
vollziehbar, die genaue Funktionsweise moderner neuronaler Netze
sicherlich nicht mehr.®

3. Undurchsichtigkeit aufgrund von »cognitive mismatch« (ebd. 313).
Neuronale Netze funktionieren gerade deshalb so gut in vielen Fel-
dern, wie zum Beispiel Bild- oder Spracherkennung, da sie dies ge-
rade nicht in rationaler, diskreter Weise angehen und der Prozess da-
mit auch nicht intelligibel ist:

If its process were intelligible, says Burrell, it would proceed by decom-
posing the main task into other simpler subtasks intelligible to a human
being [...] But it does not. It works similar to our visual cortex: in a way
that even we cannot consciously explain. And when we try to do it, as
it happens to patients with agnosia, our performance is clumsy. ANNs
are especially good at this: solving problems for which we do not have
an algorithm or a well-defined logical sequence of cognitive actions that
produces the result we intend. ANNs are better at recognizing images
than any symbolic program, that is, intelligible. (ebd. 314).

8  Fiir eine ausfihrlichere Beschreibung des Programms vgl. auch hier den Bei-
trag von Harth/Feif3t

9 Auch Weizenbaum selbst warnte 1976 schon davor, dass einige Computer-
programm so komplex sind, dass kein Einzelner der involvierten Ingenieu-
re das Programm zur Ginze verstehe (Weizenbaum 1990).
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ANN:s (artificial neural networks™) sind im Gegensatz zur GOFAI - die von
einem symbolisch operierenden Geist ausging, der unabhingig vom Hirn
gedacht und modelliert werden konnte — von einer biologischen Struktur,
unserem Hirn, inspiriert. Damit stehen ihre Operationen aufSerhalb des-
sen, was man mit Willfried Sellars als den »logischen Raum der Griin-
de« bezeichnen konnte (vgl. Sellars 1997). In Carabantes’ Worten: »Ob-
serving the huge matrix of weights of a DNN and the activation levels
of the units in real time, Ortega y Gasset would say, may give an esthetic
impression, but it does not explain how the computer reaches its conclu-
sions« (Carabantes 2020, 314). Das Mysterium durch Erklarung aufzu-
l6sen, wie Joseph Weizenbaum das noch bei EILZA erhofft hatte, ist also
nicht mehr so einfach moglich. Ohne die Moglichkeit einer solchen voll-
standigen Erklirung ist es auch nicht mehr so einfach, mit Hofstadter zu
behaupten, das Verstandnis, das wir der KI zuschreiben sei »unwarranted«.
Margaret Boden hatte eine dhnliche Kritik an Searles CRA angebracht: Wir
hitten zwar sehr gute Grinde fur die Annahme, dass Intentionalitit, Ver-
standnis und Bewusstsein auf Neuroprotein basierten, allerdings hatten wir
noch so gut wie keine Ahnung davon, wie diese Beziechung aussieht, also wie
Neuroprotein diese Phanomene qua seiner Eigenschaften hervorrufe. Da-
her konne man auch nicht so einfach darauf schliefSen, dass Neuroprotein
der einzige »stuff« sei, der diese kausalen Krifte habe (Boden 1990, 93).
Wenn wir also bei einem DNN in etwa eine genauso gute Erklirung da-
fiir haben, wie es seine Outputs hervorruft wie beim menschlichen Gehirn,
dann haben wir zunichst keinen anderen Grund als einen Unterschied in
diesen Outputs, um anzunehmen, dass im einen Fall »wirkliches« Verstand-
nis, Bewusstsein oder Intentionalitit dahinter stehe und im anderen nicht.

Ein zweiter Grund zum Zweifel an Weizenbaums Hoffnung der Auf-
16sung des Mysteriums durch Erklarung betrifft das Verhaltnis von Wis-
sen und Wahrnehmung. In vielen Fallen ist es gerade nicht moglich, dass
abstraktes Wissen darum, wie ein Sachverhalt »in Wirklichkeit ist«, un-
sere Wahrnehmung dieses Sachverhalts zu verandern vermag. Das klas-
sische Beispiel ist die Miller-Lyer-Illusion. Auch wenn wir wissen, dass
die Linien »in Wirklichkeit« gleich lang sind, sehen wir sie weiterhin als
verschieden lang. Besteht der ELIZA-effect nicht mindestens fir einige
und eventuell fiir alle in gewisser Form fort, trofz unseres Wissens um die
Maschinenhaftigkeit und des graduellen Wissens um die Funktionsweise

10 Ein Uberbegriff fiir die dezentral operierenden, der Netzwerkarchitektur des
Hirns nachempfundenen second wave AI Programme. DNNs sind ANNs mit
»Tiefe«, d.h. zwischen Input-»Neuronen« und Output-»Neuronen« liegt min-
destens eine weitere » Neuronen«-schicht. Buckner (2019) sieht alle Netze mit
nicht mehr als vier Zwischenschichten noch als »shallow« an, und sieht wirk-
liche Tiefe erst bei fiinf Zwischenschichten beginnen. Er betont aber auch, dass
die Epoche der DNNs im Prinzip mit der Einfiihrung des ersten »hidden lay-
ers« zwischen input- und output-Schicht in den 8oern beginnt (ebd. 3).
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dieser Maschine? Es ist sicherlich wahr, dass die Magie von ELIZA zu ei-
nem gewissen Grad schwindet, nachdem wir verstanden haben, wie sie
funktioniert. Trotzdem konnen wir erstmal nicht anders, als die Worte
der Maschine als bedeutungsvoll wahrzunehmen. Bedeutung, so mein auf
Merleau-Ponty aufbauender Vorschlag, ist etwas, das wir wabrnebmen
und zunéchst und zumeist nicht reflexiv denken. Die Entscheidung in die-
ser Frage fiir die eine oder andere Seite setzt jeweils ein gewisses Verstand-
nis von Sprache voraus. In Douglas Hofstadters Definition des ELIZA-ef-
fects schwingt ein implizites Verstandnis von Sprache und Bedeutung mit.
Hofstadter hatte den Effekt definiert als »the susceptibility of people to
read far more understanding than is warranted into strings of symbols
— especially words — strung together by computers« (Hofstadter 1993,
157; meine Hervorhebungen). Verstandnis wird in die »eigentlich« be-
deutungslosen Worte »hineingelesen«. Was fiir ein Verstindnis von Spra-
che und Bedeutung ist hier in Geltung? Wie schaffen es diese »Strange von
Symbolen«, dass wir sie mit Bedeutung oder Verstindnis aufladen, dass
wir hinter ihnen Intentionalitit, Geist, Bewusstsein vermuten?

Ist hier wichtig, was genau es ist, was dahinter vermutet wird? Hof-
stadter spricht zunachst von »understanding«, in seinem Beispiel des
Geldautomaten geht es dann um den Ausdruck von Dankbarkeit, ein
Zustand der eher Begriffe wie (Selbst-)Bewusstsein, einen Personenbe-
griff oder Anerkennung'* voraussetzt. Was genau es also ist, das die Wor-
te ausdriicken sollen beziehungsweise was falschlicherweise in sie hinein-
gelesen werden soll, ist unklar. Klar ist, dass das Wort in jedem Fall auf
etwas anderes hinweisen soll, etwas anzeigen, etwas bedeuten soll. Wie
Worter das tun, ist eine in der Sprachphilosophie viel diskutierte Frage.
Im folgenden Teil wende ich mich zwei Theorien zu, die Merleau-Ponty
in seiner Untersuchung zu Phinomen und Ursprung der Sprache in der
Phinomenologie der Wahrnehmung (PdW) in Betracht zieht, um zu er-
kliren, wie Worte bedeuten konnen. Er nennt diese Positionen Empiris-
mus und Intellektualismus (Merleau-Ponty 1966, 207ff.).

2. Intellektualismus und Empirismus als Sprachtheorien

Empirismus und Intellektualismus sind zwei kontrdre Positionen, die
Merleau-Ponty in der PdW immer wieder gegeneinanderstellt, von denen
er aber zu zeigen versucht, dass sie auf dhnlichen falschen Voraussetzun-
gen beruhen. Ob diese Positionen tiber die verschiedenen Felder hinweg,
in denen Merleau-Ponty sie anbringt, eine konsistente philosophische
Position ergeben, die in dieser Form von jemandem vertreten wurde, ist

11 Zur Frage der Moglichkeit der Anerkennung einer KI durch einen Menschen
vgl. den Beitrag von Martin Schnell in diesem Band.
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fraglich. Es sind eher Idealtypen des Denkens, die Merleau-Ponty hier
zeichnet'>. In Bezug auf die Sprache sieht dies wie folgt aus:

Der Empirismus sieht den Besitz von Sprache als den Besitz von
»Wortbildern«, die von empirisch wahrgenommenen Worten in uns
hinterlassene Spuren sind. Man kann dies naturalistisch oder men-
talistisch interpretieren. Im ersteren Fall wiren die Wortbilder dann
neurologische Strukturen, die sich iiber die Zeit etabliert haben, im
letzteren Fall gibt es » BewufStseinszustiande«, die »auf Grund erwor-
bener Assoziationen die Erscheinung des passenden Wortbildes nach
sich ziehen« (ebd. 208). In beiden Fillen aber wird die Sprache aus
der Perspektive der dritten Person als abstrakte Struktur beschrie-
ben. Die Sprechende hat in dieser Theorie keinen Platz. Wortflus-
se unterscheiden sich hier nicht von Wasserflissen oder elektrischem
Strom, Sprache ist ein reines Strukturphinomen, »der Mensch kann
demnach sprechen, wie eine elektrische Birne glithen kann« (ebd.).
Das Problem ist nun, dass die Kohirenz dieser Position von Erkenntnis-
sen der empirischen Psychopathologie in Frage gestellt wird, die zu einer
Position der intellektualistischen Psychologie fithren.

So behauptet die intellektualistische Position, dass die Sprache vom
Denken bedingt ist. Begriindet wird dies aus den Erkenntnissen in der
Erforschung der Aphasie. Die Aphasie ist eine Sprachstorung als Fol-
ge einer Lasion in der dominanten Sphire des Gehirns. Bei bestimmten
Formen der Aphasie hat die Patientin Probleme, Worte zu finden, wenn
abstrakt nach diesen gefragt wird, jedoch nicht, wenn sie als Ausdruck
eines wirklichen Erlebens gedufSert werden. So kann das Wort »Nein«
beispielsweise problemlos ausgesprochen werden, wenn es »eine wirk-
lich erlebte Verneinung bedeutet« (ebd.), also beispielsweise auf die Fra-
ge »Hast du Durst?«. Die Patientin findet das Wort aber nicht, wenn
es »um eine blofse Sprachiibung ohne affektives und vitales Interesse
geht« (ebd.). Also beispielsweise eine Aufgabe wie »Nennen Sie einige
Ausdrucke der Ablehnung«. Diese Erkenntnis fiihrt fiir Merleau-Pon-
ty in den »dufsersten Gegensatz zur Wortbildtheorie [...], da die Spra-
che nunmehr vom Denken bedingt erscheint« (ebd., 209), wihrend im
Empirismus das intentionale Denken der Person doch keine Rolle spie-
len durfte, Sprache sollte ja beschrieben werden wie jedes andere na-
turliche Phianomen. Die Einheit des Wortbildes wird zerstort. Soll ein
Wortbild aus einer bestimmten Struktur im Hirn bestehen, so miiss-
te bei Verletzung dieser Hirnstruktur das Wort ginzlich unverfiigbar
werden. Die intellektualistische Psychologie zeigt aber, dass es, abhin-
gig vom Gedanken, der »dahinter« steht, noch verfiigbar ist. »Was der
Normale besitzt und der Kranke verloren hat, ist nicht ein bestimmter

12 Vgl. (Carman 2008) fiir eine Analyse der beiden Positionen im Werk Mer-
leau-Pontys.
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Wortvorrat, sondern eine bestimmte Weise, sich dieses >Vorrats< zu be-
dienen« (ebd. 208).

Das Problem an dieser Position ist wiederum, dass hier nun der Ge-
danke die Bedeutung zu haben scheint und nicht das Wortz. So ist nicht
verstandlich, wie uns Sprache tiberhaupt etwas Neues zu sagen vermag,
wieso wir unsere eigenen Gedanken bisweilen nicht kennen, bevor wir
sie nicht formuliert haben, wieso sie sich erst beim Sprechen allmihlich
verfertigen (Kleist). Das Denken als augenblickliches, zeitlich unausge-
dehntes kann sich nur angeeignet werden durch den Ausdruck seiner
selbst in der Sprache.

Es gibt hier also einen Widerspruch, der nicht auflosbar erscheint,
»das Problem der Sprache ist nicht durch den Ubergang von der These
zur Antithese zu l6sen« (ebd., 209). Vielmehr ist es so, dass beide Positi-
onen das Wesentliche an der Sprache verfehlen. Beide Positionen »blei-
ben hinter der einfachen Feststellung zuriick, dafs das Wort einen Sinn
hat« (ebd., 210). Wenn wir diese Uberzeugung des alltiglichen Sprach-
gebrauchs richtig verstehen, so konnen wir den Widerspruch auflosen,
da wir sowohl Empirismus als auch Intellektualismus als auf falschen
Voraussetzungen ruhend entlarven.

Beide Positionen werden dieser Feststellung nicht gerecht. In der em-
piristischen geschieht dies geradeheraus und ohne Ausreden. Sprache als
reines mechanisches Strukturphinomen betrachtet hat keinen Platz fiir
Bedeutung. Hier hat das sprechende Subjekt keinen Platz. In der intel-
lektualistischen Position gibt es wohl ein bedeutungsgebendes Subjekt,
allerdings ist dies das denkende und nicht das sprechende Subjekt. Das
Wort ist hier nur die leere, duflere Hiille des bedeutungstragenden Ge-
dankens.

Bevor wir zu Merleau-Pontys Losung des Problems tibergehen, will
ich diese Positionen kurz auf Hofstadters Definition des ELIZA-effects
rickbeziehen. Ich denke, dass Hofstadters Definition sowohl in empiris-
tische als auch intellektualistische Richtung interpretiert werden konn-
te. Dies unterstreicht Merleau-Pontys These, dass die beiden Positionen
in einem gemeinsamen Raum an Voraussetzungen stehen, in dem auch
Hofstadter fest verwurzelt ist. Als eine Erweiterung der empiristischen
Position konnte man sagen: Das, was uns beim Menschen berechtigt,
von Verstdndnis hinter den Worten zu sprechen, und bei der Maschine
nicht (»unwarranted«), ist der richtige Prozess der Assoziation, die rich-
tige strukturelle Verkniipfung. Die Maschine hitte die falsche struktu-
relle Verkniipfung, entweder rein funktionalistisch falsch oder materia-
listisch falsch, da sie im falschen »stuff«, namlich in Silizium und nicht
in Neuroprotein realisiert ist. Das materialistische Argument wiirde also
zuriick zu Searles CRA fiihren.

Die funktionalistische Falschheit wiirde sich nur gelegentlich als falsch
zeigen, beispielsweise wenn ELIZA unsinnig antwortet. Diese Fille
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wiurden aber als Beweis dafir gelten, dass die Struktur im Allgemeinen
die Falsche ist. Wirkliches Verstiandnis sind wir nur bei einer vollstindig
richtigen Struktur berechtigt zuzuschreiben.

Intellektualistisch interpretiert konnte man Folgendes sagen: Wir sind
nur dann berechtigt Verstindnis zuzuschreiben, wenn Gedanken hinter
den Worten stehen. Dies ist fur den Intellektualismus im Falle der Ma-
schine aber wohl per definitionem ausgeschlossen, da er von einem car-
tesischen Dualismus ausgehen muss. Die Maschine ist dann immer nur
genau dies: blofle Maschine.*3

Welche der beiden Interpretationen man nun vertritt, ist fiir Mer-
leau-Pontys Kritik eigentlich nicht von Belang, denn er sieht beide auf
gleichen, falschen Voraussetzungen ruhen. Beide wollen die Bedeutung
des Wortes durch etwas anderes als das Wort erklaren und verlieren sie
dabei. Keine der Positionen kann zufriedenstellend erklaren, wie Worte
bedeuten. Somit sind sie auch beide ungeeignet aufzuklaren, worin genau
der ELIZA-effect besteht. Wir brauchen einen anderen Blick auf Spra-
che, wir miissen ein anderes Verstindnis davon erlangen, was Worte sind,
wenn wir verstehen wollen, wie diese es vermogen, uns zu verleiten, ei-
ner Maschine Verstindnis zuzuschreiben. Wie gesagt wird die Antwort
fur Merleau-Ponty darin liegen, dass das Wort selbst Bedeutung™ hat.

3. Das Haben von Sinn und das Wort als Geste

Merleau-Ponty will »Haben« hier in der Bedeutung verstanden wissen,
wie wir es benutzen, wenn wir sagen »Ich habe Angst« oder »Ich habe
eine Idee«. Damit soll angezeigt werden, dass »Haben«, im Gegensatz zu
»Sein«, »den Bezug des Subjekts zu dem bezeichnet, woraufhin es sich
entwirft« (Merleau-Ponty 1966, 207 Fufinote 1). In diesem Sinne will
er verstanden wissen, dass der Mensch Sprache hat und auch dass die
Sprache und das Wort einen Sinn haben. Das Wort vollbringt das Den-
ken erst, es gibt nicht den im Denken schon fertigen Begriff, der dann
nur noch durch die Worthulse artikuliert wird, sondern im echten, einen
Sachverhalt das erste Mal formulierenden Sprechen wird der Gedanke
erst vollbracht. Er ist nicht fertig, ja existiert nicht einmal wirklich, be-
vor er nicht ausgesprochen wurde. Genauso entnimmt der Horende »den

13 Ausgehend von Hofstadters Aussagen in Gédel, Escher, Bach, in der er Be-
deutung hervorgebracht sieht durch das Erkennen eines Isomorphismus,
miisste man ihn wohl eher der empiristischen Seite zuschlagen (vgl. Hof-
stadter 1985) Hofstadters philosophische Position im weiteren Sinne ist
aber nicht Thema dieses Texts.

14 Merleau-Ponty unterscheidet in diesen Abschnitten nicht streng zwischen
»Sinn« und »Bedeutung«, etwa im Sinne Freges.
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Gedanken dem Worte selbst« (ebd. 212). Es ist nicht so, dass der Horen-
de den Worten nachtriglich, gleichsam durch einen »inneren« Akt sei-
nes Geistes, den Sinn gibt oder, in den Worten Hofstadters, etwas in die
ansonsten bedeutungslosen Zeichen »hineinliest«. Wire es so, konnte
man durch gehorte Worte nie etwas Neues lernen und die »Erfahrung
der Verstindigung« wire nichts als eine Illusion (ebd.). Es ist aber nun
einmal eine Tatsache, so Merleau-Ponty, dass wir »etwas zu verstehen
mogen, was uber das, was wir von uns aus dachten, hinausgeht« (ebd.).
Die Sprache mussen wir zwar schon kennen, und doch kénnen uns die
Worte dieser uns bekannten Sprache etwas Neues sagen, ihre Bedeutun-
gen sich bisweilen »zu einem neuen Gedanken« verbinden. Diese Tatsa-
che muss uns dazu bringen, dass »der Sinn der Worte letzten Endes durch
die Worte selber hervorgebracht« sein muss. Merleau-Ponty spezifiziert
sofort: »oder vielmehr genauer, deren begriffliche Bedeutung sich bilden
auf Grund und aus ihrer gestischen Bedeutung, die ihrerseits der Spra-
che selbst immanent ist« (ebd., 212f.).

Wie ist das zu verstehen, was ist die »gestische Bedeutung«, die in
der Sprache selbst liegt, und ihren Sinn hervorruft? Hier kann nun zu-
ruckgegriffen werden auf die Bedeutung, die Merleau-Ponty dem Wort
»Haben« zugeschrieben hat. Der Mensch hat Sprache, insofern die-
se Sprache Teil dessen ist, woraufhin er sich entwirft, d.h. Teil seiner
Existenz ist. Dadurch hat das Wort Bedeutung. Merleau-Ponty erldu-
tert dies am Prozess des Erlernens einer Sprache. Eine fremde Spra-
che lerne ich, indem ich ihre Ausdriicke »im Zusammenhang der
Tiatigkeit der Menschen zu verstehen beginne, wenn ich an deren Ge-
meinschaftsleben teilnehme« (ebd., 213). Um ein Beispiel von W.V.O.
Quine zu bemiihen™s: Wenn wir bei Vorbeilaufen eines Hasen einen Aru-
ga-Sprecher »Gavagai« sagen horen, wissen wir erst ob damit »Schau,
ein Hase« gemeint ist oder »Oh, ein schlechtes Omen«, »Schau, un-
ser Abendessen« oder etwas ganz anderes, wenn wir den Zusammen-
hang der Tatigkeit der Aruga-Sprecher zu verstehen beginnen. Bei-
spielsweise, ob es bei ihnen normal ist, das Auftauchen eines Tieres als
ein Omen zu werten, ob Hasen typischerweise gegessen werden etc.
Merleau-Ponty nennt das, den »Stil« einer Sprache zu verstehen, in dem
Sinne, in dem man den Stil eines Malers zu erkennen lernt oder den
Stil eines Musikstuckes durchdringt. Stil ist insofern eine Organisati-
onsform von Teilen in ein komplexes Ganzes. Der Stil eines Musiksti-
ckes bestimmt, wie aus den einzelnen Noten der »Sinn« des Stiickes ent-
steht, ohne dass dieser Sinn in den einzeln wahrgenommenen Tonen

15 In (Quine 2013). Quines Projekt einer naturalisierten Epistemologie hat na-
tiirlich viele Konfliktpunkte mit Merleau-Pontys Philosophie. In gewissen
Punkten der Kritik an einem naiven Empirismus gibt es aber sicherlich inte-
ressante Gemeinsamkeiten, die hier aber nicht naher verfolgt werden sollen.
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erkennbar wire. So ist auch das Verhaltnis des Sinns der Worte zur Spra-
che zu denken.

Es ist hier vielleicht hilfreich auf die enormen Parallelen zu der Sprach-
auffassung des spaten Wittgenstein hinzuweisen. Das »Hinzunehmen-
de, Gegebene«, also das, was in der Sprache letztlich ausgedriickt ist,
»— konnte man sagen — seien Lebensformen«, so Wittgenstein in den Phi-
losophischen Untersuchungen (2014, 572). Und ich lerne die Bedeutun-
gen, die die Worter einer Sprache haben, indem ich an der Lebensform
teilnehme, die sie ausdriicken. »Und eine Sprache vorstellen, heifdt, sich
eine Lebensform vorstellen« (ebd. §19). »Eine Sprache verstehen, heifst
eine Technik beherrschen« (ebd. §199). Merleau-Ponty spricht statt von
Lebensform, der man gemeinsam zugehort, von einer Welt, die man ge-
meinsam hat: »In Gestalt der verfiigbaren Bedeutungen [...] besitzen
die sprechenden Subjekte eine gemeinsame Welt [...] Der Sinn des Wor-
tes ist selbst in gar nichts anderem gegeben als der Art und Weise, in
der es zu dieser Sprachwelt sich ins Verhiltnis setzt« (Merleau-Ponty
1966, 221). »Um eine Sprache sich vollstindig anzueignen, mufSte man
die Welt iibernehmen, die in ihr Ausdruck findet« (ebd. 222). Hier kann
man direkt Wittgensteins Auflerung anschlieflen, dass wir einen Léwen,
konnte er sprechen, nicht verstiinden (Wittgenstein 2014, 568). In der
Lowenwelt sind wir nicht zu Hause und konnten dies wohl auch nur
sehr bedingt je sein. Bisweilen sind die Auflerungen Merleau-Pontys und
Wittgensteins fast verwechselbar: »Man kann fiir eine grofse Klasse von
Faillen der Beniitzung des Wortes >Bedeutung« — wenn auch nicht fiir
alle Fille seiner Beniitzung — dieses Wort so erklidren: Die Bedeutung ei-
nes Wortes ist sein Gebrauch in der Sprache« (Wittgenstein 2014, §42).
»Was den Sinn des Wortes betrifft, so lerne ich ihn, wie ich den Gebrauch
eines Werkzeugs lerne: indem ich es im Kontext einer bestimmten Situ-
ation gebrauchen sehe« (Merleau-Ponty 1966, 459).

Fur Wittgenstein wie fiir Merleau-Ponty haben wir Worte also als
Ausdrucke eines Verhaltens zur Welt. Merleau-Ponty nennt die gesti-
sche Bedeutung folglich auch »existentielle Bedeutung« (ebd., 216).
Das Wort teilt den Gedanken nicht als Begriffsfunktion, sondern als
»existentielle Gebarde« mit (ebd.). Diese Art der Bedeutung liegt aller
begrifflichen Bedeutung zugrunde und ist gleichzeitig das, was wir in
der Sprache primar wahrnehmen. Sie ist der Sprache selbst immanent.
Wir miissen den Sinn nicht erst aktiv in die Worte hineinlesen, sondern
wir nehmen ihn direkt wahr. Das wahrgenommene Wort hat Bedeu-
tung, wie das Wahrnehmungsding Farbe hat. Wollte man darauf be-
stehen, dass hier doch ein Inhalt und eine Form, oder ein Zeichen und
ein Bezeichnetes zusammengefiigt werden, so miisste man mindestens
mit einem Wort Husserls von passiver Synthesis sprechen. So spricht
auch Merleau-Ponty davon, dass der gegliickte Ausdruck der Bedeu-
tung ein Dasein »gleich dem eines Dinges« beschert und die Bedeutung

130

05:20:43. A - o r—


https://doi.org/10.5771/9783748934493
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

CHATTEN MIT NIRGENDWO?

wahrgenommen wird, als hatten wir durch den Erwerb der Sprache
ein neues Sinnesorgan und ein neues Erfahrungsfeld gewonnen (ebd.).
Aus dem dsthetischen Ausdruck kennen wir besser, was Merleau-Ponty
sagen will, hier fallt es uns leichter, die Unabloslichkeit des Ausgedriick-
ten vom Ausdruck einzusehen. Einzusehen, dass der Ausdruck das Wun-
der vollbringt, dem Ausgedriickten ein » An-sich-sein« zu verleihen, es
als »ein jedermann zugingliches Wahrnehmungsding in die Natur zu«
versetzen (ebd., 217). Fiir den Zusammenhang von Tonen einer Sonate
und ihrer >Bedeutung« oder von Elementen eines Bildes und dem, was
es >bedeutet<, wiirden wir dies sofort zugestehen. Letzteres ist immer
nur durch erstere da, ohne in diesen aufzugehen. In Wahrheit, so Mer-
leau-Ponty, verhilt es sich genauso mit dem Sprechen und dem Denken.
Das Denken existiert nur im Sprechen, auch der vermeintlich stumme
Gedanke ist nur die Erinnerung eines schon ausgedriickten Gedankens
und das »Innenleben« des Denkens ist nur ein inneres Sprechen. »Rei-
nes Denken«, etwa als das Residuum des Ausgedriickten, das zuriick-
bleibt, das nicht restlos ausgedriickt werden kann, ist laut Merleau-Pon-
ty nichts als »eine gewisse Leere des BewufStseins, ein augenblicklicher
Wunsch« (ebd.). ¢

Daraus folgt, dass niemals zwei verschiedene Ausdriicke das Glei-
che ausdriicken konnen. Das wiirde den Ausdruck auf Zeichen fir un-
abhingig von ihrem Ausdruck existierende Gedanken reduzieren, die
von verschiedenen duferen Hiillen angezeigt werden konnen. So konn-
te also fiir Merleau-Ponty »Hund« und »dog« niemals das exakt Glei-
che bedeuten, exakte Ubersetzung ist unméglich (vgl. ebd., 222). Ja
sogar das von unterschiedlichen Sprecherinnen der gleichen Sprache
benutzte Wort kann dann nicht blof§ sinnlich unterscheidbares Zei-
chen eines identischen Gedankens sein. Verstindnis und Ubersetzung
ist nicht moglich, weil verschiedene Zeichen gleiche Gedanken be-
zeichnen, sondern, weil es eine Entsprechung zwischen meinen sich
in meinen Gebédrden bekundenden Leibintentionen und den Gebar-
den der Anderen gibt. Da ich leiblich in der Welt bin, habe ich Wor-
te als »eine mogliche Modulation, einen moglichen Gebrauch mei-
nes Leibes« (ebd. 214). So dass ich zum Wort greife, »wie meine Hand
an eine plotzlich schmerzende Stelle meines Korpers fahrt« (ebd.).
Ich kann mit der Anderen kommunizieren und wir konnen uns ver-
stehen, weil unsere Gebarden in der gleichen Welt stattfinden, wir qua

16 Auch hier springt eine Ahnlichkeit zu Wittgenstein ins Auge. Fiir diesen
war die Frage nach dem »reinen Gedanken«, der von einem Wort bezeich-
net werden soll, eine vollig falsche. Der Gedanke selbst spielt keine Rolle
fiir eine Analyse der Bedeutung des Wortes. Die Schachtel, in der wir diese
»reine« Bedeutung verstecken und in die nur wir je schauen konnen, konn-
te genauso gut leer sein (vgl. Wittgenstein 2014, §293), genauso leer wie das
Bewusstsein, von dem Merleau-Ponty hier spricht.
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unserer Leiblichkeit eine gemeinsame Sinnlichkeit teilen. Unsere Kom-
munikation griindet erst den gemeinsamen Sinn unserer Erfahrungen, sie
setzt ihn nicht voraus als gleichsam schon in einer transzendenten Sphi-
re vorhanden. Ich kann die leiblichen Gebirden der Anderen verstehen,
weil auch ich ein Leib bin. Und das Wort ist sedimentierte Gebarde, nur
deshalb kann ich es verstehen.

Eine Differenz im Ausdruck ist also auch eine Differenz im Ausge-
driickten. So besagt beispielsweise der andere Ausdruck des Zorns in
Japan einen Unterschied in der Emotion selbst (ebd., 223). Zorn anders
auszudriicken heifSt, Zorn anders zu fiihlen, anders zornig zu sein. Die
Leiblichkeit als gemeinsame Grundlage des Verstehens ist also nicht zu
verstehen als blofSe Gleichheit des organischen Aufbaus, sondern als kul-
turell geformtes Medium des Ausdrucks. »Die psychophysische Ausriis-
tung an sich eroffnet hier zahllose Méoglichkeiten, und so wenig wie im
Bereich der Instinkte gibt es auch hier eine Natur des Menschen, die ein
fiir alle Mal feststiinde. Der Gebrauch, den der Mensch von seinem Leibe
macht, transzendiert den Korper als blof§ biologisch Seiendes [...] Seine
Verhaltensweisen schaffen Bedeutungen, die seine anatomische Anlage
transzendieren, gleichwohl aber dem Verhalten als solchem immanent
bleiben« (ebd., 224). Mit Wittgenstein wiirde man sagen: Der Mensch
partizipiert leiblich an Lebensformen.

4. Leiblose Kommunikation?

Was heift dieses Verstindnis der Sprache nun fiir die Kommunikati-
on mit einer KI? Ist es nicht klar, dass der Korper eines Roboters kein
Leib im Merleau-Ponty’schen Sinne ist und eine korperlose Chat-
bot-KI ja noch nicht einmal einen Korper hat, also unmoglich ge-
stische Bedeutungen realisieren kann? Auch Merleau-Ponty selbst
dufSert sich in einem knappen Satz zu Sprachalgorithmen folgender-
mafSen: »Ein auf Konventionen beruhender Algorithmus — der tbri-
gens auch nur im Riickbezug auf die Sprache Sinn hat — wird nie et-
was anderes auszudriicken vermogen als eine Natur ohne Menschen«
(ebd., 222f.). Ist also der ELIZA-effect auch aus einer Merleau-Pon-
ty’schen Sprachphilosophie heraus nichts als ein Irrtum, ein Missver-
stehen dessen, was passiert, eine falsche Wahrnehmung, eine Illusion?
Ich denke, so weit zu gehen wire vorschnell. Merleau-Pontys eigene Au-
Berung uber die Macht der Algorithmen muss vielmehr, angesichts des
von ihm noch nicht beschreibbaren Phinomens einer auf dem heute
moglichen Level konversierenden KI, neu tiberdacht werden. Es gilt, das
Phanomen der Sprache auch in dieser Facette ernst zu nehmen und pha-
nomenologisch zu beschreiben. Ich will mich dem in diesem Abschnitt
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zunichst nihern, indem ich beschreibe, was beim Chatten zweier Men-
schen miteinander mit dem Phianomen der Sprache passiert.

Zunichst konnte man sagen, auch hier fehle doch der Korper. Jegliche
tiber Distanz vollzogene, nur geschriebene Kommunikation sei besten-
falls parasitir gegeniiber der im zwischenleiblichen Dialog sich realisie-
renden Bedeutung. Wie ist dieses parasitire Verhiltnis aber genauer zu
verstehen? Warum haben Worte fiir uns auch Bedeutung, wenn der Leib,
der sie ausdriickt, nicht mit-wahrgenommen wird? Mit anderen Wor-
ten: Wie funktioniert die Sedimentation der gestischen Bedeutung hier
genau? Um diese Fragen zu beantworten, ist es notig, ein Stiick weit auf
Merleau-Pontys Begriff der Anderen einzugehen, denn der Leib der An-
deren ist es schlieflich, der die gestische Bedeutung ausdriickt.

Die Andere als mit mir Kommunizierende hat fiir Merleau-Ponty eine
besondere Ortlichkeit. Sie ist nicht in der Welt vorhanden wie ein Ding
in einem Container, ich nehme die Andere in der Welt nicht einfach wahr
als vor mir stehend. Es wire eher passend zu sagen, sie ist »zwischen
mir, der denkt, und jenem Leib [der Anderen] oder eher neben mir, an
meiner Seite, taucht [sie] auf wie eine Nachbildung meiner selbst«(Mer-
leau-Ponty 1993, 149)"7. Die Andere hat keinen Platz in der Welt, au-
Ber in meinem » Wahrnehmungsfeld, doch zumindest dieser Ort ist pa-
rat fur [sie], seit meine Wahrnehmung begonnen hat« (ebd., 152). Wie
ist das zu verstehen?

Vom Wahrnehmungsfeld spricht Merleau-Ponty auch schon in der
Phinomenologie der Wabrnehmung, wir konnen uns dem Begriff na-
hern tiber den des Gesichtsfeldes. Das Gesichtsfeld sollte nicht verwech-
selt werden mit all dem, was ich in einer bestimmten Situation sehe. Es
ist nicht einfach zusammengesetzt aus den meine Netzhaut berithrenden
Reizen, es besteht nicht aus den Sinnesdaten, die meine Augen treffen,
es ist auch nicht ein scharf abgegrenztes wie gerahmtes Bild, ein »scharf
umgrenztes Weltsegment [...] aufSen umgeben von einer dunklen Zone,
innen luckenlos erfiillt von Qualititen, getragen von GrofSenverhiltnis-
sen gleicher Bestimmtheit wie auf der Netzhaut« (Merleau-Ponty 1966,
24). Die Grenzen des Gesichtsfeldes, die es umgebende Region »ist nicht
leicht zu beschreiben, doch ist sie sicher weder schwarz noch grau. Sie
steht in einer unbestimmten Sicht, der Sicht eines Je ne sais quoi, und
am Ende ist sogar das in meinem Riicken Gelegene nicht ganzlich ohne
visuelle Gegenwart« (ebd.)

Ebenso wenig ist es nur mit visuellen Daten gefullt. Das Gesichtsfeld
ist ein Feld unter anderen im Wahrnehmungsfeld, die Felder der anderen

17 Hier beziehe ich mich auf einen Text aus dem Spatwerk Merleau-Pontys,
das oft als in entscheidender Weise von der PdW abweichend interpretiert
wird. Zumindest in der Frage nach dem Ort des Anderen gibt es aber mehr
Kontinuititen als Briiche, wie im Folgenden deutlich werden sollte.
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Sinne uberlappen mit ihm. So zdhlt das im niachsten Zimmer spielende
Grammophon, das ich nicht sehe, noch mit in mein Gesichtsfeld (ebd.,
323). Ich hore das Grammophon, und dies zeigt mir mit an, wie es aus-
sieht. Das Horfeld tiberlappt mit dem Sehfeld. Mein gesamtes Wahrneh-
mungsfeld ist dann konstituiert als die Gesamtheit dessen, zu dem ich
eine Weise des Verhaltens innehabe. Ich hore Musik im nachsten Raum
und da ich weifs, dass dort ein Grammophon steht, hore ich das Gram-
mophon. Ich hore keine Musik, die dann auf das Grammophon ver-
weist, sondern ich hore das Grammophon selbst, so wie ich das Gram-
mophon selbst sehen konnte, wiirde ich in den anderen Raum gehen. Es
wird Teil meines Wahrnehmungsfeldes als Ding. Mit seinem Klang wird
mit-prasentiert, sein Aussehen, sein Geruch, wie es sich anfihlt, wie es
angeschaltet wird, wie schwer es ist etc. Alles was ich durch die Sinne
wahrnehme, ist mir als sinnvoll gegeben, das heifdt mit einer Weise des
Verhaltens ihm gegentiber.

Extrapolieren wir diese Beschreibung auf die Situation des Chattens
mit einem anderen Menschen am Computer. Was ich sehe, ist der Text der
Anderen, der erscheint. Visuell gegeben sind nur Worte. So wie ich durch
die Musik des Grammophons das Grammophon selbst hore, es in mei-
nem Wahrnehmungsfeld erscheint, erscheint die Andere durch ihre Worte
sofort in meinem Wahrnehmungsfeld; nicht jedoch an einem bestimmten
Ort, im Sinne eines in Koordinaten angebbaren Teils meines Wahrneh-
mungsfeldes. Wir konnen den Korper der Anderen zwar als einen solchen
Ort besetzend beschreiben, damit greifen wir aber nicht den Ort, an dem
die Andere selbst ist. Die Andere selbst ist »nirgendwo im Sein, von hin-
ten gleitet [sie] in meine Wahrnehmung« (Merleau-Ponty 1993, 152).

Was will Merleau-Ponty mit dieser Rede von der Nicht-Ortlichkeit
der Anderen, von ihrem Leben »hinter«, »zwischen«, »neben« mir oder
in den »Fugen zwischen der Welt und uns selbst« (ebd., 153) aussagen?
Eine weitere phanomenologische Situationsbeschreibung kann das auf-
klaren. Stellen Sie sich folgende Situation vor: Sie kommen nach Hause,
in Thre Wohnung, die Sie sich teilen mit Threr Familie oder anderen Mit-
bewohnerinnen. Sie nehmen aber an, dass Sie in der Wohnung allein sind,
da normalerweise zu dieser Zeit alle anderen arbeiten oder anderweitig
aufler Haus beschiftigt sind. Die ganze Wohnung wird von Beginn an
gefarbt durch diese Annahme des Alleinseins erscheinen, als Wohnung,
in der Sie alleine sind, in der momentan niemand anders ist. Plotzlich
horen Sie ein Gerdusch aus einem der Nebenraume, ein Rauspern oder
vielleicht sogar die Stimme einer Mitbewohnerin. Die ganze Situation,
die ganze Wohnung, Thre gesamte Umwelt wird ihren Charakter unmit-
telbar dndern. Das heifst, Thr Wahrnehmungsfeld veriandert seinen Sinn,
seine Orientierung, da dort jemand Anders ist, d.h. die Andere gleitet,
sobald sie wahrgenommen wird, unmittelbar »hinter« Sie oder »in die
Fugen« zwischen Thnen und der Welt.
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Diese Situation ist natiirlich nicht in jeder Hinsicht vergleichbar mit
der Situation des Chattens vor dem PC. In der Wohnungssituation ist die
Prisens der Anderen sehr viel radikaler, die Andere ist sehr viel weiter
»im Zentrum« Thres Wahrnehmungsfeldes als in der PC-Situation. Den-
noch ist die Andere auch in der PC-Situation Teil Thres Wahrnehmungs-
feldes. Technologie kann die Grenzen unseres Wahrnehmungsfelds sehr
weit dehnen, und sobald die Andere im Feld ist, ist sie in den Fugen. Da-
her ist echter Dialog in dem Sinne, wie Merleau-Ponty ihn in der Phd-
nomenologie der Wabhrnebhmung beschreibt, in dem »die Einwande mei-
nes Gesprachspartners« mir sogar » Gedanken entreiflen, von denen ich
nicht wuflte, dafS ich sie hatte, so dafs also der Andere ebensosehr mir zu
denken gibt wie ich ihm Gedanken zuschreibe« (Merleau-Ponty 1966,
406), iber Telefon, Zoom oder eventuell sogar Chatraume zwar schwie-
rig, aber nicht unmaoglich.

Die Leiblichkeit der Anderen spielt hier allerdings nach wie vor eine
entscheidende Rolle. Wenn ich meine Mitbewohnerin im anderen Raum
hore, ist sie Teil meines Wahrnehmungsfelds, da ich ihren Leib hore, ich
kann mir vorstellen, wie ihr Leib im anderen Raum situiert ist. Genau-
so kann ich mir eine Andere hinter den Worten im Chatraum vorstellen,
da ich weifs, was es heif3t, vor einem PC zu sitzen und zu chatten, ich bin
mit der Situation vertraut. Fiir eine Person, die mit dem technologischen
Artefakt des PCs vollig unvertraut ist — man denke etwa an Mitglieder
indigener, vollig isoliert von moderner Technologie lebender Gruppen
— wire das Phinomen des Auftauchens der Worte auf dem Bildschirm
vollig unverstiandlich, sie konnte keinen Urheber der Worte mit Thnen
verbinden, die Technologie wire, um Arthur C. Clarke zu paraphrasie-
ren »ununterscheidbar von Magie«. Das fehlende Wissen ist hier kein
Wissen um die Funktionsweise der Technologie — die meisten Menschen,
die PCs benutzen, haben kaum eine Ahnung davon, wie diese funktio-
nieren —, sondern ein praktisches Wissen des Umgangs mit der Techno-
logie, ein Wissen des Verhaltens ihr gegeniiber.

Dieses praktische Wissen des Umgangs mit Technologie lasst diese in
die Selbstverstandlichkeitsstruktur unserer Lebenswelt einfliefSen.** Hans
Blumenberg hat diese Erweiterung der Struktur unserer Lebenswelt
durch Technik schon sehr frith philosophisch reflektiert. Der Prozess
der Technisierung, den Husserl noch rein als Vergessen der lebenswelt-
lichen Urspriinge unseres technisierten Denkens gefasst hatte, erreiche
sein Telos erst dadurch, so Blumenberg, dass die Technisierung ihrerseits
beginne, »die Lebenswelt zu regulieren, indem jene Sphire, in der wir
noch keine Fragen stellen, identisch wird mit derjenigen, in der wir keine

18 Merleau-Ponty will seine Welt der Wahrnehmung explizit als Erweiterung
des Husserl’schen Lebensweltbegriffs verstanden wissen (vgl. Merleau-Pon-
ty 1966 Vorwort).
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Fragen mehr stellen« (Blumenberg 2015, 190). Die intersubjektive Struk-
tur der Lebenswelt wird angereichert mit technischen Produkten, und
das vermeintlich unmoglich Herzustellende, namlich Selbstverstandlich-
keit, wird produzierbar. So wird uns beispielsweise die Wahrnehmung
von Bedeutung in der Wahrnehmung von Worten auf einem PC frag-
los, sie erscheint selbstverstindlich, obwohl hier kein Leib zu sehen ist,
der diese Worte hervorbringt. Das praktische Wissen des Umgangs mit
Technologie ist also im Erfolgsfall der Technologie ein implizites, leibli-
ches Wissen, das nicht reflektiert ist und gerade deshalb selbstverstand-
lich ist. Die Selbstverstandlichkeit der Lebenswelt ist ja gerade »der Ge-
genbegriff zu jener >Selbstverstindigungs, die fiir Husserl die eigentliche
Aufgabe einer phanomenologischen Philosophie zu sein hat« (ebd. 178).

Mit Merleau-Ponty kann man feststellen, dass die Moglichkeit dieser
technischen Verinderung unserer Selbstverstindlichkeitssphire in den
Strukturen unserer Leiblichkeit angelegt ist. So hat Merleau-Ponty schon
die Projektion des eigenen Leibs in eine Situation hinein, in der er rein
physisch nicht vorhanden ist, mit dem Begriff des »virtuellen Leibs« in den
Analysen zur Raumwahrnehmung ausfiihrlich beschrieben. In den Spie-
gelexperimenten Wertheimers nimmt das Subjekt den im schiefen Spiegel
schief dargestellten Raum zunichst schief wahr. Nun »geschieht nach ei-
nigen Minuten [aber] das Wunder, daf§ das reflektierte Zimmer ein Subjekt
hervorruft, das in ihm zu leben vermag«. Hier verdrangt der virtuelle Leib

den wirklichen Leib so weitgehend, dafs das Subjekt sich nicht mehr in
der Welt fiihlt, in der es sich tatsachlich befindet, und statt seiner wirkli-
chen Arme und Beine solche Arme und Beine empfindet, wie es sie haben
miifSte, um in dem reflektierten Zimmer gehen und titig sein zu konnen;
es bewohnt das Schauspiel. In diesem Moment gerit das Raumniveau ins
Schwanken und etabliert sich in neuer Lage. (Merleau-Ponty 1966, 292)

Das heifSt, mein Leib richtet sich im schiefen Raum qua virtuellem Leib
ein und dadurch wird dieser geradegertickt. Ein neues Raumniveau ent-
steht, mit anderen Worten: eine neue Selbstverstandlichkeitssphire.

Dieser Begriff des virtuellen Leibes kann auf die Orientierung des
Wahrnehmungsfeldes im Allgemeinen tibertragen werden. Auch sinn-
lich nicht gegebene Dinge, Orte, Personen konnen Teil meines Wahrneh-
mungsfeldes sein, sie sind Teil meiner Sinngebung, da ich leiblich bei ih-
nen sein konnte, sie »im Felde meines virtuellen Tuns gelegen « sind (ebd.
502). In der Situation des Chattens vor dem PC gibt mir die Wahrneh-
mung der Worte die Moglichkeit des Imaginierens der Situation der an-
deren Person vor dem PC und somit die Moglichkeit, qua Imagination
mein Wahrnehmungsfeld vom virtuellen Leib, als Leib vor dem anderen
PC, durchstimmen zu lassen und dadurch das Problem des nicht sinn-
lich gegebenen Leibes der Anderen zu losen, der doch eigentlich Bedin-
gung der Moglichkeit von gestischer Bedeutung ist.
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Wie sieht dies nun im Fall der Konversation mit einer KI aus? Auch
hier ist kein Leib sinnlich gegeben. Wissen wir, dass es sich um eine KI
handelt, beispielsweise ELIZA oder GPT-3, so wissen wir aber auch, dass
hier kein Leib an irgendeinem Ort vor einem PC sitzt und die Worte leib-
lich eintippt. Wir stehen also vor einem Problem: Die Worte haben Sinn,
sie werden als bedeutsam wahrgenommen, da dies in ihrer Phinomena-
litat selbst liegt, da in ihnen gestische Bedeutung sedimentiert ist, wir
konnen sie aber nicht einmal virtuell auf einen Leib zuriickfiihren.

Die Wahrnehmung bedeutsamer Worte, d.h. Worte als Gebarden, ohne
einen Leib, der sie produziert, der sich gebardet, muss eigentlich in das
von Husserl beschriebene Phinomen des Widerstreits fuhren. Wir neh-
men bedeutungsvolle Worte wahr, jedoch keinen Leib, der sie produziert.
Der Widerstreit ist dieses Phanomen der Wahrnehmung von zwei mitei-
nander konkurrierenden Intentionen oder Sinngehalten. Husserls Lieb-
lingsbeispiel hierfiir ist zuerst dokumentiert in den Vorlesungen zum
Bildbewuf3tsein:

die schon ofters erwdhnten Tduschungen a la Panoptikum, Panorama
etc. Hier mag es zunichst sein, dass wir die Puppe als Menschen se-
hen. Wir haben da eine, wenn auch nachtriglich als Irrtum sich heraus-
stellende normale Wahrnehmung. Werden wir uns plotzlich der Tau-
schung bewusst, dann tritt das Bildlichkeitsbewusstsein ein. Aber in
diesen Fillen will es sich nicht auf die Dauer durchsetzen. Die Wachsfi-
gur gleicht mit ihren wirklichen Kleidern, Haaren usw., ja selbst in den
durch mechanische Vorrichtung kiinstlich nachgeahmten Bewegungen
so sehr dem natiirlichen Menschen, dass sich momentan immer wieder
das Wahrnehmungsbewusstsein durchsetzt. Die imaginative Auffassung
fillt weg. Wir »wissen« zwar, dass es Schein sei, aber wir konnen uns
nicht helfen, wir sehen einen Menschen (Husserl 1980, 23:40)

In den spiteren Analysen zur passiven Synthesis greift Husserl nun die-
ses Beispiel auf, um das Phinomen des Zweifels und des Widerstreits
zu erldutern:

Das zunichst als Mensch Gesehene wird zweifelhaft und schliefflich
stellt es sich als eine blofle Wachspuppe heraus. Oder aber umgekehrt,
der Zweifel 16st sich in der bejahenden Form: ja, es ist doch ein Mensch.
Wihrend des Zweifels, ob wirklicher Mensch oder Puppe, tiberschieben
sich offenbar zwei Wahrnehmungsauffassungen. [...] Keine von beiden
ist wahrend des Zweifels durchgestrichen, sie stehen hier in wechselsei-
tigem Streit, jede hat gewissermafSen ihre Kraft, ist durch die bisherige
Wahrnehmungslage und ihren intentionalen Gehalt motiviert, gleich-
sam gefordert. Aber Forderung steht gegen Forderung, eins bestreitet
das andere und erfihrt von ihm den gleichen Tort. Es bleibt im Zweifel
ein unentschiedener Streit. (Husserl 1966, 11:33f.).
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Das, was im Modus des Zweifelns unentschieden bleibt, kann aber ir-
gendwann in Gewissheit tiberfithrt werden. Die Moglichkeit der Ent-
scheidung gehore zum Wesen des Zweifels (ebd. 36). Der Zweifel wird
entschieden durch eine unzweifelhafte Wahrnehmung, eine Urimpressi-
on, im Falle der Puppe beispielsweise ein Anfassen: »Die Erfillung durch
Urimpression ist die Kraft, die alles niederrennt. Wir treten niher heran,
wir fassen auch tastend zu, und die eben noch zweifelhafte Intention auf
Wachs erhilt den GewifSheitsvorzug.« (ebd. 37).

Dieser Begriff der Urimpression ist selbst kein unproblematischer,
evoziert er beispielsweise einen gewisse Prasenzmetaphysik mit ausdeh-
nungslosem Jetztpunkt, die zeitphinomenologisch problematisch bleibt.
Diese Problematik muss hier aber nicht weiter verfolgt werden, da in un-
serem Beispiel eine Urimpression ohnehin unmoglich zu haben ist, selbst
wenn wir sie als Moglichkeit prinzipiell zugestehen. Eine Urimpressi-
on, wenn iiberhaupt moglich, muss immer eine Wahrnehmung sein, sie
kann kein abstrakter Glauben oder theoretisches Wissen sein. Jedes mit
der Wahrnehmung widerstreitende begriffliche Urteil oder Wissen muss
in der Wahrnehmung durch Bildlichkeitsbewusstsein wirksam werden,
um diese in ihrem Sinngehalt verandern zu konnen. Durch unser Wissen
soll die Puppe als blofses Bild eines Menschen gesehen werden, nicht als
Mensch selbst. Aber »Bildlichkeitsbewusstsein«, wie Husserl schreibt,
reicht nicht aus, es vermag das Wahrnehmungsbewusstsein nicht dauer-
haft zu verdringen.

Im Falle des Chattens mit einem Menschen ist die Situation nun
ein wenig anders gelagert. Was hier mit unserer Wahrnehmung (der
sinnvollen Worte) widerstreitet, ist das Feblen einer anderen Wahr-
nehmung (des Leibes). Es liegt nahe, zu vermuten, dass dieser Wider-
streit zwischen positivem und negativem Phianomen weniger stark ist
als der Widerstreit zwischen zwei positiven Wahrnehmungsauffassun-
gen. So kann er schon durch die Imagination unserer selbst in die Si-
tuation des Anderen qua Moglichkeit des virtuellen Leibs aufgelost
werden. Diese Imagination beruht auf einer Wahrnehmung, auf einer
Urimpression des Anderen. Wir haben schon einmal einen Menschen
an einem PC chatten gesehen, wir tun es sogar selbst. So haben wir in
der Chatsituation selbst zwar nicht die Moglichkeit einer Urimpressi-
on, wir haben aber zumindest ein Wissen, das sich auf eine Wahrneh-
mung stutzt. Dies kann den Widerstreit nie in apodiktische Gewiss-
heit tberfithren — auf dieser Unmoglichkeit beruht der Turing-Test
genau wie jeglicher Betrug tiber Internetkommunikation —, ihn jedoch
so weit auflosen, dass wir den Worten im Chat problemlos Bedeutung
zumessen konnen.

Wie ist es aber, wenn wir wissen, dass wir mit einer Maschine chatten?
Im Falle des Wissens um die korperlose Maschinenhaftigkeit des Chat-
partners haben wir zunichst ebenso den Widerstreit zwischen einem
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positiven und einem negativen, d.h. fehlenden Phanomen. Das fehlende
Phanomen kann hier aber nicht durch eine auf Wahrnehmung zuriick-
greifende Imagination substituiert werden. Wir haben nie einen Roboter
vor einem PC chatten sehen, wir wissen auch, dass dies ohnehin nicht
der Prozess ist, der die Worte auf dem Bildschirm hervorbringt. Einerseits
nehmen wir Worte wahr, und das heif$t, wir nehmen Bedeutung wahr.
Andererseits fehlt der Leib, der diesen Worten gestische Bedeutung ga-
rantiert und wir wissen, dass dieser Leib auch nirgendwo ist. Auf Erin-
nerung einer Wahrnehmung zuriickgreifende Imagination hilft uns also
nicht weiter. Wir haben hier nur die der Wahrnehmung der bedeutungs-
vollen Worte widerstreitende, fehlende Wahrnehmung des Leibes und
das Wissen darum, dass auch nirgendwo ein Leib ist.

Steht es hier dann nicht 2:1? Hat die Seite, die den Worten Bedeutung
abspricht, nicht die Uberhand? Muss das Wissen um die Nicht-Leiblich-
keit der Maschine dann nicht den Widerstreit entscheiden, unsere Wahr-
nehmung der Bedeutsamkeit tiberlagert werden und die Worte letztlich
als bedeutungslos erscheinen?

Um dies zu beantworten, miissen wir genauer darauf schauen, wo-
rin das Wissen, dass hier wirksam sein soll, besteht. Wir wissen, dass
die KI eine Maschine ist, dass sie also keinen Leib hat. Was aber heifdt
das genau? Was heifst es fiir uns zu wissen, dass etwas eine »blofse Ma-
schine« ist, »algorithmisch«, »rein mathematisch« funktioniert? Folgen
wir Merleau-Pontys Sprachphilosophie, haben alle diese Begriffe, »Ma-
schine«, » Algorithmus«, » Computer«, »mathematisch«, wenn sie denn
tiberhaupt einen Sinn haben, einen gestischen Sinn. Wir wissen, was es
heifdt, etwas maschinell zu tun, was es heifdt, einem Algorithmus zu fol-
gen, was es heifdt, etwas zu berechnen (»to compute«), stets aus unserer
eigenen leiblichen Erfahrung. Beim Wort » Computer« zeigt die Begriffs-
geschichte dies deutlich an. Es wurde zuerst verwendet, um Menschen —
anfangs meist Frauen — zu bezeichnen, die Berechnungen durchfithrten.*
»Maschinell« oder »algorithmisch« sind also nicht einfach Gegenteile
von »leiblich« oder »bedeutungsvoll«. Etwas maschinell zu tun, ist nicht
gleichbedeutend damit, etwas bedeutungslos zu tun. Insofern miissen wir
Merleau-Pontys Aussage mit Argumenten aus seiner eigenen Theorie wi-
dersprechen. Es stimmt nicht, dass ein Algorithmus nie etwas anderes
auszudriicken vermag als eine Natur ohne Menschen (s.o.). Dies wire
nur wahr, wenn sein Funktionieren — und das heif$t in unserem Beispiel:
sein Erfolg in der dialogischen Begegnung — wirklich auf einer vollig
reinen Konvention beruhen wiirde, d.h. auf einer vollkommen arbitra-
ren Vereinbarung, die beliebig anders sein konnte und in der die Form

19 Vgl. Oxford English Dictionary » Computer«. Auch hier lisst sich wieder
die Parallelisierung von maschineller und femininer Alteritit feststellen. Sie-
he den Beitrag von Oliver Miiller.
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ganzlich unabhingig vom Inhalt ist. Dies ist aber nicht der Fall. Unsere
Sprachkonventionen gibt es nur als Vergessen des dunklen Untergrun-
des einer existentiellen Gestik und sobald Worte benutzt werden, ist die-
ser dunkle Untergrund mit da. Was in unserem Wissen um die Maschi-
nenhaftigkeit ausgedriickt ist, ist eine gestische Bedeutung, die letztlich
auf einer menschlichen Aktivitdt beruht. Der Algorithmus vermag also
keineswegs nur eine Natur ohne Menschen auszudriicken. Im Gegenteil,
er vermag eigentlich stets nur menschliche Aktivititen auszudriicken.

Das heifSt, das Wissen um »Maschinenhaftigkeit« kann den Wider-
streit nicht prinzipiell entscheiden. Es ist keine solche »Kraft die alles
niederrennt«, da es selbst in seiner Bedeutung durchsetzt ist von seinem
vermeintlichen Gegenteil. So wird verhindert, dass der Widerstreit not-
wendigerweise in die Richtung der Bedeutungslosigkeit aufgelost wird
und der ELIZA-effect, den wir nun genauer als Widerstreit gefasst ha-
ben, kann bestehen bleiben. Sprache hat zunachst immer Bedeutung, wir
nehmen sie wabr als bedeutungsvoll. Inwieweit ein Wissen um die Ma-
schinenhaftigkeit und Leiblosigkeit des Gesprachspartners diese Wahr-
nehmung zu verandern vermag, ist eine von Fall zu Fall zu entscheiden-
de, empirische Frage. Dass sie nicht schon auf prinzipieller Ebene als
entschieden gelten muss, habe ich zu zeigen versucht.

5. Chinesische Zimmer und sprechende Maschinen

Wie stehen die vorangegangenen Uberlegungen zu Searles CRA? Searle
hat in Auseinandersetzung mit dem »systems reply «*° gesagt, dass es eine
Ebene der Erkliarung gebe, auf der jedes System als Computer angese-
hen werden konne. So beispielsweise auch sein Magen, der beschrieben
werden konnte als Instanziierung eines Computerprogramms mit ge-
wissen Inputs und Outputs. Er argumentiert dann weiter, dass es keine
angemessene Antwort auf dieses Problem sei, zu sagen, dass das chine-
sische Zimmer Informationen als Input und Output hitte und der Ma-
gen Essen und prozessiertes Essen, da vom Gesichtspunkt des Agenten
aus, also vom Gesichtspunkt der Person im Zimmer, weder das eine noch
das andere Informationsgehalt hitte. Die hier vorgelegten Uberlegungen
implizieren nun erstens, dass die entscheidende Perspektive immer die
des Menschen sein muss, der mit dem Zimmer (d.h. der KI) interagiert;
und zweitens, dass es fiir diesen sehr wohl darauf ankommt, woraus

20 Ich setze aus Platzgriinden den allgemeinen Aufbau von Searles Gedanken-
experiment hier als bekannt voraus. Als »systems reply« bezeichnet Searle
die Entgegnung auf sein Gedankenexperiment, dass zwar nicht der Mensch
alleine im Zimmer Chinesisch verstehen wiirde, aber das System aus
Mensch, Skript, Datenbank etc. sehr wohl Chinesisch verstehen wiirde.
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der Output besteht. Sprache als Output — so die oben schon formulier-
te Einsicht — hat eine solche Phanomenalitit, dass wir ihr notwendig Be-
deutung zuschreiben, beziehungsweise genauer: in der Wahrnehmung
von Sprache nehmen wir zwangslaufig Bedeutung wahr. Diese Wahr-
nebhmung von Bedeutung steht zunichst diesseits von Richtigkeit oder
Falschheit eines Glaubens oder Wissens. Wenn eine KI ausreichend gut
sprechen kann, entsteht notwendigerweise ein Widerstreit in der Wahr-
nehmung, d.h. die Frage nach Bedeutung wird notwendig aufkommen.
Es wird mindestens zweifelhaft, ob die Worte Bedeutung haben oder
nicht, und dieser Zweifel ist nicht prinzipiell durch theoretisches Wis-
sen ausrdumbar, etwa in Form eines Gedankenexperiments wie das Se-
arles. Mit »ausreichend gut« meine ich, dass die KI gerade nicht unun-
terscheidbar von einem anderen Menschen sein muss, sondern nur so
gut sprechen konnen muss, dass sie meistens sinnvolle und der Situati-
on angemessene Satze hervorbringt. Der Grad der Angemessenheit ldsst
den Widerstreit in die eine oder andere Richtung schwanken, ohne ihn
je vollstandig entscheiden zu konnen.

Dies hat einen Bezug zu einem weiteren »reply«, dem Searle nur
kurz Aufmerksamkeit widmet: dem sogenannten »other minds reply«.
Dieser sieht folgendermaflen aus: Da ich auch bei anderen Menschen
nur ihr Verhalten als Anhaltspunkt habe, um ihnen Verstindnis zuzu-
schreiben, sollte ich aufgrund des gleichen Verhaltens auch dem Ro-
boter Verstandnis zuschreiben. Searle antwortet, dass es ihm nicht um
die Frage gehe, woher wir wiissten, dass andere Menschen kognitive
Zustande haben, sondern darum, was es genau sei, das wir Menschen
zuschreiben, wenn wir ihnen kognitive Zustinde zuschreiben. Dies
konnten nicht nur computationale Zustande plus Output sein, da die-
se vorhanden sein konnten, ohne dass wirkliches Verstindnis vorhan-
den sei, wie sein Gedankenexperiment ja gerade zeige. Es sei hier keine
gangbare Alternative, den Unwissenden zu spielen, da in den Kogni-
tionswissenschaften die Realitit und Wissbarkeit des Mentalen vor-
auszusetzen sei wie in der Physik die Wissbarkeit und Realitat physi-
scher Objekte.

Searle argumentiert aus einer dhnlichen Position heraus, wie wir sie
oben Hofstadter zugeschrieben haben. Was der Sprache Bedeutung gibt,
ist der kognitive Zustand, der dahinterstehe oder eben nicht. Es zeigt sich
hier ein gewisser Cartesianismus Searles. Dies ist insofern tiberraschend,
als er den Vertretern der »strong Al«, die er mit seinem CRA angreift,
gerade eine Art des cartesianischen Dualismus zum Vorwurf macht (vgl.
Searle 1980, 424). »Strong Al« setze eine Ablosbarkeit des Geistes vom
Gehirn voraus, wenn sie davon ausgeht, dass der Geist unabhingig von
seiner physischen Instanziierung im Hirn oder anderswo modellierbar
sei. Das Spezifische des Mentalen hitte dann nichts mit den spezifischen
Eigenschaften des Hirns zu tun.
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Searle lehnt dies ab, da er gerade auf die kausalen Krifte des Gehirns
als notwendig fur Mentales tiberhaupt und somit auch fiir Verstandnis
und Bedeutung besteht. Seine Antwort auf den »other minds reply« zeigt
aber, dass er in seiner Ablehnung des Cartesianismus nicht sehr weit geht.
Ontologisch will er kein cartesianischer Dualist sein, epistemologisch
bleibt er es aber. Konzeptuell gibt es fiir ihn offensichtlich sehr wohl ei-
nen klar abtrennbaren Bereich des Mentalen, der in den Kognitionswis-
senschaften Objekt der Erkenntnis ist. Wie jeder Dualist kommt Searle
damit auf ontologischer Ebene in das Zirbeldriisen-Problem, d.h. das
Problem, zu erklidren, wie das Physische mit dem Mentalen interagiert.>*
Searle konstatiert, dass er im chinesischen Zimmer nirgendwo Bedeu-
tung findet. Wo sollte sie aber auch sein? Ist dies nicht einfach der falsche
»Ort«, um danach zu suchen? Auch durch das Beobachten des mensch-
lichen Gehirns wird man niemals Bedeutung finden. In Merleau-Pontys
Worten: » Auf immer wird es unverstandlich bleiben, wie Bedeutung und
Intentionalitit Molekulargebiude oder Zellhaufen zu bewohnen vermo-
gen; darin behilt der Cartesianismus recht« (Merleau-Ponty 1966, 402).
Bedeutung und Intentionalitit seien stattdessen zu suchen in dem Ver-
halten, das »auf sichtbaren Leibern sich abzeichnet, zur Erscheinung ge-
langt, ohne in ihnen reell enthalten zu sein« (ebd.). Wie dies fur das Ver-
halten korperloser KIs moglich ist, habe ich oben dargelegt.

Searle geht also in seinem Cartesianismus einerseits zu weit, ande-
rerseits nicht weit genug. Er behilt die problematischen Aspekte bei,
wenn er von der Méglichkeit eines modernen Aquivalents zur Zirbel-
driise ausgeht, und ldsst die wertvolle Erkenntnis, die man aus dem
Cartesianismus ziehen konnte, namlich die Unvereinbarkeit von Mate-
rie und Geist, unbeachtet. Merleau-Ponty hatte gesehen, dass man stets
in dieser Sackgasse landen muss, wenn man die Probleme von Anfang
an dualistisch aufstellt. Seine Phinomenologie des Leibes ist der Ver-
such, einen dritten Weg zu beleuchten. Die hier vorgelegten Uberlegun-
gen sind mein Beitrag dazu, einen solchen dritten Weg in der Philoso-
phie der KI anzuzeigen.
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Anerkennung einer Kiinstlichen
Intelligenz als meinesgleichen?

Beitrag zur Maschinenethik

» Anerkennen ist etwas anderes als naive GewifSheit. «
Edmund Husserl (1966, 39)

Von korperlosen Geistern zu kiinstlichen Menschen

Hubert Dreyfus (1985) antwortete Mitte der 8oer Jahre als Leibphiano-
menologe auf die Visionen der KI-Forschung. Er legte dar, what Compu-
ters can’t do. Demnach ist es nicht moglich, menschliches, intelligentes
Verhalten und Handeln kiinstlich zu simulieren. KI-Forscher wie Hans
Moravec (1990) gingen irrtimlich davon aus, dass Intelligenz eine rein
kognitive Angelegenheit sei, die der Vulnerabilitat des Leiblichen nichts
Wesentliches verdankt. Man denke auch an die Fiktion eines Gehirns
im Tank und an die Spekulation tiber einen sich erneuernden Cartesi-
anismus (vgl. als Beispiel: Putnam 1993, 209ff.). Dreyfus, Schiiler von
Merleau-Ponty, hebt demgegeniiber hervor, dass Intelligenz leiblich ver-
korpert und verankert ist, dass sie situativ zur Geltung kommt, Unschir-
fen produziert und auf Vagheiten spontan eingehen kann. Der Geist hat
nicht nur eine Syntax, sondern auch eine Semantik, wie Searle betont
(vgl.: Searle 1986, 29ff.). Der Geist ist zudem verkorpert (embodied
Mind), wie Francisco Varela (1995) sagt, und somit an die Endlichkeit
des Lebens gebunden. Die gesamte Natur des Menschen lasst sich nicht
restlos formalisieren oder digitalisieren (vgl. zu dieser Debatte: Schnell
2002).

Die KI-Forschung ist inzwischen von einer solchen Vision korperlo-
ser Geister und Intelligenzen abgertickt. Es macht keinen Sinn, eine Post-
biologie im wortlichen Sinne anzustreben. Heute geht es vielmehr um
die Schaffung kiinstlicher Menschen, die den Diskurs der Vulnerabili-
tat nicht umgehen, sondern ihn durchlaufen. Damit verandert sich Isaac
Asimovs erstes Gesetz der Robotik. Die Verletzlichkeit bezieht sich nicht
allein auf den Menschen, wie wir ihn bisher kannten, sondern auch auf
den kommenden kiinstlichen Menschen.
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Maschinenethik

Der vorliegende Text kniipft an das Projekt »Digitalisierung der Lebens-
welt« (Schnell/Dunger 2019) an, welches nach den Dimensionen der
Transformation der Lebenswelt durch die Digitalisierung fragte. Er fugt
ihm die Frage hinzu, ob ein Mensch eine Kiinstliche Intelligenz in Ge-
stalt eines Roboters als seinesgleichen anerkennen kann oder gar muss,
und zwar im Zuge von Begegnungen zwischen Mensch und Kl in der Le-
benswelt. Begriff und Sache der Anerkennung werden damit in das Feld
der Maschinenethik eingefihrt (vgl. dazu Bendel 2019).

Die Maschinenethik ist ein komplexes Feld, auf dem gewiss nicht nur
die Sozialphilosophie agiert. Sie stofst auf Technik und Ingenieurwissen-
schaft, die nicht nur an der Konstruktion von Robotern arbeiten, son-
dern auch an der Beantwortung philosophischer Fragen. Im Ausgang
von der auf Emil du Bois-Reymond zuriickgehenden Unterscheidung
zwischen Ignoramus (wir wissen es noch nicht) und Ignorabimus (wir
werden es nicht wissen) neigen Ingenieure manchmal dazu, Antworten
auf unbeantwortete Fragen dem erwarteten Fortschritt zu tiberlassen.
Aktuell vermag ein Roboter das Menschsein noch nicht perfekt zu simu-
lieren, aber eines Tages wird es so weit sein. Damit finden unbeantwor-
tete Fragen eine rasche Antwort. Der vorliegende Beitrag mochte zeigen,
dass auf diese Weise jedoch das Fragebegehren nicht erschopft ist und
daher fiir ein gewisses Offenhalten von Antworten pladieren.

Postbiologisches vs. Humanoides Paradigma

Postbiologisches Paradigma

Humanoides Paradigma

Die KI vermag etwas, was ein Mensch nicht
leisten kann. Z.B.: sehr komplexe Rechen-
aufgaben zu 16sen. Das IBM-Programm
Watson gewinnt das Jeopardy-Quiz, in-

Die KI vermag etwas, was ein Mensch
beherrscht. Z.B.: Alltagsassistenz, wie
die Steuerung von Kiichengeriten oder
das Herabsteigen einer Treppe.

dem es seinen Gegenspieler an Wissen,
Reaktionen und Assoziationen erheblich
tibertrifft.

Das postbiologische Paradigma verstand die Optimierung menschlicher
Intelligenz als einen Prozess, der vom leiblichen Menschen abzuldsen
ist. Heute, wie es in Japan heifdt, geht es darum, kiinstliche Menschen
zu schaffen. Die Maschine passt sich dem Menschen an. Auch optisch
werden Roboter quasi menschlich. Sie haben Korper mit entsprechender
Anatomie, ein Gesicht mit Augen, Nase, Mund, Ohren, Wimpern und ei-
nen Haarschopf. Daher die Rede von humanoiden Robotern. Gabriele
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Gramelsberger bezeichnet diesen Schritt als Ubergang von der »kiinstli-
chen Intelligenz« zum »kiinstlichen Leben.« (Gramelsberger 2019, 125)
Am Forschungszentrum fur Informatik in Karlsruhe wird versucht,
Robotern Selbstbewusstsein beizubringen. Die leibliche Innenwahr-
nehmung als Basis fiir Handlungsentscheidungen wird simuliert. Das
Schwierige daran ist, dass diese sehr heterogen ist. Eine Treppe hinzuab-
steigen ist etwas anderes, als ein Fahrzeug im StrafSenverkehr zu steuern.

Menschliche Gefiihle vs. Kalte Technik?

Wie jede technische Innovation stofSt auch die Digitalisierung auf eine ge-
sellschaftliche Alltagsmentalitit in der Lebenswelt, die nicht einfach tiber-
sprungen werden kann. Deutschland ist ein Land, das in der Tradition der
Romantik steht. Natur, Authentizitat und Begegnung gelten als Parameter
fur Wahrheit und Echtheit. Entsprechend wurde bei der Einfithrung des
Fernsehens im letzten Jahrhundert nichts weniger als der Verlust der Rea-
litat befiirchtet. Bis vor kurzer Zeit galt es als soziale Storung, wenn Men-
schen, zumeist junge, auf ihren Handybildschirm starrten, statt sogenannte
echte Menschen anzuschauen. Anders verhilt es sich in Japan. Dort exis-
tiert traditionell ein Verstindnis von Natur und Technik, das eine hohe All-
tagsakzeptanz fiir Technologien begiinstigt (vgl.: Lévi-Strauss 2012). Japan
ist daher ein Vorreiter von Digital Nursing im Bereich der Robotik.

Vor iiber zehn Jahren reagierte der japanische Staat auf die sogenannte
Uberalterung der Gesellschaft mit einer verstirkten Forderung der Ent-
wicklung von Haushaltsrobotern. Weil es an echten und jiingeren Men-
schen mangelt, sollen »kiinstliche Menschen« (Wagner 2013, 38) an-
stehende Dienstleitungen, Hilfestellungen und Pflegeverrichtungen im
Haushalt durchfithren. Damit ist der Weg fiir die Lebensform posthu-
maner Familien geebnet. Das ist moglich, weil die Alltagsmentalitit in
Japan so ausgerichtet ist, dass etwa alte Menschen pflegerische Versor-
gungsverrichtungen, die Roboter mit und an ihnen vornehmen, als Un-
terstutzungsleistungen erfahren und akzeptieren. Dem Digital Nursing
kommt zugute, dass in Japan mechanische Servierpuppen, die Tee ein-
schenken, und Mangamythologien verbreitet sind. In den goer Jahren
erreichte die Popsiangerin Kyoko Date eine sehr grofse Popularitit. Da
sie die Hitparade anfiihrte, interessierte sich die Offentlichkeit auch fiir
ihr Privatleben. Kyoko ist ein digitales Kunstprodukt, kaum anders als
ein Tamagotchi. Das war dem Publikum véllig bewusst. Dennoch woll-
te es wissen, wie Kyoko lebt, was sie zum Frihstiick isst. Somit erfand
die Softwarefirma eine Lebensgeschichte fiir ihren Star.

Der Gebrauch von Robotern zur Assistenz im Alltag wird in Deutsch-
land durchaus akzeptiert. Ein Roboter wird aber nur als reines Instrument
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geduldet. Ein Roboter ist kein Mensch, er ist eine unpersonliche Maschi-
ne. In diesem Sinne soll er nur dort eingesetzt werden, wo es um den Ein-
satz von Kraft geht (z. B. Menschen aus dem Bett heben), wo das Grobe
erledigt werden muss (z. B. staubsaugen) oder bei krankengymnastischen
Ubungen. Im Unterschied zum Roboter ist der Mensch ein Partner, der
allein zu Ansprache, Bertihrung und Gefiihl in der Lage ist. Darin liegen
die eigentlich humanen Qualitdten begrindet.

In dieser Ansicht wird die von der Romantik gepragte Auffassung Eu-
ropas reproduziert. Sie zeigt sich im Dualismus Mensch vs. Maschine.
Diese Thematik findet man um das Jahr 1800 sehr oft aufgenommen,
etwa in E.T.A. Hoffmanns Geschichte vom redenden Turken in Die Au-
tomate (1814), in Heinrich von Kleists Uber das Marionettentheater
(1810) oder in Edgar Allen Poes Maelzels Schachspieler (1827). Ein Echo
dieser Thematik klingt noch in Stefan Zweigs Schachnovelle (1938) an.
Interessanterweise existieren vor 1800, also zeitlich vor der Romantik,
durchaus andere Ansidtze. Man denke nur an La Mettries programmati-
sche Schrift L’homme machine von 1748.

Ein moglicher Transhumanismus durch eine Verbindung von Mensch
und Maschine wird von deutschen Usern im Gesundheitswesen heute aus
dem Bereich der hiuslichen Pflege verbannt, und zwar im Lichte einer Ab-
grenzung von den Sitten in Japan. Fir einen Europder scheint es schwerer
als fiir einen Japaner vorstellbar zu sein, soziale Beziehungen zu Computer-
spielfiguren zu unterhalten und Bordelle aufzusuchen, in denen ausschlief3-
lich Sexpuppen aus Silikon vorzufinden sind (vgl.: Wagner 2013).

Auszug aus der Forschung von Alexander Hochmuth, Interview 94 CZ (in: Schnell/
Dunger 2019):

Forscher: »Sie hatten vorher im Vorgesprich anklingen lassen, dass sie sich schon
mit dem auseinandergesetzt haben. Was verstehen sie unter dem Begriff Roboter? «
#oo:r1:14-5#

Proband: »Tja. Ich habs eigentlich nur gelesen, dass es von Japan riitbergekommen
ist. Und ich habe auch wie gesagt letztens eine grofle Reportage iiber Japan gelesen.
Japan ist ja nun ein sehr automatisiertes Land. Japan ist nicht auf Menschen, auf
zwischenmenschliche Beziehungen ausgerichtet. Ich war entsetzt was da eigentlich
haben. Die heiraten sich selber. Die kaufen sich hiibsche Kleider und lassen sich fo-
tografieren. Aber sind nicht verheiratet. In Japan gibt es Minner eben halt die so
in Spielsalons rumhangen, das ist der ihr Leben. Und hier gehen die Ménner in den
Puff, sag ich mal wenn sie Single sind. Dort gehen sie auch in eine Institution um
mit einer hiibschen Frau zu reden vielleicht, sie miissen dafiir bezahlen und even-
tuell diirfen sie die Hand der Frau mal beriihren. Da miissen sie auch fiir bezahlen
und das hochste der Gefiihle was sie machen diirfen ist den Kopf in den Schof3 ei-
ner Frau legen. Da habe ich gedacht >was ist das fiir ein Land?«. Und deswegen hat
es mich auch nicht gewundert als ich gelesen habe, dass die Roboter aus Japan ka-
men. Die werden das auch und dann werden die ja auch sehr alt dort. Und die wer-
den eine groffe Anzahl von Menschen haben die sehr alt werden. Die werden diese
Roboter anwenden und fiir die wird das komplett normal sein. «
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Aufgrund der kulturellen Differenz ist die Akzeptanz der Mitwirkung
von kunstlichen Menschen bei der Erledigung alltdglicher Verrichtun-
gen in Europa noch eher gering. Diese mangelnde Akzeptanz konnte in
den nichsten 20 Jahren deutlich schwinden. Wir werden diesem Gedan-
ken weiter unten, am Beispiel einer Fiktion von Ian McEwan, nachgehen.

Gefiihlsarbeit

Der entscheidende Schritt auf den Weg zum kiinstlichen Menschen in
westlichen Gesellschaften besteht in der Einsicht, dass Gefiihle keine na-
tiirlichen und authentischen AufSerungsweisen des Menschen sind. Arlie
Russell Hochschild pladiert deshalb dafiir, besser von Gefiihlsarbeit zu
sprechen. Sie versteht darunter im Ausgang von Norbert Elias »soziale
Konstrukte, die gesellschaftlich erlernt« (Hochschild 2006, 23) werden
und somit verdanderbar sind. Sie verdeutlicht Erlernen und Einsatz von
Gefiihlsarbeit am Beispiel der professionellen Zugewandtheit von Ste-
wardessen gegentiber Fluggasten und am Beispiel des Selbstverstandnis-
ses von Krankenschwestern im Krankenhaus.

Beispiel: Gefiihlsarbeit im Krankenhaus

Eine klassische, empirische Untersuchung von Anselm Strauss und sei-
nen Mitarbeitern zur Gefiihlsarbeit im Krankenhaus stellt heraus, dass
diese (oft von Krankenschwestern ausgetibte) Gefihlsarbeit die techni-
sche Arbeit der (hdaufig miannlich dominierten) Medizin (Untersuchung,
Ermittlung von Laborwerten etc.) ergianzt und bewirkt, dass Patienten
sich als Mensch und Person anerkannt fithlen (vgl.: Strauss et. Al. 1980).
In der Folge dessen wirken sie bei Behandlung und Untersuchung pro-
duktiv mit.
Entsprechende Auflerungsformen der Gefiihlsarbeit sind:

—  Motivation (»Halten Sie durch!«).

Wertschatzung (»Das haben Sie gut gemacht!«),
Fiirsorge (»Sagen Sie mir, wenn es Thnen weh tut.«),
Trostung (»Das tut mir leid. «).

Motivieren, Wertschitzen, Fiirsorgen, Trosten sind ethisch relevant, weil
sie auf die Beziehungen zwischen Personen bezogen sind. Die ethische
Relevanz ist aber nicht identisch mit der Gefiihlsarbeit. Diese ist auf
die Produktion bestimmter Inhalte ausgerichtet (Ausdauer, Giite einer
Handlung, Schmerz, Ungliick), die von Programmen der Emotionserken-
nung identifiziert und durch simuliertes Verhalten (Worte des Trostes bei
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Schmerzbekundung) beantwortet werden konnen. Das Gefuhl ist damit
allein kein Kriterium zur Abgrenzung des Menschen von der Maschine.

Das Ethische geht tiber das Emotionale hinaus, da es der Person des
Anderen gilt und nicht nur seinen LebensaufSerungen im Sinne Diltheys.
Kinstliche Intelligenzen konnen nur so kommunizieren, dass sie auf die
Sprechakte des Anderen eingehen, aber nicht auch auf die Person des An-
deren (vgl.: Misselhorn 2021). Maschinen empfinden keine Emotionen,
sie vermogen es aber, am Menschen Gefiihle im Sinne von LebensdufSe-
rungen zu identifizieren und ihrerseits Gefiihle bei Menschen auszulosen.
Eine KI erkennt, was gedufSert wird. Furcht zeigt sich im Zusammenzie-
hen der Augenbrauen, im Heben des oberen Augenlids, dem Anspan-
nen des unteren Augenlids und im Aufeinanderpressen der Lippen. Die-
se LebensaufSerungen sind digital erfassbar. Wer sich allerdings auf diese
Weise furchtet, Peter oder Paul, vermag die KI nicht zu berticksichtigen,
weil sie nicht weifs, was es heifdt, jemand zu sein. Eine sozial agierende
KI in Gestalt eines Roboters »bleibt solipsistisch und fuhrt zu einer ver-
dinglichten Einstellung gegeniiber anderen und sich selbst.« (ebd., 162)
Ein »Fremdbewusstsein« vom Anderen als Anderen ist ihr »nicht gege-
ben.« (103)

Vom Turing-Test zur Ethik

Im Jahre 1950 entwickelte der Mathematiker Alan Turing einen nach
ihm benannten Test. Ein Mensch kommuniziert demnach per Compu-
ter mit einem anderen Menschen und einem anderen Computer, also mit
einer Maschine. Der Mensch hat die Aufgabe zu entscheiden, welcher
seiner beiden Kommunikationspartner der andere Mensch und welcher
die Maschine ist. Der andere Mensch und der Computer versuchen in-
des beide, den Menschen davon zu tiberzeugen, dass sie selbst Menschen
sind. Wenn der Mensch diese Aufgabe geniigend oft nicht [6sen kann,
Mensch und Maschine also nicht unterscheiden kann, dann konne da-
von ausgegangen werden, dass Maschinen gleich Menschen denken kon-
nen. Heutzutage ist diese Versuchsanordnung weniger interessant auf-
grund von Umstellungen in der angebahnten Interaktion.

Wihrend der Turing-Test die Interaktion quasi verblindet, da der
Mensch seine Partner nicht sieht, sondern nur deren Kommunikations-
inhalte auf seinem Computer lesen kann, geht die Versuchsanordnung
in dem Film Ex_Machina aus dem Jahre 2014 einen Schritt weiter. Der
Mensch kommuniziert nun ganz bewusst mit einem humanoiden Ro-
boter. Er kommuniziert mit ihm wie mit einem anderen Menschen, ob-
wohl der Mensch sieht und weif3, dass dieser eine Maschine ist. Damit
wire gezeigt, dass es zwischen Mensch und Maschine zu gelingenden
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intersubjektiven Beziehungen kommen kann, die der Mensch von sich
aus als gelungen und erstrebenswert erlebt und bewertet. Der Roboter
ist kein Instrument, sondern Partner einer Lebensform. Er hat Person-
lichkeit und ist darin Popikonen wie R2 D2 weit iiberlegen.

Dieses Ergebnis ist durch den technischen Fortschritt bedingt (Ma-
schinen koénnen inzwischen Emotionen und Differenzierungen in Sinn-
gehalten angemessener kommunizieren als dieses 19 50 moglich gewesen
ist), aber auch durch die Umstellung der Perspektive. Es geht nicht mehr
darum, dass der Mensch die Maschine erkennt, sondern um ein Gelin-
gen der Kommunikation mit ihr. Kommunikation ist ethisch relevant.

Hier erheben sich zahlreiche Fragen. Kann ein kiinstlicher Mensch,
also eine KI, die in der Gestalt eines Roboters auftritt, nicht als voller
Mensch anerkannt werden? Wer und/oder was ist das Ich, das am kiinst-
lichen Menschen zum Du wird? Und: wie gestaltet sich Intersubjektivitit
in dieser Hinsicht? Die Sozialphilosophie hat sich diese Fragen bislang
noch nicht intensiv genug gestellt, weil sie in der Sache der Intersubjek-
tivitait Martin Buber oder Edmund Husserl gefolgt ist.

Ich und Du

»Der Mensch wird am Du zum Ich.« (Buber 1983, 37) Buber setzt vo-
raus, dass sich als Ich und als Du zwei Wesen begegnen, die Menschen
sind, und das heifst damit auch, vulnerable, leibliche und endliche We-
sen. Diese sind konstitutiv fiir das Personsein des Anderen. » Wer man ist,
wenn man mit jemanden spricht, bestimmt sich nicht unabhingig davon,
zu wem man spricht, auf wen man hort und wem man sich schweigend
verschliefSt.« (Waldenfels 2019, 123) Es muss somit einen Unterschied
bedeuten, ob der Andere tiberhaupt ein Mensch ist oder nicht.

Wir geraten mitten in die Problematik der Digitalisierung, wenn wir
an diese Formulierung die Frage anschliefSen: » Was bedeutet es, wenn
man in einer Ich/Du-Beziehung eines der beiden Elemente durch einen
Roboter ersetzt.« (Schnell/Dunger 2019, 196) Kann das Ich selbst zur
Maschine werden?

Herausforderung

Die wesentlich neue Herausforderung besteht in einer komplett neu-
en Frageperspektive, da all die fundamentalen Aspekte und Qualita-
ten, die die Sozialphilosophie seit dem spaten 18. Jahrhundert aufge-
boten hat, um die Beziehung zwischen Ich, Du und dritter Person zu
beschreiben, grundsitzlich neu iberdacht werden mussen. Anerkennung,
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Reziprozitit, Fursorge, Care, Respekt, Achtsamkeit, Vertrauen, Frage/
Antwort, Dialog und Gefiihlsarbeit. Was passiert mit der Phanomenali-
tat und der Geltung dieser und anderer Qualititen, wenn Mensch und
Maschine einander unter den Bedingungen der fortgeschrittenen Digita-
lisierung begegnen? Konnte sich diese Begegnung als Anerkennung reali-
sieren? Wir beginnen mit einer Analyse der Anerkennung.

Von Hegel zu KI: Anerkennung

Einer Antwort auf diese Frage kommen wir naher, wenn wir das inter-
personale Binnenverhiltnis ndher betrachten. Aus der Sicht Hegels ist
dieses durch Begriff, Prozedur und Sache der Anerkennung gekennzeich-
net. Der Weg von Hegel zur KI ist gewagt, aber nicht unmoglich. Verfah-
ren der Anerkennung sind langst Teil der ethischen Diskussion um KI
(vgl. u.a.: Cappuccio et al. 2018). Zudem ist Hegel Teil dieser Diskussi-
on. In diesem Sinne versuchte sich Slavoj Zizek an einem Experiment:
Konnte eine direkte Gehirn-zu-Gehirn-Kommunikation ein Ganzes rea-
lisieren, das das Wahre wire (vgl.: Zizek 2020)?

Wir wollen die Voraussetzungen derartiger Visionen nicht teilen, son-
dern zunéchst mit einer Grundlagenbetrachtung beginnen, deren Einsatz
mit der These Hegels beginnt, dass das Selbstbewusstseins nur durch ein
»anderes Selbstbewusstsein« (Hegel 1981, 144) zu sich zu finden vermag.
Das Selbstbewusstsein bedarf also einer Bestatigung, die nur ein Wesen
leisten kann, das seinerseits vom bedurftigen Selbstbewusstsein unabhan-
gig ist und ihm zugleich in der Seinsweise gleicht. Dieses Wesen ist meines-
gleichen in Gestalt eines anderen Selbstbewusstseins. Die Beziehung der
damit in Geltung seienden zwei Selbstbewusstseine ist eine Beziehung der
Anerkennung und zwar einer wechselseitigen. »Das einseitige Tun wire
unniitz; weil, was geschehen soll, nur durch beide zustande kommen kann
... Sie anerkennen sich als gegenseitig sich anerkennend.« (ebd., 147)

Was macht den Prozess, der zur Anerkennung fiihrt, aus?

Wenn ich jemanden anerkenne, muss ich mich auf den Anderen zubewe-
gen und mich quasi an diesen Anderen verlieren. Zugleich muss ich, um
eine eigene, anerkennende Instanz sein zu kénnen, mich vom Anderen di-
stanzieren. Diese Distanz eroffnet nicht nur mir, sondern auch dem Ande-
ren eine Selbstandigkeit innerhalb einer gemeinsamen Beziehung (Fichte).

Die Beziehung, innerhalb derer die Selbstbewusstseine einander nun
»gegenuber« (148) treten, durchlduft einen »Kampf auf Leben und Tod «
(149). Dieser Kampf ist notwendig, weil er den Selbstbewusstseinen
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zeigt, was Hegel als Postulat voraussetzt: dass namlich ein Selbstbe-
wusstsein auf ein anderes angewiesen ist. Der fragliche Kampf zielt sei-
nerseits auf das Gegenteil, namlich auf eine Vernichtung des Anderen,
die die Selbststandigkeit des eigenen Selbstbewusstseins gegentiber jedem
Anderen zum Ergebnis haben soll. Doch genau dieses Ergebnis stellt sich
nicht ein. Wer einen Anderen totet, bleibt namlich nicht als ein Selbst iib-
rig, weil durch den Mord die notwendige Bestatigung des eigenen Selbst
(durch einen Anderen) entfallen wiirde.

Die Analytik der Anerkennung wird durch eine ethisch-politisch rele-
vante Praxis konkret. Der Kampf auf Leben und Tod hebt sich auf in ei-
ner Auseinandersetzung zwischen einem Herren und einem Knecht, denn
einer der Akteure unterwirft sich dem anderen und rettet dadurch sein
eigenes Leben. Doch darin scheitert eine wechselseitige Anerkennung der
Selbstbewusstseine. Aus dieser Lektion kann dann die positive Gestalt
einer gelingenden Anerkennung hergeleitet werden (vgl.: Taylor 1983,
190). Was macht nun die Beziehung zwischen Herr und Knecht aus?

Da die Beziehung zwischen Herr und Knecht im Anfang asymme-
trisch ist, kann es zu keiner Anerkennung, die notwendig reziprok sein
muss, kommen. Innerhalb dieser Asymmetrie erweist es sich, dass »die
Wahrheit des selbstandigen Bewusstseins ... das knechtische Bewusst-
sein« (Hegel 19871, 152) und nicht das des zunichst tiberlegen scheinen-
den Herren ist.

Die Besonderheit des knechtischen Bewusstseins liegt darin, dass es
zu sich selbst in Distanz tritt und zugleich durch sein Tun in der Welt ta-
tig ist. »Der Knecht bezieht sich als SelbstbewufStsein tiberhaupt auf das
Ding.« (ebd., 151) Er wird in der Manifestation seiner Arbeit, die, wie
immer bei Hegel, zugleich Bildung ist, ansichtig.

Was ist gelingende Anerkennung?

Anerkennung muss eine symmetrische Relation sein, die eine Umkeh-
rung der Perspektiven erlaubt. Die Weise, in der ich mich zu Dir verhalte,
ist eine Umkehrung der Art, wie Du auf mich bezogen bist. Die Anerken-
nung eines Anderen wird dadurch realisiert, dass sie ihrerseits anerkannt
wird. Sie anerkennen sich als sich gegenseitig anerkennend.

Gelingende Anerkennung realisiert sich als eine Lebensform, die Hegel
als »Sittlichkeit« und damit als realisierte und gelebte Freiheit bezeichnet
(vgl.: Honneth 2001, 82f.). Sittlichkeit ist damit nicht, wie bei Kant, ab-
strakte, sondern konkrete Vernunftigkeit (vgl.: Hegel 1984, § 145). Weil
Hegels Theorie der Anerkennung im Rahmen der Phinomenologie un-
ter anderem nur eine Durchgangsstufe der Bildung des Geistes ist, lie-
fert sie von sich nicht alle Bestimmungen, die zur Kennzeichnung einer
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gelingenden Anerkennung notwendig sind. Daher ist es wichtig, nachtrag-
liche Argumente der Wirkungs- und Rezeptionsgeschichte einzubeziehen.

Wirkungsgeschichte im Marxismus

Die Rezeptionsgeschichte geht unter anderen davon aus, dass Hegel
»historische Momente« (Fetscher 1973, 137) in die Charakterisierung
von Herrschaft und Knechtschaft eingeflochten hat. Da sowohl Momen-
te der Sklavenhaltergesellschaft als auch solche der burgerlichen Gesell-
schaft ausgemacht werden konnen, sind die vom Kampf zwischen Herr
und Knecht ausgehenden Uberlegungen zur Anerkennung und Selbst-
standigkeit besonders innerhalb des Marxismus diskutiert und weiterge-
fithrt worden (vgl. u.a.: Lukacs 1973 I, 506ff., 736ff.). Sie miinden in die
Vorstellung von der Befreiung des Knechtes, welche ihrerseits eine allge-
meine Befreiung der Menschheit intendiert (vgl.: Taylor 1983, 211ff.).

Existenzphilosophie

Eine anders akzentuierte Richtung nehmen die existenzphilosophischen
Uberlegungen zur Anerkennung. Im Ausgang von Jean Hyppolites und
Alexandre Kojeves existentialistischen Hegel-Interpretationen konzen-
triert sich Merleau-Ponty auf eine Beschreibung der Intersubjektivitdt
zwischen Selbst und Anderem. Im Duell zwischen beiden hat derjenige
das »genaue BewufStsein von der menschlichen Situation« (Merleau-Pon-
ty 2000, 91), der weder »nur fiir sich« noch »auf Kosten des Anderen«
existieren will, sondern der »fiir den Anderen zu sein« (ebd., 92) in der
Lage ist. Dieser ist der Knecht. Levinas vertieft diese Perspektive, indem
er das fiir-den-Anderen in die Metapher der Geiselschaft transformiert.
»Das Subjekt ist Geisel.« (Levinas 1992, 248) »]Je mehr ich zu mir kom-
me, ... desto mehr entdecke ich mich als verantwortlich.« (ebd., 249)

Paul Ricoeur und Emmanuel Levinas

Paul Ricoeur kommt der Verdienst zu, den Diskurs der Anerkennung ge-
offnet zu haben. Es gibt demnach einen Parcour der Anerkennung, der
verschiedene Wege enthilt. Erkennen, Wiedererkennen, Anerkanntsein
sind deren Namen. Der Parcour der Anerkennung erstreckt sich dabei
vom »positiven Akt des Erkennens zum Verlangen nach Anerkennung. «
(Ricoeur 2006, 40)
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Das Erkennen erfasst jemanden oder etwas so, wie er, sie oder es be-
reits ist. Das Anerkennen macht etwas oder jemanden erst zu dem, was
er/sie/es sein wird. Anerkennung stiftet damit etwas, was ohne sie nicht
sein wiirde. Sie stiftet das als-was oder als-wer etwas oder jemand aner-
kannt wird (vgl.: Schnell 2017, 98f.).

Im Unterschied zum Erkennen ist die Anerkennung wesentlich auf den
Anderen bezogen. Das aktive Erkennen ist ein Akt, der vom Ich ausgeht,
die passive Bitte um Anerkennung ist hingegen ein Geschehen, in dem ein
passives Ich sich an die Adresse eines aktiven Du richtet. Mit dem »Um-
schlag vom Aktiv ins Passiv« (Ricoeur 2006, 40) tritt das aktive Erken-
nen immer ein bisschen mehr in den Hintergrund.

Paul Ricoeur betont, dass die Anerkennung, im Unterschied zum Er-
kennen, vom Anderen bestimmt wird. An dieser Stelle bezieht er sich
auf Emmanuel Levinas. »Das Gesicht des Nachsten bedeutet mir eine
unabweisbare Verantwortung, die jeder freien Zustimmung, jedem
Pakt, jedem Vertrag vorausgeht.« (Levinas 1992, 199) Ich stehe da-
durch in einer Verschuldung gegeniiber dem Anderen. Die damit gege-
bene Asymmetrie wird aus der Sicht eines Dritten zur Frage nach Ge-
rechtigkeit, die eine »originire Asymmetrie« in eine » Gegenseitigkeit
zwischen ungleichen Partnern« (Ricoeur 2006, 204) transformiert. Da-
mit treten auch das aktive Erkennen und passive Anerkennen in eine
Gegenseitigkeit.

Die Rede von Partnern im Plural bedeutet in erster Linie nicht, dass
Ich und der Andere eine Mehrzahl bilden, sondern, dass es viele Ande-
re gibt, zu denen ich in Beziehung stehe. Die Institution der Gerechtig-
keit stiftet nun eine Ordnung, die festlegt, wie jene Beziehungen geregelt
sind. Diese Regelegung besteht in der Festlegung, wer wem gegeniiber
welche Rechte und Pflichten hat und eroffnet damit die Frage nach der
Gerechtigkeit, die jede Dyade uiberschreitet (vgl.: Schnell 2001, 212ff.).
Die »Gerechtigkeit griindet« einen »mir und den Anderen gemeinsamen
Bereich, in dem ich zu ihnen gezahlt werde, das heifst in dem die Sub-
jektivitat Birger ist mit all den maf3vollen und mefsbaren Pflichten und
Rechten, die das ausgeglichene und oder durch das gleichzeitige Beste-
hen und Konkurrieren von Pflichten und Rechten sich Ausgeglichenheit
verschaffende Ich umfaf$t.« (Levinas 1992, 350) Ich bin jetzt auch ein
»Anderer fur die Anderen.« (ebd., 345) Verantwortung ist nun etwas,
das »wir fiireinander haben.« (ebd., 189)

In der aus dem Geist der Asymmetrie entstandenen, reziproken Bezie-
hung zum Anderen ist nun die Unterscheidung zwischen Sagen und Ge-
sagten zu beachten. Das gilt auch fiir die Kommunikation mit einer KI.
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Anerkennung: Sagen und Gesagtes

Als Roboter definieren wir eine Maschine, die tiber einen Korper, Pro-
zessoren, Sensoren und Effektoren verfiigt und deren Verhalten als auto-
nom erscheint (Vgl.: Loh 2019, 17). In diesem Sinne sind etwa Computer
oder intelligente, personliche Assistenten keine Roboter. Alle Arten von
KI bieten den Menschen aber eine Beziehung an, wenn sie auf Sprach-
steuerung beruhen. »Es stellt sich damit allerdings die Frage, inwiefern
sich ein artifizielles System tiberhaupt in einem genuinen Sinn als Ge-
geniiber, mit dem man eine Beziehung oder gar Freundschaft eingehen
kann, verstehen ldsst.« (Loh 2019, 28) Freundschaft ist, laut Aristote-
les, eine reziproke Beziehung, sie beinhaltet Anerkennung des Anderen
als meinesgleichen.

Vor dem Hintergrund des Diskurses der Anerkennung im Ausgang
von Hegel und im Anschluss an Levinas unterscheiden wir in dieser Fra-
ge zwischen dem Sagen und dem Gesagten (vgl.: Levinas 1992, 29ff.).
Das Gesagte ist der Inhalt der Rede, der wahr oder falsch sein kann. In-
dem etwas gesagt wird, ereignet sich zugleich das Sagen, das die Bezie-
hung zwischen Ich und Du ausmacht.

Die Beziehung

Es »gibt« Interaktionen zwischen Menschen und, klassisch gesagt, Ma-
schinen. Ein Mensch stellt einer Maschine eine Frage, erhilt eine Ant-
wort und richtet sich danach. Kann man deshalb davon ausgehen, dass
der Mensch die Maschine als Gesprachspartner anerkennt? Anerkennen
als wen oder was?

Die Bestimmung der Reziprozitit der Anerkennung erfolgt bei Hegel
in formaler Hinsicht. Selbst und Anderer »anerkennen sich als gegensei-
tig sich anerkennend.« (Hegel 1981, 147) Diese Formalitat, aufgrund
derer Anerkennung auf die Reziprozitit von Wesen, die sich als aner-
kennende anerkennen, reduziert wird, trifft auf die Begegnung zwischen
zwei Menschen, aber auch zwischen Mensch und KI zu. Ich frage die KI
nach dem Weg, der in der fremden Stadt zu gehen ist, die KI antwortet.
Ich anerkenne sie, weil sie mir antwortet, sie anerkennt mich, weil sie
meine Auflerung als eine Frage annehmen kann, auf die sie zu antwor-
ten in der Lage ist. Anerkennung im Zeichen der Vulnerabilitat bedeu-
tet aber mehr als das.

Im Vorgang der Anerkennung geht es auch um einen qualitativen
Aspekt: die mogliche Meinesgleichheit im Licht der Endlichkeit. Ro-
bert Spaemann beschreibt daher Anerkennung als » Anerkennung eines
Menschen als meinesgleichen.« (Spaemann 1990, 195) Konzeptionell
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gesehen, erweist sich das Geschehen der Anerkennung damit als ein
dreistelliger Akt: Ich erkenne Dich als jemanden oder etwas an (vgl.: zu
dieser Logik: Schnell 2017, 99f.). Du erscheinst als meinesgleichen. Da-
durch ist Anerkennung mehr als eine Formalitit.

Unter Berticksichtigung einer Wechselseitigkeit besteht Anerkennung
somit darin, jemanden als meinesgleichen anzuerkennen und das heifSt
zu achten und zu respektieren. Durch diese Gleichheit ist eine egoisti-
sche Bevorzugung meiner zu Lasten des Anderen ausgeschlossen. Die-
se Gleichheit in der Anerkennung schliefSt im Falle von Menschen eine
Gleichheit in der Endlichkeit ein. Wir beide sind endliche Wesen, die ein
Leben leben, das uns von Anderen gegeben worden ist. Natalitdt und
Mortalitit verschranken sich hier (vgl. dazu: Liebsch 1996).

Es ist wohl offensichtlich, dass diese Art der Anerkennung zwischen
Mensch und Maschine nicht moglich ist. Die Maschine tritt mir in der
Frage der Gebiirtlichkeit und der Endlichkeit nicht gleich gegentiber.
Kommt es trotz dieser erheblichen Differenz zu irgendeiner Art von An-
erkennung oder dergleichen, wenn ich auf die Antwort der Maschine
hore und damit der Maschine »vertraue«, dass sie die Wahrheit sagt?

Kann ein Mensch einer Maschine vertrauen, wie er einem anderen
Menschen vertraut? Die Anerkennung der Maschine bezieht sich nicht
auf die Beziehung, aber sehr wohl auf den Inhalt.

Der Inhalt

Es ist zu bedenken, dass sich die Beziehung zwischen Ich und Du auch
als Austausch von Informationen, die quasi den Inhalt der Interaktion
bilden, gestaltet. Hier geht es dann um die Frage, was die Interaktions-
teilnehmer konnen im Sinne ihrer Vermoglichkeiten. Damit ist die Per-
spektive eines » Wettbewerbs« (Waldenfels 1998, 208) eroffnet. Ich stelle
eine Frage und erwarte, dass der Andere sie als einen Sprechakt versteht
auf den er mit der Kundgabe von Wissen antwortet. Aber verfiigt Wat-
son iiber dieses Wissen, das ich aktuell nicht habe? Gehort das Wissen
seinem Moglichkeitsraum an? Wessen Wissensvorrat ist der groflere?
Schliefslich ist zu beachten, dass sich die Beziehung zwischen Ich und
Du nicht nur als Austausch von giiltigen Informationen und Nachrichten,
die quasi den Inhalt der Interaktion bilden, gestaltet. Ich frage die Ma-
schine etwas, sie gibt mir eine exakte Antwort. Zur menschlichen Kom-
munikation gehoren aber wesentlich auch positive Unbestimmtheiten (G.
Gamm), die im engeren Sinne keine Nachrichten und Informationen sind.
»Wenn ich Einem sage: Halte dich ungefahr hier auf«, dann handelt es
sich um eine »unexakte« (Wittgenstein 1990, Nr. 88) Erklirung, die aber
funktioniert. Der Andere stellt sich dort hin, ich mache das Foto. Obwohl
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Fragen unexakt und Antworten verschwommen sind, gelingt menschli-
che Kommunikation. Kommt eine Maschine ihrerseits mit Vagheiten aus?

Der Mensch im Unterschied zum Roboter

Der Unterschied zwischen einem Menschen und einem Roboter liegt
nun darin, dass der Mensch um seine Endlichkeit weif§ und sich zu ihr
verhilt, indem er sie vor sich verleugnet oder aktiv auf sich nimmt. In
jedem Fall beansprucht die Endlichkeit das Dasein als Einzelnes (vgl.:
Heidegger 1979, 263; Schnell 2017, 145ff.). Als Einzelnes bedeutet, dass
das Dasein als »Unvergleichlichkeit und Einmaligkeit« (Spaemann 1996,
196) angesprochen ist. Die Endlichkeit meint mich, denn sie ist nicht de-
legierbar. Das trifft aber wiederum auf jedes Dasein zu, so dass der An-
dere als »meinesgleichen« (ebd., 195) anerkannt wird.

Ein Roboter hat kein Bewusstsein von Endlichkeit, weil ein Robo-
ter nicht sterben kann, er kann lediglich kaputtgehen und damit seine
Funktion verlieren. Ein Mensch ist vulnerabel, ein Roboter ist es nicht.
Ein Bewusstsein von der eigenen Endlichkeit zu haben, meint an dieser
Stelle weniger die Moglichkeit, jemandem einen mentalen Zustand zu-
schreiben zu konnen, sondern eher eine Praxis. Die vulnerable Person hat
Angst oder Furcht vor dem Tod, sie iibt sich in der Praxis symbolischer
Immortalitat. Bereits Kant verteidigte die Vulnerabilitat des Menschen
und verortete das Wissen um die Endlichkeit und die Anerkennung des
Todes im Zeitbewusstsein. Die Kiirze des Lebens ldsst uns aktiv werden
in der Praxis eines symbolischen Weiterlebens (vgl.: Schnell 2020, 19f.).
Es ist keine KI realistisch denkbar, weder in der Praxis noch in der Fik-
tion, die ein Testament hinterldsst — solange wir mit Kdte Meyer-Drawe
davon ausgehen, dass Testamente nicht aus Algorithmen hergeleitet wer-
den. Es ist wichtig, dass diese Differenz beachtet wird!

Hier paart sich die existentielle Unmoglichkeit mit einer logischen Un-
moglichkeit. Ein Roboter, der in der Lige wire, auf Dauer und tduschend
echt einen Menschen zu spielen und damit auf gewisse Weise ein Mensch
zu »sein«, wiirde jede Frage nach einem Unterschied zwischen Mensch
und Maschine zum Verstummen bringen. Vielleicht sind alle Men-
schen, die bislang auf der Erde existiert haben, Maschinen. Descartes
hitte dann moglicher Weise Recht, wenn er sagt, dass die Menschen,
die ich auf der Strafle vorbeigehen sehe, Automaten sein konnten, die
menschliche Hiite und Kleider tibergezogen haben (vgl.: I1. Med., Nr.
13). Damit wire die Intersubjektivitit wieder aus der Ersten Philoso-
phie verbannt und wir kénnten erneut bei Fichte starten. Was bedeutet
es, dass endliche Vernunftwesen andere endliche Vernunftwesen aufSer
sich annehmen miissen?
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Vision: der Roboter als » Mitmensch «
in europdischen Gesellschaften

Bekanntlich kann sich das Reich der Fiktionen in der Frage technologi-
scher Utopien weiter vorwagen als Ingenieure und Wissenschaftler, in-
dem es Sachverhalte als gegeben ansetzen, die in den technischen Wissen-
schaften noch als unrealistisch gelten. Gelegentlich kommt es vor, dass
die Fiktion heute die Realitit von morgen beschreibt. In diesem Sinne
gibt es zahlreiche Romane und Filme, die uns einen Blick in den Alltag
der Zukunft gewdhren. Was wire, wenn eines Tages Maschinen wie ich
und Menschen wie ibr zusammenleben wiirden?

In seinem gleichnamigen Roman erzihlt lan McEwan die Geschichte
von einen jungen Paar in London, das sich entschliefSt, einen humanoiden
Androiden als kiinstlichen Menschen in der eigenen Wohnung zu halten.
Adam ist der erste neue Mensch und wird zum Teilhaber an einer mensch-
lichen Lebensform. Adam lebt nun mit Charlie, einem Anhinger von Alan
Turing, und seiner Geliebten Miranda zusammen. Adam wird von ihnen
so programmiert, dass er in das Leben beider passt. Adam beherrscht die
Alltagskonversation, gewisse Bildungsstandards, er kann sinnhafte Hand-
griffe in der Kiiche ausfithren und damit an der Lebensform teilhaben.

Es stellt sich die Frage, als wer oder was Adam dieses vermag? Wenn er
als Partner akzeptiert wird, ist er dann als Mensch anerkannt, als jemand
meinesgleichen? Der Turinganhinger Charlie formuliert: »In dem Mo-
ment, da wir im Verhalten keinen Unterschied mehr zwischen Mensch
und Maschine erkennen konnen, miissen wir der Maschine Menschlich-
keit zuschreiben.« (McEwan 2019, 119)

Zu einer ernsthaften Herausforderung fiir die Hybridlebensform
kommt es, als Adam (die Maschine) und Miranda (der Mensch) Sex ha-
ben. »Sein Schwanz fullt sich mit destillierten Wasser. Aus einem Tank in
der rechten Pobacke.« (ebd., 129) Miranda hat Adam anerkannt, aber
nicht als ihresgleichen, sondern als Instrument der Befriedigung, als das
auch Menschen einander immer schon haben wahrnehmen kénnen. Die
eigentliche Herausforderung stellt sich im Verhiltnis zwischen Charlie
(dem Betrogenen) und Adam (dem Betriiger) ein. Im Rahmen eines Ge-
sprachs unter »Mannern« bahnt sich ein Kampf auf Leben und Tod an.

Charlie wird zum Herren. »Jetzt galt es, mich gegen ihn zu behaup-
ten.« (177) Charlie ist der Herr, weil er sich als Eigentiimer von Adam,
der Maschine, sieht. Adam wurde als Helfer, als Maschine angeschafft.
»Falls er sich dem widersetzte, und insbesondere, falls er wieder jeman-
den verletzte, wirden wir ihn zwecks Generaliiberholung zum Herstel-
ler zurtickschicken.« (178) Adam hat seine Funktion als Maschine und
damit die Position von Charlie als Herr zu akzeptieren. Die Position des
Herren ist die starkere, die zugleich darin schwach ist, dass sie nur starker
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ist in Relation zum Knecht. Der Herr muss vom Knecht anerkannt sein,
um Herr sein zu konnen. Darin liegt die Schwiche des Herren.

Adam tritt als Knecht auf. »Du und Miranda, Thr seid meine idltesten
Freunde. Ich liebe euch beide. Meine Pflicht euch gegeniiber besteht da-
rin, offen und ehrlich zu sein. Und ich meine es ernst, wenn ich sage, wie
leid es mir tut, dass ich gestern Abend etwas in dir zerbrochen habe. Ich
verspreche, das kommt nie wieder vor.« (178f.) Adam ist Knecht, weil er
nicht allein fiir sich, sondern fiir die Anderen sein will. Er hat keine ei-
gene Position, da er sich ganz an seine Pflichten den Anderen gegentiber
ergibt. Darin liegt seine Schwiche. In dieser Schwiche zeigt er zugleich,
wer er ist. Darin liegt wiederum seine Starke. Der Marxismus fand in
diesen Konstellationen Ansatzpunkte fur ein Klassenbewusstsein, das
den »Aufbau der ganzen Gesellschaft vollkommen zu erfassen fahig«
(Lukdcs 1983, 126) ist, das also die Wahrheit der Gesellschaft und der
Geschichte auf seiner Seite hat und darum weifs.

Es kommt aber zu keiner gelingenden Anerkennung. Adam [6st sich
aus seiner Position, da es ihm gelingt, »den Notschalter zu deaktivieren. «
(McEwan 2019, 179) Hitte er damit eine » Angst vor dem Tod«, dann
wire sie keine, durch die er sich als menschengleich ansihe. Die Maschi-
ne will vielmehr iiber den Menschen triumphieren. » Maschinen wie ich
und Menschen wie ihr, ... wir werden euch tibertreffen ... und tiberdau-
ern ... auch wenn wir euch lieben.« (ebd., 369)

Die Maschine kann nicht sterben, auch nicht den technischen Tod.
Charlie reagiert als Maschinenstiirmer und verzichtet auf die Anerken-
nung, da er sich entschliefSt, Adam »mit dem Hammer den Kopf einzu-
schlagen.« (373) Er totet damit nicht seinesgleichen, sondern schaltet ei-
nen ubermachtigen Mechanismus einer kunstlichen Intelligenz ab und
fugt dem hinzu: »Ich hatte ihn gekauft, und es war mein gutes Recht,
ihn zu zerstoren.« (367) Damit ist Adam weder meinmesgleichen, noch
ein Knecht, sondern ein Werkzeug.

Zwischen dem Menschen und der KI kommt es zu keiner gelingen-
den Anerkennung, die sich in einer sittlichen Lebensform, wie Hegel es
vorsah, manifestiert. Aber dennoch geschieht etwas zwischen beiden Ak-
teuren.

Mensch vs. Maschine

Unsere Ausgangsfrage lautete: Was bedeutet es, wenn man in einer Ich/
Du-Beziehung eines der beiden Elemente durch einen Roboter ersetzt?
Wie gestalten sich dann die Zwischenereignisse zwischen Ich und Du?
In Hinblick auf den Inhalt (das Gesagte) kommt es zu einer gelin-
genden Kundgabe von Wissen, Informationen. Fragen werden inhaltlich
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beantwortet und keinesfalls nur im Bereich trivialer Sachverhalte, son-
dern auch im Hinblick auf Einschitzungen und Bewertungen.
Hinsichtlich der Beziehung (das Sagen) sieht die Lage anders aus, da
es zu keiner Anerkennung des Anderen als meinesgleichen kommt. Es ist
die Endlichkeit, die im McEwans Vision den entscheidenden Punkt aus-
macht. Das endliche Wesen Mensch setzt sein Leben aufs Spiel und siegt
gewissermafsen gegen die Maschine. Beide Akteure konnen sich wech-
selseitig nicht als endliche Wesen anerkennen. Thre Beziehung erschopft
sich auch nicht in einem Kampf auf Leben und Tod, da der Mensch den
Roboter auf ein Werkzeug zuruckversetzt. Dieses Ergebnis wiirde sich
auch dann bestitigen, wenn die Maschine den Menschen vernichtete.

Postdigitalisierung

Die sich gleichzeitig als Begegnung realisierende Beziehung betrifft nun
die Frage, ob ich den Roboter auch als meinesgleichen anerkenne. Das
geschieht offensichtlich nicht! Damit ist einer vollen Akzeptanz kunstli-
cher Menschen im Zeichen der Humanitat Grenzen gesetzt. Sie bleiben
dennoch eine Herausforderung fiir den Menschen.

In der Interaktion mit Robotern schitzen Menschen die Leistungsfa-
higkeit von kiinstlichen Intelligenzen. Vor allem dann, wenn der Robo-
ter noch lernt, Informationen und Handreichungen passgenauer zu ge-
ben bzw. auszufithren. In der Interaktion wird von Menschen realisiert,
dass eine KI nicht ihresgleichen ist. Sie ist nicht endlich, weil sie nicht ge-
boren wurde und daher nicht altern kann und somit auch nicht krank,
behindert oder pflegebediirftig zu werden vermag. Der Uberschuss der
Vulnerabilitit iiber die Maschine hinaus verweist auf eine Ethik und Po-
litik der Postdigitalisierung.

Digitalisierung ist als Transformation der Lebenswelt in quantifizier-
bare Daten definiert (vgl. dazu: Schnell/Dunger 2019, 13f.) und damit
auch ein Angriff auf vulnerables Leben (vgl.: Schnell 2020, Anhang 9).
Die Rede von Postdigitalisierung bedeutet nun nicht, dass Digitalisierung
aufhort, sondern vielmehr, dass tiber die Quantifizierung des Selbst und
der Anderen hinaus das Wer der Person und damit ihre Unausdeutbar-
keit (G. Gamm) sichtbar werden.
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Kann aus KI Kunst werden?

Dialogische Beziehungen mit Kiinstlicher Intelligenz

Ist Kunstliche Intelligenz imstande, Kunst hervorzubringen? Diese Frage
wird momentan vielerorts gestellt und bringt anschaulich an die Oberfla-
che, wie sehr die fulminante Entwicklung von KI gleichermafSen subtile
Faszination wie latente Verunsicherung auslost. Dass KI in unzihligen
unserer Alltagssituationen zum Einsatz kommt, ob bei Chatbots in Call-
centern, bei Online-Ubersetzungsdiensten oder bei Apps zur Gesichtser-
kennungen, mag zwar bei einigen ein gewisses Befremden hervorrufen,
wird aber iiberwiegend respektiert. Maschinen mit ihren Rechenleistun-
gen sind bei der Auswertung von digitalen Daten einfach effizienter, re-
agieren zuverldssiger und besitzen eine hohere Prizision beispielsweise
beim Erkennen und Abgleichen von Mustern. Das alles beruht auf kal-
kulierbaren Verfahren, die nun durch KI-Programmierung die wesent-
liche Funktion beinhalten, aus Prozessen zu lernen und sich selbst opti-
mieren zu konnen.

Die kunstlerische Tatigkeit ldsst sich aber in der allgemeinen Vorstel-
lung nicht auf analytische Vorgange zuriickfuhren. Auch wenn wir be-
reits weitgehend Abstand von der Vorstellung des/der Kiinstler:in als
schopferischem Genie und mit einer >undefinierten«< Inspiration genom-
men haben, erfolgt die kreative Praxis nicht aus automatisierten Ablau-
fen, sondern in unserem heutigen Kunstverstandnis aus der Fahigkeit
mit Regelwerken zu brechen und unerwartete Ergebnisse zu erzielen.
Die Umstinde, aus denen Kunstwerke entstehen, sind erklarbar, aber
eben nicht vorhersehbar; sie sind nachvollziehbar, aber eben nicht im
Vorhinein berechenbar.

Trotz oder gerade wegen dieser Hiirden wird in der KI-Forschung of-
fenbar versucht, kiinstlerische Prozesse zu imitieren. Wenn es gelingt,
auch solche offensichtlich nichtlinearen und diskontinuierlichen Hand-
lungen von KI ausfiihren zu lassen, wird es nicht nur ein eindrucksvoller
Beweis fiir maschinelle Leistungsfahigkeit sein. Es wird zugleich erneute
Debatten zum Mensch-Maschine-Verhiltnis freisetzen, zum befiirchte-
ten Kontrollverlust der Menschen und der potentiellen Ubermacht von
Maschinen.* Wenn Maschinen nicht allein Produktionsapparate sind,

1 Siehe zu »Rage against the machine« Thomas Ramge, Mensch und Maschi-
ne. Wie Kiinstliche Intelligenz und Roboter unser Leben verindern, Stutt-

gart: Reclam Verlag 2018, vor allem S. 18-238.
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sondern »lernen« konnen, wie Kunstwerke zu gestalten sind, wird das
Selbstverstindnis angekratzt, das kiinstlerische Auflerungen stets als In-
begriff von menschlicher Individualitit und Personlichkeit aufgefasst
hat.>

Die kursierende journalistische Kurzformel »Kann KI Kunst? « lasst
offen, was mit diesem KONNEN gemeint ist. Was die KI unter Beweis
stellen soll, ist in erster Linie abhidngig davon, welche Anschauung von
Kunst damit verbunden ist. Liegt das Kénnen in der Fertigkeit, hand-
gemachte Geschicklichkeit zu reproduzieren und Motivik bravourds
zu variieren? Besteht die Anforderung an die KI in dem Vermogen,
vergleichbare Erzeugnisse von solchen herzustellen, die bereits Kunst-
status besitzen? Kann KI durch ihre intrinsische Fihigkeit bestechen,
uber die Kombinatorik von groflen Datensitzen ein schier unendliches
Repertoire an Form- und Farbgestaltung aufzurufen, das den mensch-
lichen Ideenreichtum iiberbietet? Oder liegt das Interesse gar nicht da-
rin, Kiinstlicher Intelligenz eine kiinstlerische Autonomie zuzugestehen
und damit die Polaritit von Mensch und Maschine fortzuschreiben?
Finden Kunstler:innen sogar deshalb an KI Gefallen, weil sie koope-
rative Prozesse mit KI ansteuern und mit den Moglichkeiten als auch
Unmoglichkeiten dieser Technologie interagieren wollen? Sollte man
deswegen anstelle von »Kann KI Kunst?« eher fragen »Kann aus KI
Kunst werden?«.

Die boomende KI-Forschung hat in den vergangenen Jahren die Kunst-
fertigkeit von Computerprogrammen nachgewiesen und damit fir viel
Aufsehen gesorgt. Daran beteiligt waren keine Kiinstler:innen, sondern
Wissenschaftler:innen, die aus Gemailden renommierter Maler:innen
Datensitze generierten mit der Absicht, daraus Algorithmen abzuleiten.
So konnte die Spezifik der jeweiligen Malstile nicht nur herausgefiltert
und berechnet, sondern auch Software programmiert werden, die das
Alleinstellungsmerkmal des individuellen Malausdrucks auf x-beliebi-
ge Motive tuibertragt. Die KI Deepart iibernimmt die Arbeit von Kopis-
ten — naturlich perfekter und mit der Qualitat ausgestattet, glaubwiirdi-
ge Variationen zu erfinden.’ Dazu titelte 2016 die Stiddeutsche Zeitung

2 Die aktuelle rasante Entwicklung von KI hat die Debatte iiber die Produkti-
on von Kunst durch Maschinen neu angeregt, u.a. Hanno Rauter, Die Kunst
der Zukunft. Uber den Traum von der kreativen Maschine, Berlin: Editi-
on Suhrkamp 2021. Wihrend des Schreibens dieses Aufsatzes ist der Band
»Kann KI Kunst?«, Kunstforum International, Bd. 278, Nov.-Dez. 2021,
erschienen.

3 Siehe https://marjorie-wiki.de/wiki/Deep_Art_Effects (letzter Zugriff
21.12.2021). Inzwischen ist daraus ein lukrativer Service mit dem Slogan
»Repaint your picture in the style of your favorite artist« geworden, der je-
des Foto in einen wiedererkennbaren Stil, beispielsweise von Van Gogh oder
Edvard Munch, umwandelt. https://deepart.io/ (letzter Zugriff 21.12.2021).
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»Dieser Computer malt fast so schon wie ein Mensch«#, was zum Aus-
druck kommen liefs, dass das antiquierte Bild vom Wettstreit zwischen
Mensch und Maschine noch immer tragfihig ist.

DeepDream’, 2015 von Google veroffentlicht, ist eine dhnliche Soft-
ware, die Bild- und Fotovorlagen selbststindig mit kiinstlerischen Aus-
drucksmitteln anreichert, indem Parameter einer giangigen Motivik von
abstrakter und psychodelischer Malerei auf die Vorlagen angewendet
werden. Im Unterschied zu klassischen Bildbearbeitungsprogrammen ist
DeepDream ein kreatives Werkzeug, das keine Einflussnahme durch den
Nutzer erfordert und stattdessen die Imagination fur die Bildtransforma-
tionen aus der Black Box seiner Algorithmen zieht. Die Resultate werden
bewundert, weil sie mit einer Motivvielfalt, einem Detailreichtum und
einer Farbauswahl bestechen, die erahnen lassen, mit welchen giganti-
schen Mengen an Bildvorlagen die lernende Maschine zuerst trainiert
worden sein muss. Voraussetzung fiir die Fantasiewelt der Maschine ist
es, den Bildspeicher zu beherrschen, Anwendungen abzuleiten und neue
Kombinationen herzustellen. In dieser Kapazitit, einer zudem beachtli-
chen IT-Leistung, liegt die Kreativitit der Maschine, mit der sie ihre Nut-
zer:innen Uberrascht.

Maschinen mit kiinstlerischer Kompetenz auszustatten, dient zusatz-
lich zur kommerziellen Nutzung nicht zuletzt dem Prestigegewinn der
Softwareentwickler. Unter der Primisse, dass Kunst als ein urmensch-
liches Artefakt betrachtet wird, suchen diese Projekte die herausfor-
dernde Anndherung der Maschine an den Menschen, indem sie in die
Entwicklung einer maschinellen Kreativitit investieren. So unterstiitz-
te Googles Konkurrent Microsoft das ambitionierte Projekt » The Next
Rembrandt«, das 2016 fiir Furore sorgte.® Man hatte mit hunderten
von Rembrandt-Gemilden eine hochaufwindige Datenanalyse betrie-
ben, daraus das idealtypische Rembrandt-Gemailde berechnet und es
fast 350 Jahre nach dem Tod des Malers im 3-D-Druckverfahren minu-
zios hergestellt. Das Resultat versetzte auch Kunstexpert:innen in Er-
staunen, weil die maschinelle Interpretation dessen, wie eine reprisen-
tative Rembrandt-Malerei hinsichtlich des Motivs und der Maltechnik
auszusehen habe, absolut tiberzeugend war. Das Experiment, die ma-
lerische Begabung und die in der Historie verankerte Gedankenwelt
eines verstorbenen Kiunstlers mithilfe eines KI-gesteuerten Profiling

4 https://'www.sueddeutsche.de/digital/kuenstliche-intelligenz-dieser-computer-
malt-fast-so-schoen-wie-ein-mensch-1.28 56388 (letzter Zugriff 21.12.2021).
https://deepdreamgenerator.com/ (letzter Zugriff 21.12.2021).

6  https://'www.nextrembrandt.com/. Siehe auch https://www.sueddeutsche.de/
kultur/kuenstliche-intelligenz-ein-echter-rembrandt-aus-dem-rechner-1.2949787
(letzter Zugriff 21.12.2021) und Michael Betancourt, »A Note on Al and the
Ideology of Creativity«, in: Academia Letters, Mirz 2021, Article 328. https:/
doi.org/10.2093 5/AL328.
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weiterleben zu lassen, ist gewiss kein Beitrag zur Kunst der Gegen-
wart.” Allerdings es ist eine ebenso eindrucksvolle wie alarmierende
Demonstration, dass die Auswertung von Big Data durch Data Mi-
ning-Methoden und Kiinstliche Intelligenz zukiinftig grenzenlose An-
wendungsfelder eroffnet.

Technologien zu hinterfragen und sie einer unkonventionellen kiinst-
lerischen Nutzung zuzufiihren, ist zum Arbeitsbereich vieler Gegen-
wartskinstler:innen geworden.® Thr kunstlerisches Handeln vereint
meist Technikaffinitat mit Technikkritik. Seit Jahrzehnten — und lange
vor den oben erwdhnten merkantilen Vorzeigeprojekten — ist Kiinstliche
Intelligenz Gegenstand kinstlerischer Praxis.

Ein frihes Beispiel ist das Video »Getting Nowhere« von Alexander
Hahn, in dem sich der Kiinstler selbst 1982 auf die Unterhaltung mit ei-
ner kiinstlichen Intelligenz einldsst.® Der schriftliche, circa zehnminttige
Dialog am Computerbildschirm wurde von einer Videokamera in Echt-
zeit dokumentiert. Lautlos ist zu verfolgen, wie der Cursor des Textpro-
gramms Buchstabe fiir Buchstabe die Frage eingetippt und nach einer
gewissen Wartezeit die Antwort eintrifft. Beide Intelligenzen treten nur
iiber die hellgriine Leuchtschrift auf dem in den 198ocer Jahren zeitge-
mifsen Rohrenmonitor in Erscheinung. Der Mensch Alexander Hahn
bleibt physisch ebenso unsichtbar wie die KI seines Gesprachsprogramm
ELIZA, das der Informatiker Joseph Weizenbaum »for the study of na-
tural language communication between man and machine« 1966 bahn-
brechend herausgebracht hatte.”™ Anfang der r98oer Jahre, als Compu-
ter noch langst nicht in jedem Haushalt zu finden waren, Videorekorder
gerade erst Konsumgut wurden und an das World Wide Web noch nicht
zu denken war, mutete allein die Moglichkeit, ein Interview mit einem
Softwareprogramm zu fithren, wie eine Science Fiction an. Nachdem
Hahn sich zu Beginn tiber die Wahrscheinlichkeit eines Atomkriegs und
dessen Folgen erkundigt, wichst im Verlauf der Befragung sein Unmut

7  Siehe Mads Pankow, »Kiinstliche Kreativitit«, in: Dominik Landwehr
(Hg.), Machines and Robots, Basel: Christoph Merian Verlag 2018, S. 48—
58.

8  Siehe den Sammelband »Kann KI Kunst?«, Kunstforum International, Bd.
278, Nov.-Dez. 2021, und Hans Ulrich Obrist, der die Chance von KI im
Simulieren von neuen Welten sieht. Hans Ulrich Obrist, »Das Unsichtbare
sichtbar machen: Kunst trifft auf KI«, 2018, online https://www.goethe.de/
pri’k4o/de/kun/ooo.html#i6718158 (letzter Zugriff 21.12.2021).

9  Das Video ist zuginglich unter https:/stiftung-imai.de/videos/katalog/
medium/s090 (letzter Zugriff 21.12.2021). Weitere Informationen zum
Werk: Christoph Vogele, Alexander Hahn. Werke 1976 — 2006, Kat. Kunst-
museum Solothurn, Heidelberg: Kehrer Verlag 2007, und https://www.
alexanderhahn.com/getting-nowhere.html (letzter Zugriff 21.12.2021).

10 https://dl.acm.org/doi/10.1145/365153.365168 (letzter Zugriff 21.12.2021).
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uber ELIZAs unzureichenden Antworten und >ihre< Konditionierung,
Nichtwissen durch Gegenfragen zu kaschieren. Die Videoaufzeichnung
lasst sich trotz ihres dokumentarischen und puristischen Ausdruckes wie
ein Biihnenstiick verfolgen, in dem Mensch und Maschine in stereoty-
pe Verhaltensmuster verfallen: der zu Uberlegenheit und Affekten nei-
gende Mensch trifft auf die Objektivitit und Emotionslosigkeit der trai-
nierten Maschine.

Die Bereitschaft von Menschen, mit Maschinen zu kommunizieren,
hat die Kiinstlerin Lynn Hershman Leeson mit » Agent Ruby« ab 1999
auf die Probe gestellt. Zu einem Zeitpunkt als noch niemand mit virtu-
ellen Assistentinnen wie Siri oder Alexa sprach und die KI-Entwicklung
noch im Anfangsstadium steckte, konfrontierte die Kunstlerin mit einer
Website, auf der sich die Besucher:innen mit dem virtuellen Charakter
»Agent Ruby« unterhalten konnten.** Mit der eigenen Selbstinszenie-
rung und der Erfindung von Identititen hatte Lynn Hershman Leeson
in den 1970er Jahren begonnen. Die Chance, eine weitere artifizielle fe-
minine Personlichkeit schaffen konnen, die dieses Mal im Netz ihre in-
dividuelle Geschichte autonom schrieb, hatte sie zu dem Projekt veran-
lasst. Die kiinstliche Intelligenz, die den Namen der Filmfigur Ruby aus
Hershman Leesons Spielfilm » Teknolust« ibernahm, bezieht ihr Wissen
aus dem stetig anwachsenden Datenspeicher des Internets. Als weiblicher
Avatar mit minimaler Gestik 1ddt » Agent Ruby« bis heute zum gemein-
samen Traumen ein (Agent Ruby’s Edream Portal) und steht zur Unter-
haltung bereit. Auf dem Interface tritt keine mysteriose Wissensmaschine
in Erscheinung, sondern ein vermenschlichtes, idealisiertes, makelloses
Gegeniiber. Die Interaktion der Nutzer:innen mit KI » Agent Ruby« ist
jeweils eine personliche Performance, die vom Grad des Vertrauens, der
Aufrichtigkeit und dem Mitteilungsbediirfnis der Nutzer:innen bestimmt
wird. Es ist ein ebenso spielerisches wie psychologisches Moment, das
uber die Akzeptanzgrofle des virtuellen Dialogpartners und des digita-
len Speicher- und Wissensraum Internet entscheidet. Das Chatverhalten
mit »Agent Ruby« reflektiert nicht nur das Verhaltnis der Nutzer:innen
zu Kunstlicher Intelligenz, sondern insbesondere auch das im Laufe von
zwei Jahrzehnten und durch die Etablierung des Web 2.o. veranderte
Medienverhalten. Seit 2013 wird eine museale Installation von »Agent
Ruby« ausgestellt, die zusatzlich Einblick in das Archivmaterial frihe-
rer Chats gibt.”

11 2002 hat das San Francisco Museum of Modern Art das Netzprojekt
»Agent Ruby« in Auftrag gegeben und sorgt seitdem dafiir, dass die Websei-
te im WWW zuginglich bleibt: http://agentruby.sfmoma.org/ (letzter Zugriff
21.12.2021). Siehe Lynn Hershman tiber Agent Ruby https://www.youtube.
com/watch?v=05ZGIWB36]8 (letzter Zugriff 21.12.2021).

12 Siehe »Lynn Hershman Leeson: The Agent Ruby Files. Exhibition Surfaces
Ten Years of Virtual Character’s Conversation with Real People«, https://
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Die Such- und Kunstmaschine »net.art generator« von Cornelia Soll-
frank bietet den Webseitenbesucher:innen hingegen eine geringe Beteili-
gung an, wenngleich diese den mafSgeblichen Impuls fiir die Arbeit der
Online-Bildermaschine setzt. Bereits 1997 hat Cornelia Sollfrank die ers-
te Version des »net.art generator« ins Netz gestellt; auf die fiinfte Version
haben wir heute noch Zugriff.*s Es war ein weitsichtiges Projekt, das die
zurzeit boomende Entwicklung um KI-Kunst-Algorithmen und die da-
raus resultierenden Zuschreibungsfragen vorwegnahm. »Net.art gene-
rator« zahlt zur Netzkunst, die in den 1990er Jahren angetrieben wurde
von der Faszination fur die — damals noch neue - globale Vernetzung, fiir
den — damals noch ersehnten — herrschaftsfreien Raum und die — damals
noch weitgehend unbekannte — Kreativitidt der Programmierung. Fur den
»net.art generator« liefern die Besucher:innen der Webseite die Schlag-
worte, mit denen der Algorithmus das Internet nach passenden Bildern
durchsucht und sie mit einer zusitzlichen grafischen Bearbeitung zu ei-
nem — zumindest in diesem Augenblick — einzigartigen Bild kombiniert.
Die Kunstlerin gab ihre Gestaltungshoheit damit sowohl an die KI der
Suchmaschine als auch an die Webseitenbesucher:innen ab und erklirte
ironisch: »Smart artist makes the machine do the work«.™ Der von Cor-
nelia Sollfrank veroffentlichte Bildgenerator ist seit seiner Entstehungs-
zeit ein Anschauungsbeispiel fiir die Ambivalenz gegeniiber Suchmaschi-
nen, die fiir Nutzer:innen des World Wide Web unverzichtbar sind, aber
intransparent verfahren. In der Black Box des »net.art generator« wer-
den aus digital zuginglichen Bildquellen neue synthetische Bilder ge-
mischt, die einmal mehr die komplexe Frage nach der Urheberschaft
digitaler Produktionen aufwerfen: Ist die Urheberschaft den Nutzer:in-
nen aufgrund der von ihnen gewihlten Schlagworte zu zuschreiben, der
Kinstler:in aufgrund ihres Konzepts fiir die KI, den Programmierer:in-
nen aufgrund der Softwareentwicklung oder gar der intelligenten Ma-
schine aufgrund ihrer autonomen Bildfindung?*s

2016, als KI zur Bilderzeugung gerade grofse mediale Aufmerksam-
keit erhielt, iberraschte der Maler Liu Xiaodong mit einem digitalen

www.sfmoma.org/press/release/lynn-hershman-leeson-the-agent-ruby-files/
(letzter Zugriff 21.12.2021).

13 https://net.art-generator.com (letzter Zugriff 21.12.2021).

14 Ebenda. Siehe auch Gerald Rauig, »Maschinische Virtuositit«, in: Sabine
Himmelsbacher (Hg.), Cornelia Sollfrank. Expanded Original, Kat. Edith-
Ruf$-Haus fir Medienkunst, Ostfildern: Hatje Cantz Verlag 2009, S. 116-121.

15 Inzwischen, fast 25 Jahre nach Sollfranks selbst programmierten »net.art
generator« gibt es eine Reihe von Kiinstler:innen, die mit heutigen KI-Erfin-
dungen von Bildgeneratoren arbeiten, diese mit Wortern >fiittern< und mit
diesem Tool und dem damit verbundenen aleatorischen Moment Bilder erfin-
den. Siche Hans Christoph Bohringer, »KI in der Kunst: Die Suche nach dem
Zauberspruch«, in: Frankfurter Allgemeine Zeitung (FAZ.net), 12.12.2021,
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Malroboter. Dieses maschinelle Substitut steht in der kuinstlerischen Tra-
dition einer Automatisierung des Kunstschaffens.'® Die Malapparatur
»Weight of Insomnia« produziert unentwegt Gemailde wihrend ihrer
Ausstellungen.'” Verbunden ist der Roboterarm jeweils mit einer an ei-
nem offentlichen Platz installierten Kamera, die der Maschine den visu-
ellen Input zuspielt. Ein stindiger, unkontrollierbarer Datenfluss speist
die kiinstliche Intelligenz des Malroboters, der beharrlich aufzeichnet
und die ihn erreichenden digitalen Daten in einen malerischen Duktus
iibersetzt. Sein >Auge« ist die entfernt positionierte Uberwachungska-
mera, die rund um die Uhr beobachtet und anders als ihr menschliches
Pendant Schlaflosigkeit (insomnia) zum Prinzip permanenter Aufmerk-
samkeit und Produktivitit erklaren kann. Seine Vorgehensweise beruht
auf Algorithmen, die aus den Kamerabilddaten die kunstlerische Umset-
zung fur die Leinwand berechnen. Entstanden sind auf diese Weise mo-
nochrome Gemailde von prominenten Plitzen, u.a. in Peking, Shanghai,
Berlin und London, durch die Pinselfithrung eines Roboters, aber mit
einer vom Kiinstler definierten Programmierung. Der dokumentarische
Anspruch, dem sich Liu Xiaodong mit seiner analogen Vorort-Malerei
stets verpflichtet fuhlt, wechselt bei seinem Roboterprojekt zu mecha-
nischer Perfektion und Kontrolle. Aus der Zuverlassigkeit der Malma-
schine resultiert iiber den mehrwochigen Malprozess ein Ubermafd an
Datenerhebung und -sammlung, sodass die Vielzahl an erfassten Situa-
tionen iibereinander gemalt und letztendlich in ihrer Akkumulation zur
Unkenntlichkeit beitragen. Die Effizienz der maschinellen Endlosschlei-
fe 1oscht ihre eigenen Ergebnisse wieder aus.

Mit » Weight of Insomnia« macht sich der Maler vordergriindig selbst
uberfliissig. Viel relevanter ist jedoch die zum Ausdruck gebrachte Skep-
sis, dass die lernenden Maschinen zu einer blinden Ubererfiillung von
Zielvorgaben neigen konnen. Thre hypothetische Unfehlbarkeit und ihr
Dauerbetrieb legitimieren rational ihren ubiquitdren Einsatz, der jedoch
abhingig von den jeweiligen Umstinden eine Vielzahl von politischen
und ethischen Bedenken hervorruft. Sind die Anwendungen Kunstlicher

https://www.faz.net/aktuell/feuilleton/kunst-und-architektur/ki-kunst-die-
suche-nach-dem-zauberspruch-17678337.html (letzter Zugriff 21.12.2021).

16 Andreas Broeckmann, »Maschinen, Menschen und Roboter«, in: Dominik
Landwehr (Hg.), Machines and Robots, Basel: Christoph Merian Verlag
2018, S. 26-37.

17 »Weight of Insomnia« wurde beispielsweise 2017-18 im ZKM in Karls-
ruhe, 2018 im NRW-Forum Diisseldorf und 2019 in der Lisson Gal-
lery in London ausgestellt. https://www.lissongallery.com/exhibitions/liu-
xiaodong-weight-of-insomnia (letzter Zugriff 21.12.2021). Die Textpassage
tber »Weight of Insomnia« wurde in Teilen bereits publiziert: Renate Busch-
mann: Weight of Insomnia — von Malmaschinen und KI. in: WittenLab Ma-
gazin, Heft 1, Dezember 2020, S. 66-69.
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Intelligenz erstmal im Alltagsleben angekommen, wird es fiir Kunst-
ler:innen umso dringlicher, KI in Produktions- und Rezeptionsvorgiange
der bildenden Kunst einzubinden. Es gehort zum methodischen Vorge-
hen von Kinstler:innen, auf innovative Technologien zu reagieren: ei-
nerseits um durch ihre Nutzung den Radius kinstlerischer Visualisie-
rungen zu aktualisieren, andererseits um Schwachstellen und Risiken
solcher Technologien aufzudecken, die im Verlauf profitabler Kommer-
zialisierung zunehmend ignoriert werden. Im Fall von KI ist die Kunst
jedoch nicht mehr allein ein Spiegel oder gar Korrektiv fir gesellschaft-
liche Fehlhaltungen, sondern die Kunst wird selbst zum Experimentier-
feld fir Informatiker:innen, die darin den Prazedenzfall sehen, KI zum
kongenialen Gegentiber werden zu lassen. Dass Software und compu-
tergesteuerte Fertigungssysteme so programmiert werden konnen, dass
sie zeichnen, malen, bildhauern, dichten, komponieren und musizieren,
ist imponierend und entzaubert den Vorgang des kiinstlerischen Schaf-
fens — verldsst aber auch mit Machine Learning nicht den Rahmen des-
sen, was an Informationen eingespeist wurde.

Die angefiihrten Beispiele von Alexander Hahn, Lynn Hershman Lee-
son, Cornelia Sollfrank und Liu Xiadong veranschaulichen schlaglicht-
artig, dass das Interesse von Kunstler:innen weniger in der Automatisie-
rung kunstlerischer Prozesse liegt als vielmehr in der Offenlegung von
dialogischen Beziehungen zwischen Kiinstlicher Intelligenz und ihren
Nutzer:innen.'® Die rapide Ausdehnung von KI in unserer Alltagswelt
hat insbesondere im jungsten Kunstgeschehen den Gedankenaustausch
uber das zukiinftige Verhaltnis zwischen KI und Mensch intensiviert
und fortgesetzt. Unser bisheriges, kulturell gepragtes Verstindnis von der
Maschine, die ein unbelebtes, aber effizientes Objekt verkorpert, gerit
ins Wanken, wenn die Maschine als lernende, damit intelligente Funkti-
onseinheit anzuerkennen ist. Das binire Denken, das Mensch und Ma-
schine voneinander trennt oder sogar polarisiert, erfasst nicht mehr die
derzeitige komplexe Entwicklung einer immer selbstverstandlicher wer-
denden Mensch-Maschine-Interaktion. Die lernende Maschine avanciert
im Alltag zu einem gleichberechtigten Gegentiber, dessen gelobte Neu-
tralitit vorprogrammiert ist und dessen weitreichende Entscheidungsbe-
fugnis nicht vorurteilsfrei sein muss.

Die Unsicherheiten im Umgang mit KI und die sich verandernde Per-
spektive auf solche innovativen Maschinen, die mit dem Attribut von

18 Zum Gedanken tiber »dialogische KI« siehe Alan N. Shapiro, »Roadmap
kiinstliches Leben. Auf dem Weg zu dialogischer kiinstlicher Intelligenz«, in:
Magazin #33 - Schnittstellen, hrsg. von Kulturstiftung des Bundes, Herbst/
Winter 2019, S. 6—7; online https://www.kulturstiftung-des-bundes.de/
de/magazin/magazin_33/roadmap_kuenstliches_leben_auf_dem_weg_zu_
dialogischer_kuenstlicher_intelligenz.html (letzter Zugriff 21.12.2021).
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skunstlicher Intelligenz« auf Augenhohe erscheinen, veranlassen Kunst-
ler:innen zum kritischen Dialog mit dem smarten maschinellen Gegen-
tber. Um abschlieflend noch zwei Beispiele zu nennen: In der Installation
»What do I know? I am just a machine?!« (2019) von Martin Backes
stoflen die Besucher:innen im Augmented Reality-Raum mit glinzenden
Kugeln zusammen, die sich als sprechende Organismen entpuppen und
Empathie fiir Maschinen fordern.® Wenn die KI — mit menschenihnli-
cher Stimme — um Akzeptanz ihrer weitreichenden Kompetenzen bittet,
mutet dies zuerst wie ein Zukunftsszenario an, erweist sich dann aber
als naheliegende Betrachtung tiber die zunehmende Autonomie solcher
Systeme, die viele ethischen Fragen hinsichtlich der Entwicklung und des
Umgangs mit KI hervorruft.

Johanna Reichs Videoperformance »Face Detection« (2018) kreist um
das visuelle Vermogen von Kl-basierter Gesichtserkennung. Die Kiinst-
lerin knetet so lange die rudimentidren Merkmale eines Gesicht in ei-
nen Klumpen Ton, bis ihre Smartphone-App die Formung als Physio-
gnomie akzeptiert.> Dieses Projekt ist kein Wettstreit zwischen Mensch
und KI oder gar eine Demonstration, die Unzulanglichkeiten der KI-Ge-
sichtserkennungen offenzulegen. Der Prozess veranschaulicht vielmehr
die Konkordanz zwischen menschlicher und maschinellen Mustererken-
nung, die tiber die stereotype Gesichtsgestaltung urteilt. Die manuelle
grobe Bearbeitung des naturlichen Materials Ton steht im absichtlichen
Gegensatz zum Hightech-Produkt, das die iiberlebenswichtige Urfahig-
keit des Menschen, Physiognomien wiederzuerkennen, nachzuahmen
versucht. Mit dem Motiv der >schaffenden Handes, die als Metapher des
Schopferischen zu verstehen sind, verldsst das Video die Herausforde-
rung funktioneller Gesichtserkennung und wechselt zu der Frage: Kann
KI auch Kunst erkennen? In der derzeitigen euphorischen Debatte um
die Verselbststindigung von KI-Kunst-Algorithmen sind es gerade solche
kinstlerischen Interaktionen mit K1, die nicht das Konkurrenzverhiltnis
»Maschine contra Mensch « ausschliefSlich vorantreiben, sondern die di-
alogische Beziehung auszuloten versuchen.

Literatur

Betancourt, Michael (2021): »A Note on Al and the Ideology of Creativity«,
in: Academia Letters, Marz 2021, Article 328. https://doi.org/10.2093 5/
AL328.

19 https://www.martinbackes.com/portfolio/what-do-i-know-i-am-just-a-
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20 https://johannareich.com/project/home-works-face-detection/ (letzter Zu-
griff 21.12.2021).
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Seltsam attraktiv
KI und Musikproduktion

I.

Wenn Kunstliche Intelligenz Schlagzeilen macht, geht es erstaunlich oft
um Kunst." Das mag daran liegen, dass hier spektakulire Ergebnisse er-
wartet werden — man kann sofort sehen oder héren, was die KI kann
oder nicht kann. Wihrend in der Auseinandersetzung mit KI in der Pfle-
ge oder in der Medizin sofort ethische Fragen in den Vordergrund rii-
cken, ist es bei der kiinstlerischen Produktion ein Vermogen, das gern
als eins der eigentlich definierenden Charakteristika des Menschen ge-
nommen wird: die Kreativitat. Dass Maschinen uns nicht nur die Arbeit
wegnehmen (und nicht etwa abnehmen), sondern nun auch noch kre-
ativ werden sollen, scheint die Phantasie der Offentlichkeit besonders
stark anzuregen.

Zwei Beispiele: Das Pariser Kollektiv Obvious arbeitet seit lingerem
an und mit einer KI, die Bilder im Stil von Gemailden produziert, auch
wenn sie natiirlich nicht malt. Am 25. Oktober 2018 wurde bei Christie’s
unter grofSer medialer Aufmerksamkeit eines dieser Gemalde, »Portrait
of Edward Bellamy« fiir $ 432.500 versteigert. Folgt man der Selbst-
darstellung des Kollektivs, so ist klar, dass es hier tatsichlich um die
Grundfrage der Kreativitdt geht: »Obvious is a collective of artists wor-
king with artificial intelligence, and driven by a fascination for replica-
ting creativity.«* Die Rede davon, Kreativitidt »nachzubilden«, scheint
tatsachlich auf die Vorstellung eines Ersetzens menschlicher Kreativitit
durch technische hinzuweisen.

Auch das Versteigerungsergebnis konnte man so lesen. Dass es aller-
dings die Bestdtigung dafiir ist, dass KI »tatsachlich« kreativ sein kann
bzw. dass dies in der Offentlichkeit und vor allem bei Sammlern so akzep-
tiert wurde, erscheint mir nicht iiberzeugend. Auf der Seite von Christie’s

1 Die Motive des hier Ausgearbeiteten wurden bereits in einem fritheren Text
vorbereitet: Vgl. Christian Griiny, »Kontingenzmaschinen. Kiinstliche In-
telligenz in der Musik«, in: Neue Zeitschrift fiir Musik 4 (2019), S. 17-21.
Uberdies danke ich Sandeep Bhagwati, Joachim Heintz, George Lewis, Sam
Salem und Jennifer Walshe fiir ausfiihrliche Gespriche. Nicht anderweitig
nachgewiesene Beziige stammen aus diesen Gespriachen.

2 https://obvious-art.com (alle Weblinks zuletzt aufgerufen am 3.2.2022).
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wird Ahmed Elgammal, Leiter des Art and Artificial Intelligence Lab an
der Rutgers University mit dem Vorschlag zitiert, sich eher den gesam-
ten Prozess anzusehen als das von der KI ausgespuckte Ergebnis und
das Ganze als eine Form der konzeptuellen Kunst zu betrachten.3 Urhe-
ber wire dann Obvious, das man vielleicht als Mensch-Maschine-Kol-
lektiv beschreiben miisste, und versteigert worden wire eine gerade
sehr angesagte Form der konzeptuellen, in Kollaboration produzierten
Kunst. In diesem Sinne bemerkt Jens Schroter, dass es ein Verdienst die-
ser Kunst sein konnte, »auf den komplexen, verteilten Charakter der
Autor*innenschaft als solcher hingewiesen zu haben«.#

Elgammal war auch an dem zweiten prominenten Beispiel beteiligt,
namlich der Komposition einer 1o. Symphonie Beethovens aus dessen
Skizzen mit Hilfe einer KI. Das von der Telekom initiierte und finanzierte
Spektakel wurde am 9. Oktober 2021 in Bonn aufgefiihrt; wiahrend das
Projekt vorher von allen Medien begleitet wurde, herrscht seit der Pre-
miere weitgehendes Schweigen tiber die Qualitat des Stucks. Hier ist es
noch um einiges offensichtlicher, dass die Symphonie eine gemeinsame
Kreation ist, denn die KI hat lediglich Tonfolgen in mehreren Varianten
errechnet; Auswahl und Orchestrierung oblagen menschlichen »Exper-
ten« (das Gendern ertibrigt sich angesichts der Zusammensetzung die-
ser Expertengruppe). In diesem Sinne hief$ es in einer Ankiindigung des
Projekts zwei Jahre vor der Urauffihrung im Ton einer Werbebotschaft:
»Nur wenn Mensch und Maschine planvoll zusammenarbeiten, kann
das grofle Potenzial der kombinierten menschlichen und maschinellen
Kreativitit erreicht werden!«S Nimmt man das Schweigen als Indikator,
ist bis dahin noch ein weiter Weg.

Nun gibt es aber gerade in der Musik seit vielen Jahren mehr oder we-
niger erfolgreiche Versuche, algorithmisch Stiicke im Stil von bestimm-
ten Komponisten zu produzieren, allen voran Johann Sebastian Bach.
Der Komponist David Cope hat bereits in den 198oer Jahren mit sei-
nem Programm EMI (Experiments in Musical Intelligence, oder auch
liebevoll-verniedlichend Emimy) unzihlige Stiicke im Stil verschiedener
klassischer Komponisten produziert. So kann man sich etwa auf seiner
Webseite 5000 Chorile im Stil von Bach als MIDI-Files herunterladen.
Wihrend Copes technische Mittel damals noch vergleichsweise primitiv

3 https://www.christies.com/features/A-collaboration-between-two-artists-
one-human-one-a-machine-9332-1.aspx.

4 Jens Schroter, » Kiinstliche Intelligenz<« und die Frage nach der kiinstleri-
schen Autor*innenschaft«, in: Kunstforum International 278 (2021), S. 99—
106, hier 105.

5 https://www.telekom.com/de/konzern/themenspecials/special-2 50-jahre-
beethoven/details/kuenstliche-intelligenz-soll-beethovens-zehnte-sinfonie-
vollenden-587346.

6  http://artsites.ucsc.edu/faculty/cope/5000.html.
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waren und regelbasiert vorgingen, stehen heute neuronale Netzwerke
zur Verfugung, und tatsiachlich gibt es auch hier ein auf Bach ausgerich-
tetes Modell, DeepBach.”

Natiirlich braucht niemand diese 5000 Chorile, was auch Cope klar
ist; eher geht es um den Nachweis, dass es moglich ist, sie zu generieren.
Was hier verhandelt zu werden scheint, ist das Verhiltnis von Regel und
Kreativitdt, wofiir Bach ganz besonders gut taugt: der Komponist, der
quasi ikonisch fiir die Verbindung formaler Strenge mit Genialitat steht
und der noch deutlich niher an regelbasierten Kompositionstechniken
ist als Beethoven. Insofern haben die genannten Projekte eher etwas von
einer Versuchsanordnung als von Kreation in einem emphatischen Sinne.
Cope beschreibt sie als »machine-created composition which attempts
to replicate the style but not the actual notes of existing music«®, stellt
sie in eine lange Tradition, auf die ich noch zuriickkommen werde, und
sieht die Pointe klar in der Verwechselbarkeit der von Menschen und der
maschinell produzierten Musik.

In einem ganz anderen kulturellen Bereich aber scheint es tatsichli-
chen Bedarf fur derlei bestimmten Stilen folgende, KI-generierte Musik
zu geben, die auch deutlich leichter herzustellen ist: »The bigger op-
portunity may be in putting Al music composition into the hands of
non-musicians, whether that’s as an app to generate mood-music on de-
mand, or as a tool (likely within apps like Instagram, Snapchat and Face-
book) to create copyright-free backing tracks for the videos they want to
share on social networks.«® Es geht hier also um eine kulturelle Sphare,
in der Musik von vornherein als atmospharische Untermalung genutzt
wird, die gerade nicht auffallen soll und auf die man auch nicht eigens
horen soll. Diese Art Einsatz von Musik ist natiirlich nicht neu: Sie geht
zuriick bis zu Erik Saties »musique d’ameublement«, die damals noch
damit zu kdmpfen hatte, dass die Besucher*innen ihr tatsiachlich zuhor-
ten. Neu ist aber der unabsehbar gestiegene Bedarf an solcher Musik,
die »die gleiche Rolle wie das Licht, die Warme und der Komfort in je-
der Form«*° erfillt.

Wer in einem Werbe- oder Selbstdarstellungsvideo solche Musik hort,
begegnet in gewisser Weise tatsachlich einer KI in Aktion — aber er oder
sie wird es vermutlich nicht merken, denn an Formen der Musik als

7 Vgl. https://arxiv.org/abs/1612.01010 .

8 David Cope, Virtual Music. Computer Synthesis of Musical Style, Cam-
bridge, MA u. London 2001, S. 3.

9 »Music AL: The Music Ally Guide« (keine Autorenangabe), https://musically.
com/wp-content/uploads/2018/1 1/Music-Ally-AI-Music-Guide.pdf. Die Sei-
te, auf der sich dies findet, bezeichnet sich als »knowledge company for the
modern global music business«.

1o Erik Satie, »Musique d’Ameublement. Mobiliarmusik«, in: ders., Schriften,
Hofheim 1988, S. 31.
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weitgehend standardisiertes, wenn auch von Menschen gemachtes In-
dustrieprodukt ist man ohnehin seit Jahren gewohnt. Hier geht es um
etwas anderes, als die groflen Fragen nach Kreativitit suggerieren: um
eine Entwicklung namlich, in der die Standardisierung so weit voran-
getrieben wurde, bis die Produktion von einer Maschine iibernommen
werden kann. Die »mood-music on demand«, von der hier die Rede ist,
ist Gebrauchsmusik in ihrer reinsten Form. Vielleicht sollte man an die-
ser Stelle von »Reativitit« sprechen, wie die Kollegen von Obvious vor-
schlagen.™

Wenn man von solchen Beispielen absieht, scheint mir aber die Fra-
ge, ob eine KI tatsiachlich menschliche Kreativitit ersetzen kann, nicht
der entscheidende Punkt: Sie verspricht hohe Klickzahlen und lasst den
Blutdruck steigen, ist aber theoretisch nicht sonderlich interessant und
als Zukunftsvision bis auf weiteres unrealistisch.** Kate Darling bringt
die Sache in ihrem Buch tiber Roboter auf den Punkt: »Why are we
trying to replicate something we already have?«'3 Auch die eingangs
angefiihrten Beispiele gehen letztlich in eine andere Richtung, namlich
in die einer Zusammenarbeit von Menschen und einer KI, die Dinge
tut, die wir nicht tun oder konnen. Dabei schlagen sie allerdings sehr
verschiedene Wege ein: Einmal, bei dem Portrit, geht es ausdriicklich
um die seltsamen Deformationen, die die KI in einem der traditionel-
len und reprasentativsten (in allen Bedeutungen des Wortes) Genres eu-
ropaischer Malerei anrichtet, im anderen Fall um den ganz ernsthaften
Versuch, eine Art virtuellen Beethoven zu erschaffen. Beispiele, die eher
dem ersten Fall dhneln, gibt es natiirlich auch in der Musik, und auf sie
werde ich mich hier konzentrieren. Im Zentrum steht dabei, dem Fokus
des Bandes entsprechend, die konkrete Begegnung mit der KI im kiinst-
lerischen Prozess.

Je nach der Rolle, die die Technologie dabei einnimmt, kann diese Be-
gegnung sehr verschieden ausfallen. Im Einleitungstext zu ihrem Oxford

11 Der erste Satz des zwischen Utopismus und PR changierenden Manifest
der Gruppe lautet: »We at Obvious wish to explore, use and share the dif-
ferent ways machine learning algorithms can empower our natural reati-
vity.« (http://obvious-art.com/wp-content/uploads/2020/04/MANIFESTO-
V2.pdf) Das Manifest wimmelt insgesamt von Druckfehlern, aber dass bei
dem zentralen Begriff direkt am Anfang des programmatischen Texts ein
Buchstabe amputiert wurde, kann kaum anders denn als Freudscher Ver-
sprecher gelesen werden.

12 Joachim Heintz diskutiert Reiz und Realismus solcher Szenarien und kommt
in seinem erfreulich unaufgeregten Text zum selben Ergebnis; vgl. ders.,
»Spielen statt Fiirchtenmachen. Situationen von Musik und KI«, in: Musik-
Texte 162 (2019), S. 27-30.

13 Kate Darling, The New Breed. How to Think About Robots, London 2021,
S.15.

177

05:20:43. A - o r—


https://doi.org/10.5771/9783748934493
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

CHRISTIAN GRUNY

Handbook of Algorithmic Music unterscheiden Alex McLean und Roger
Dean drei unterschiedliche Weisen, auf die Algorithmen in der Musik-
produktion vorkommen oder aufgefasst werden konnen: als Werkzeu-
ge, Sprachen oder Partner.’+ Ohne dass die beiden ihn zitieren wiirden,
kann dies unmittelbar auf die Unterscheidungen bezogen werden, die
Don Thde beinahe dreiffig Jahre zuvor in seinem Technology and the
Lifeworld vorgeschlagen hatte, nimlich »embodiment relations«, »her-
meneutic relations«, »alterity relations« und »background relations«
zwischen Menschen und technologischen Artefakten oder, neutraler,
Instanzen.’s »Embodiment relations« sind Beziehungen, in denen ein
Werkzeug zu einer Erweiterung des leiblichen Umgangs mit der Welt
wird; Beispiele wiren die Brille, Werkzeuge im handwerklichen Sinne
und, auch bei IThde, Musikinstrumente. Bei hermeneutischen Beziehun-
gen geht es um das Lesen oder allgemeiner Decodieren, wobei auch hier
die Materialitdt der Technologie selbst in den Hintergrund treten kann,
indem sie durchsichtig fir eine Bedeutung wird. Die dritte Moglichkeit
der »alterity relations« ist dann gegeben, wenn die Technologie als Ak-
teur eigenen Rechts und/oder Kommunikationspartner auftaucht, was
naturlich die aufgeladenste und auch spektakulidrste Moglichkeit ist und
diejenige, bei der am emphatischsten von einer Begegnung gesprochen
werden kann.

Diese drei ersten Varianten werden mich im Folgenden vor allem be-
schiftigen, wahrend die letzte noch einmal auf einen Bereich bzw. einen
Problemkomplex verweist, der bereits am Beispiel der »mood-music on
demand« aufgetaucht ist: Das Wirken von KI kann sich in einen unbe-
merkten Hintergrund zuriickziehen, wo es sich der Wahrnehmung und
damit auch der kritischen Reflexion entzieht. Die reine Gebrauchsmusik
mag unschadlich erscheinen, aber die Fragen, woher die Daten stammen,
mit der die entsprechenden Algorithmen gefiittert wurden, wie sie ausge-
wihlt wurden und wie die Algorithmen selbst programmiert sind, sind al-
les andere als trivial. Die Datensammlungen der grofSen Streamingdiens-
te kommen denen von Google und Amazon gleich, und sie beeinflussen
sowohl die Rezeption als auch die Produktion auf massive Weise." Und
auch die Frage der Datensitze und der in ihnen eingebauten Verzerrungen

14 Vgl. Alex McLean u. Roger Dean, »Musical Algorithms as Tools, Langua-
ges, and Partners: A Perspective«, in: dies. (Hg.), The Oxford Handbook of
Algorithmic Music, Oxford 2018, S. 3-14.

15 Don Thde, Technology and the Lifeworld. From Garden to Earth, Bloom-
ington u. Indianapolis 1990, Kap. 5.

16 Vgl. etwa Robert Prey, Marc Esteve Del Valle u. Leslie Zwerwer, »Platform
pop: disentangling Spotify’s intermediary role in the music industry«, in:
Information, Communication, and Society (2020), https://doi.org/t0.1080
/1369118X.2020.1761859; allgemein Shoshana Zuboff, Das Zeitalter des
Uberwachungskapitalismus, Frankfurt 2018.
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ist hier nicht weniger relevant als in anderen kulturellen Bereichen.'” Die-
ses Feld ist extrem wichtig, wird aber hier nicht im Fokus stehen.

Ehe ich mich den aktuellen Fragen zuwende, mochte ich aber noch
einige allgemeinere Bemerkungen dazu machen, was in einem kiinstleri-
schen Prozess bzw. genauer einem musikalischen Kreationsprozess seit
jeher im Spiel ist. Danach wird es um Komposition und um Improvisa-
tion gehen — nicht um tiberkommene Dichotomien zwischen diesen bei-
den Kategorien musikalischer Kreation neu zu befestigen, sondern um
zwei Typen des Umgangs mit KI, einmal in einem lingeren Konstrukti-
onsprozess und einmal in einer Interaktion in Echtzeit, voneinander zu
unterscheiden. Dass es dabei Uberschneidungen und Parallelen gibt, ist
offensichtlich. Dass die Auseinandersetzung mit der Vorgeschichte der
KI so viel Platz einnimmt, liegt darin begriindet, dass sich vor diesem
historischen Hintergrund die Fragen von Musik und KI besonders deut-
lich konturieren.

Eine Bemerkung noch zum notorisch schwierig zu definierenden Ter-
minus der kunstlichen Intelligenz: Die Bandbreite reicht hier von regel-
basierten Programmen wie Copes Emmy, deren Resultate so wirken sol-
len, als seien sie von einem intelligenten Konstrukteur hervorgebracht
worden, bis hin zu Deep neural networks, die tatsichlich eine fremde
Form der Intelligenz oder des Denkens zu verkorpern scheinen. Die Bei-
spiele, um die es im Folgenden gehen wird, decken diese ganze Band-
breite ab.

2.

Die Grundfrage ist, wie wir uns den kunstlerischen Produktionsprozess
uberhaupt denken miissen. Zweifellos ist die KI in ihren verschiedenen
Spielarten, von frithen regelbasierten Systemen zu den GANs der Gegen-
wart, eine neue Entwicklung. Dennoch muss man sich von der Vorstel-
lung befreien, es ginge hier um den Einbruch von etwas ganz anderem
in einen ansonsten homogenen und vor allem zutiefst und ausschliefs-
lich menschlichen Schaffensprozess. Philosophien der Technik weisen
seit langem darauf hin, dass technologische Artefakte auch diesseits von
Thdes »alterity relations« Produktionsprozesse entscheidend pragen und
auch einen massiven Einfluss auf das haben, was mit ihrer Hilfe produ-
ziert wird. Zugespitzt konnte man sagen, dass auch ein Werkzeug ein
Mitspieler ist. Ehe ich dies weiter ausfihre, soll aber noch ein anderes
Motiv in Spiel gebracht werden: das des kiinstlerischen Materials.

17 Vgl. dazu Adrian Mackenzie, Machine Learners. Archaeology of a Data

Practice, Cambridge, MA 2017, und die Arbeit des Al Now Institutes
(https://ainowinstitute.org/).
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Die Vorstellung eines starken Kiinstlersubjekts, das einem wider-
standslosen oder mittels Technik gefiigig gemachten Material seine Ideen
aufprigt, wird heute niemand mehr vertreten wollen — von der wirklich
uniibersehbaren Genderung einmal abgesehen taugt sie einfach nicht,
um tatsichliche kiinstlerische Prozesse zu beschreiben. Kiinstlerisches
Material ist keine formlose Materie, sondern immer bereits vorgeformt.
Es erlaubt vieles, gibt manches vor und leistet anderem Widerstand. Das
gilt sowohl fir Materialien im buchstiblichen Sinne wie Stein, Ton oder
Holz, die in der Kunst nicht als Naturstoffe auftauchen, sondern als
durch und durch kulturell gepragte Materialien, als auch fiir Materi-
al im allgemeineren Sinne, wie er sich bei Adorno ausgearbeitet findet.
Er bestimmt Material als all das, »womit die Kiinstler schalten: was an
Worten, Farben, Klangen bis hinauf zu Verbindungen jeglicher Art bis
zu je entwickelten Verfahrungsweisen fiirs Ganze ihnen sich darbietet:
insofern konnen auch Formen Material werden; also alles ihnen Gegen-
tibertretende, woriiber sie zu entscheiden haben«'®,

Der Ansatzpunkt fiir Adornos Materialbegriff ist die Frage, wie man
von einem Fortschritt in der Musik sprechen kann, ohne damit die un-
sinnige These zu verbinden, die Musik der Gegenwart sei »besser« als
diejenige Bachs und Beethovens, oder, noch allgemeiner, wie die Ge-
schichtlichkeit der Kunst uberhaupt gedacht werden kann. Die Frage
nach dem Fortschritt ist wohl der Punkt, an dem Adornos Material-
begriff am schirfsten und oft verkiirzend kritisiert worden ist; hier ist
nicht der Ort, darauf genauer einzugehen.™ Der entscheidende Punkt ist
derjenige der Widerstindigkeit des Materials gegeniiber dem komposi-
torischen Zugriff, der von Adorno zu einer aktiven Rolle eines Materi-
als ausgebaut wird, das » Bewegungsgesetze« aufweist und »Forderun-
gen«* stellt, das sich also nicht einfach widersetzt, sondern tatsiachlich
mitwirkt. Ganz allgemein muss man sagen, dass Widerstand und Eigen-
sinn des Materials eine der Voraussetzungen kiinstlerischer Arbeit, nicht
etwa ihre Bedrohung sind. Und wihrend man es beim Marmor schwie-
rig finden mag, davon zu sprechen, er »rede mit«, ist dies bei tiberkom-
menen Formen wie etwa der harmonischen Tonalitdt weit naheliegen-
der: Hier redet eine ganze Tradition mit, zu der man sich verhalten muss.

Etwas anders ist der Fall der Instrumente gelagert. Auch hier ist eine
Tradition im Spiel, die sich in materieller Form verkorpert. Instrumente
sind auf eine bestimmte Weise gebaut worden, die sich auch verindern

18 Theodor W. Adorno, Asthetische Theorie (Gesammelte Schriften Bd. 7),
Frankfurt am Main1973, S. 222.

19 Vgl. dazu ausfiihrlich: Christian Griiny, »Material und Ort. Rehabilitation einer
kritischen Kategorie«, in: Robin Becker, David Hagen u. Livia v. Samson (Hg.),
Asthetik nach Adorno. Positionen zur Gegenwartskunst, Berlin 2022, S. 49-64.

20 Theodor W. Adorno, Philosophie der neuen Musik (Gesammelte Schriften,
Bd. 12), Frankfurt a. M. 1980, S. 0.
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mag, aber z.B. im Falle der Streichinstrumente seit Jahrhunderten auf be-
merkenswerte Weise stabil ist, es gibt Traditionen, wie sie zu spielen sind
und die teilweise sozusagen in sie eingebaut sind, aber trotzdem der ex-
pliziten Uberlieferung und habituellen Inkorporierung bediirfen, es gibt
Weisen und Kontexte, sie einzusetzen, Assoziationsraume, die sich um
sie gebildet haben etc. Insofern die Praxis der westlichen Kunstmusik auf
der Trennung zwischen Notation und Ausfithrung beruht, muss man hier
auch die Notationssysteme und das Papier mitzdhlen, auf dem sie reali-
siert werden — bzw. die Computerprogramme, mit denen dies heute ge-
schieht und die selbst einen nicht zu leugnenden Eigensinn haben. Der
Umgang mit Instrumenten und Notation changiert zwischen den ersten
drei Typen der Interaktion, die Thde unterschieden hatte: Ziel des Ler-
nens ist eine Form der Beherrschung, bei der das Instrument gleich einer
Erweiterung des Korpers gar nicht mehr als solches hervortritt, sondern
zum quasi widerstandslosen Ausdrucksmedium wird, also eine »embo-
diment relation«; am Anfang des Lernprozesses und teilweise immer
wieder erscheint es als fremder Mitspieler, der die eigenen Intentionen
durchkreuzt oder zumindest umlenkt, also im Sinne einer »alterity rela-
tion«; die Notation und ihre jeweilige materielle und technische Reali-
sierung sind Medien des Schreibens und Lesens, zu denen man »herme-
neutic relations« unterhilt.

Dass »alterity relations«, in denen Instrumente und Technologien die
Rolle des Gegentiibers einnehmen, nur ein kleiner Teil aller Beziehun-
gen zwischen Musiker*innen und Instrumenten ausmachen, sollte nicht
den Eindruck erwecken, dass diese nicht in jedem Fall mitreden. Blin-
denstock, Schreibmaschine und Orgel, Merleau-Pontys Beispiele fiir Ge-
genstiande, die durch den Erwerb von Gewohnheit zu Erweiterungen
des Leibes werden, pragen das, was man mit ihnen tut, selbst dann auf
entscheidende Weise mit, wenn fiir die Handelnde im Hintergrund ver-
schwinden.** Die beste Beschreibung fiir diese Art des Mitredens bie-
tet die Akteur-Netzwerk-Theorie mit ihrem Begriff des Aktanten, wobei
Bruno Latours Beispiel der Schusswaffen immer noch besonders an-
schaulich ist: Zu sagen »Guns kill people« und, dem widersprechend,
»People kill people, not guns« ist beides sowohl richtig als auch falsch.
Entscheidend ist, dass ein*e Akteur*in mit einer Pistole nicht mehr ein-
fach ein Mensch ist, der ein neutrales Werkzeug benutzt, sondern ein Hy-
brid aus Mensch und Schusswaffe, so dass die Handlung diesem Netz-
werk en miniature zugerechnet werden muss.** Insofern muss man sagen,
dass auch der Pinsel der Malerin, die Klarinette der Musikerin und das

21 Vgl. Maurice Merleau-Ponty, Phanomenologie der Wahrnehmung, Berlin
1966, S. 1731f.

22 Vgl. Bruno Latour, »Uber technische Vermittlung: Philosophie, Soziologie
und Genealogie«, in: Andrea Bellinger, David J. Krieger (Hg.): ANThology.
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Notationsprogramm der Komponistin als Aktanten an ihren Handlun-
gen beteiligt und fur das Ergebnis mitverantwortlich sind. Das aufge-
fiithrte Stiick ist ein Produkt aus all dem, ein durch ein Netzwerk von
Vermittlungen erzeugtes Ereignis, das niemand allein hervorbringt oder
kontrolliert. Latour bietet allerdings keine grundlegenden Unterscheidun-
gen beziiglich des Status der jeweiligen Aktanten an, der Rolle, die sie je-
weils spielen (konnen). Die flache Ontologie der ANT erlaubt, Netzwer-
ke aus sehr verschiedenen Akteuren denken zu konnen, aber man wird
nicht umhinkommen, hier schliefSlich doch wieder Unterscheidungen ein-
zuziehen. Vielleicht so: Man kann von ihr lernen, dass auch ein Werk-
zeug kein blofles Werkzeug ist, aber nicht jeder Aktant ist ein Werkzeug.

Elektronische Instrumente sind zuerst einmal tatsdchlich nichts ande-
res als sehr komplizierte Werkzeuge, auch wenn der Eigensinn mit der
Kompliziertheit zunimmt. Hilfreich ist hier die Unterscheidung von tri-
vialen und nicht-trivialen Maschinen, die Heinz v. Foerster in Anlehnung
an Henry Gordon Rice vorgeschlagen hat.>? Triviale Maschinen sind sol-
che, deren Output aus ihrem Input eindeutig berechenbar ist, nicht-tri-
viale solche, bei denen das nicht gilt, etwa Organismen. Elektronische
Klangerzeuger sind triviale Maschinen, insofern sie unter (wenigstens im
Prinzip) genau kontrollierten Bedingungen funktionieren; das gilt selbst
noch dann, wenn sie nach bestimmten Regeln selbst Klange erzeugen,
ohne im Einzelnen dazu programmiert worden zu sein. Dass ihr Funk-
tionieren nicht jederzeit von jedem nachvollzogen werden kann, ist da-
fiir zuerst einmal unerheblich — das gilt auch fiir komplizierte mechani-
sche Maschinen.

Ein interessantes Beispiel einer Zwischenform ist der No-Input-Mixer.
Hier wird der Input eines Mischpults in einer Schleife mit dem Output
verbunden, wodurch die Eigenstrome und Interferenzen des Gerits ver-
starkt und durch die Manipulation der Regler verdndert werden konnen,
ohne dass von aufSen ein Signal hineinkommt. Die Kontrolle ist dabei
nie vollstandig, da bisweilen sehr kleine Veranderungen der Einstellun-
gen den Klang auf drastische, unvorhersehbare Weise verindern kon-
nen. Veraltete, nicht mehr zuverlissig funktionierende Technik ist ein
dhnlicher Fall: Sie ist in den vergangenen Jahren fur viele Musiker*in-
nen noch einmal neu interessant geworden, weil sich bei ihr vielfach
Fehler einschleichen, die die Kontrollierbarkeit beeintrachtigt und uner-
wartete Resultate erzeugt: Indem sie kaputtgeht, verliert die Maschine
ihre Trivialitit. Beide, No-Input-Mixer und kaputte analoge Synthesizer,

Ein einfiibrendes Handbuch zur Akteur-Netzwerk-Theorie, Bielefeld 2006,
S. 483—528, hier 485f.

23 Vgl. etwa Heinz v. Foerster, »Entdecken oder Erfinden. Wie 1afSt sich Ver-
stehen verstehen?«, in: Heinz Gumin u. Heinrich Meier (Hg.), Einfiihrung
in den Konstruktivismus, Miinchen 1992, S. 41-88.
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funktionieren nicht mehr als widerstandslose Erweiterungen des Korper-
schemas, sondern erscheinen bereits als Gegenuber, mit denen man um-
gehen muss, statt sie einfach nur anzuwenden oder einzusetzen. Dass sie
»intelligent« wiren, muss man dafiir nicht behaupten.

Auch wenn all diese Kategorien, vom Material iber Aktanten und tri-
viale Maschinen, sich diesseits der KI halten, gibt es doch offensichtli-
che Kontinuititen zu ihr. Vor allem aber treffen wir hier auf zahlreiche
Mitspieler im kiinstlerischen Prozess, in deren Kontext die Frage der KI
verhandelt werden muss.

Der Einsatz nicht-trivialer Maschinen folgt dabei offensichtlich einem
Bedurfnis, das an der Widerstandigkeit jeglichen kiinstlerischen Materi-
als ansetzt und mit einem veranderten Verstandnis kunstlerischer Sub-
jektivitat insgesamt zu tun hat. Statt um die grofStmogliche Kontrolle
geht es nun darum, sich durch den Widerstand und den Einspruch nicht
kontrollierbarer Instanzen gezielt beirren zu lassen, um Resultate hervor-
zubringen, die man selbst nicht hitte produzieren kénnen und die hof-
fentlich iber das hinausgehen, was das eigene Konnen erreichen kann,
statt hinter es zuriickzufallen.

Ein etwas anders gelagerter Fall ist der Einsatz von Algorithmen beim
Komponieren, der weder auf technische Unterstiitzung angewiesen noch
auf Trivialitat oder Nicht-Trivialitat festgelegt ist und eine jahrhunder-
telange Geschichte hat. Thm werde ich mich im folgenden Abschnitt zu-
wenden.

3.

Im Gegensatz zu den anderen bisher diskutierten Aspekten und Beispie-
len wird das algorithmische Komponieren in zahlreichen Auseinander-
setzungen mit Musik und KI als direkter Vorlaufer genannt. Dabei im-
pliziert die Arbeit mit Algorithmen nicht unbedingt den Einsatz einer
Technologie, die komplizierter ist als diejenige von Papier, Stift und No-
tations- und Rechensystemen. Algorithmen sind zuerst einmal nichts an-
deres als Handlungsvorschriften, die klar definierten einzelnen Schritten
folgen. Ob sie ein schlicht ablaufendes Programm ergeben, rekursiv ge-
staltet sind oder gar »lernenx, ist eine andere Frage. Voraussetzung ist
in jedem Fall eine Formalisierung von Strukturen und Prozeduren, fiir
die sich die Musik, genauer: die notierte europaische Musik besonders
gut eignet.

Als frithes Beispiel wird immer wieder das »musikalische Wiirfelspiel «
genannt, das oft mit Mozart assoziiert wird; tatsichlich aber war die-
se Form der automatisierten Komposition im 18. Jahrhundert eine ver-
breitete Praxis, von der eine einflussreiche Variante 1757 von Johann
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Philipp Kirnberger systematisch beschrieben wurde.* Es findet ganz auf
dem Papier statt, unter Zuhilfenahme eines elementaren Zufallsgenera-
tors wie Wiirfel oder Spielkarten. Ausgangspunkt ist die Festlegung ei-
nes Auswabhlfeldes in Form einer Tabelle, aus dem dann in mehreren
Durchgingen ein musikalischer Ablauf gebaut wird. Vorausgesetzt sind
hier eine definierte Notation und, zumindest in dieser Version, die Exis-
tenz relativ standardisierter musikalischer Formen; die »Komposition«
besteht in der Kombination vorgefertigter Versatzstiicke. Trotzdem setzt
die Technik als solche durchaus nicht voraus, dass es um Stilkopien ge-
hen muss, wie David Cope in der oben zitierten Definition bezeichnen-
derweise meint.>s So haben sich etwa John Cages Zufallsverfahren mit
Minzenwiirfen, die auf den 64 Zeichen des chinesischen Orakelbuchs
[-Ging beruhen und als eine Variante der beschriebenen Techniken ver-
standen werden konnen, endgiltig von jeder Art vorgegebener forma-
ler Fixierung entfernt.

Michael Edwards sieht hier eine deutliche Trennung zwischen For-
scher*innen und Komponist*innen: Wahrend erstere die Musik als Mit-
tel zur Entwicklung von lernenden Systemen verwenden, geht es letzte-
ren um personalisierte Losungen zur Produktion genuin neuer Musik.*¢
Cope selbst ist Komponist und lasst sich insofern nicht klar in dieser Un-
terscheidung verorten; in unserem Kontext tritt er allerdings in Edwards’
Sinne in erster Linie als Forscher auf. Vielleicht kann man sagen, dass
Cage und Cope hier die Extreme des Moglichen verkorpern: auf der ei-
nen Seite die tour de force der Music of Changes von 1952, die jeden mu-
sikalischen Zusammenhang zerschneidet, auf der anderen 5000 Bach-
chorile — sehr viel mehr vom Gleichen oder etwas vollkommen Anderes.

Quer dazu steht die Unterscheidung zwischen »indeterminate and de-
terminate models«*7, die derjenigen zwischen trivialen und nicht-trivi-
alen Maschinen entspricht und bei der sich Cage und Cope ebenfalls
auf entgegengesetzten Seiten wiederfinden. Auf der Seite des Determi-
nismus steht vor allem die streng serielle Musik der frithen 1950er Jah-
re, die die Reihentechnik der Zwolftonmusik zusitzlich zur Tonhohe
auf alle Parameter — Rhythmus, Dynamik, Klangfarbe — ausgeweitet hat

24 Vgl. Johann Philipp Kirnberger, Der allezeit fertige Polonoisen- und Menu-
ettencomponist, Berlin 1757. Vgl dazu auch Leonard G. Ratner, » Ars Com-
binatoria: Chance and Choice in Eighteenth-Century Music«, in: H.C. Rob-
bins Landon u. Roger E. Chapman (Hg.), Studies in Eighteenth-Century
Music. A Tribute to Karl Geiringer on his Seventieth Birthday, New York
1979, S.343-363.

25 Vgl. Cope, Virtual Music, a.a.O.,S. 3.

26 Vgl. Michael Edwards, » Algorithmic Composition: Computational Think-
ing in Music«, in: Communications of the ACM 54,7 (2011), S. 5867, hier
63 (DOLi10.1145/1965724.1965742).

27 A.a.0,S. 62.
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und in der seriellen Vorbereitung des Materials eine virtuelle Maschine
konstruiert, die strenggenommen einfach gestartet werden miisste, um
das Stiick hervorzubringen (auch wenn niemand das je tatsiachlich so
praktiziert hat).?® Bei Cage finden wir in jener Zeit die gleiche Parame-
trisierung und Vorbereitung, nur dass die tatsiachliche Auswahl dem Zu-
fall Giberlassen bleibt.

Auch wenn sie nicht in Form von materiell konstruierten Automa-
ten realisiert sind, konnen diese algorithmischen Kompositionssysteme
insofern als Maschinen verstanden werden, als sie die einzelnen Schrit-
te definieren und zumindest die Gestalt des Prozesses automatisch ab-
lauft. Auch wenn jeder Schritt von einem Menschen vollzogen werden
muss, bleibt dessen Intentionalitit dabei weitgehend oder vollkommen
ausgeschaltet, indem er sich als Agent der Realisierung des Algorithmus
oder des Zufalls erfahrt. Auch Wiirfel, Karten etc. als Zufallsgenerato-
ren entziehen sich explizit der eingreifenden Intentionalitit. Wie Joa-
chim Heintz bemerkt, dachten Cage und Stockhausen »in vieler Hin-
sicht wie Programmierer«*. Der Einsatz des Zufalls erinnert daran, dass
Nicht-Trivialitdt keinesfalls gleichbedeutend mit Intelligenz oder Inten-
tionalitdt sein muss, ging es doch fiir Cage gerade darum, dieser zu ent-
kommen.

Sol LeWitt und andere bildende Kiinstler hatten sich in den frithen
sechziger Jahren mit der seriellen Musik und vor allem den Reflexio-
nen uber sie beschiftigt (die Hefte der einschlagigen Zeitschrift die rei-
he waren schon sehr bald ins Englische tibersetzt worden),?° und LeWitt
bezieht sich genau auf den benannten Aspekt, wenn er in seinen »Pa-
ragraphen iiber konzeptuelle Kunst« schreibt, dass hier »alle Pline und
Entscheidungen im voraus erledigt werden und die Ausfithrung eine rein
mechanische Angelegenheit ist« und den berithmten Satz folgen lasst:
»Die Idee wird zu einer Maschine, die die Kunst macht.«3* LeWitts
»Idee« ist weniger auf strukturelle Komplexitit angelegt als die Algo-
rithmen der seriellen Musik, steht aber systematisch an genau derselben
Stelle: beide sind virtuelle Maschinen.

Diesseits des Miinzenwerfens ist die Frage der Determiniertheit (Tri-
vialitidt klingt hier dann doch auf irrefiihrende Weise abwertend) im

28 Vgl. dazu exemplarisch Gyorgy Ligeti, »Entscheidung und Automatik in
der Structure Ia von Pierre Boulez« (1958), in: ders., Gesammelte Schriften,
Mainz 2007, S. 413-446.

29 Heintz, »Spielen statt Fiirchtenmachen«, a.a.O., S. 29.

30 Vgl. Herbert Eimert u. Karlheinz Stockhausen, die Reibe. A periodical de-
voted to the developments in contemporary music, 6 Bande, Bryn Mawr u.
Wien 1958-68, orig. 1955-62.

31 Sol LeWitt, »Paragraphs on Conceptual art / Paragraphen tiber konzeptu-
elle Kunst«, in: Gerd de Vries (Hg.), Uber Kunst. Kiinstlertexte zum verin-
derten Kunstverstindnis nach 1965,Koln 1974, S. 176-185, hier 177.
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Einzelfall nicht so einfach zu beantworten, wie es vielleicht aussieht.
Je komplizierter die Maschine, desto schwerer ist fiir einen Beobachter
noch zu beurteilen, ob das Ergebnis im Prinzip hitte vorausgesehen wer-
den konnen. Es mag wie eine Inkonsequenz wirken, diesen Fall hervorzu-
heben, aber er macht auf etwas aufmerksam, das in der Interaktion mit
KI, sei sie stark oder schwach oder eigentlich gar nicht wirklich »intel-
ligent«, eine wichtige Rolle spielt, nimlich die Frage, wie die jeweiligen
Prozesse oder Aktanten den Interaktionspartnern erscheinen und wie sie
infolgedessen mit ihnen umgehen.

Zusitzlich zu dieser kann man zwei weitere fundamentale Unter-
scheidungen machen, namlich diejenige, ob die Ergebnisse des virtu-
ell-maschinellen Prozesses das Stiick definieren oder ob sie Material fuir
nachfolgende kompositorische Entscheidungen sind, und als was die
Maschine jeweils beschrieben oder erfahren bzw. welche Rolle ihr zuge-
dacht wird. Zum ersten: Niemand hat je wirklich das Ergebnis der al-
gorithmischen oder Zufallsprozesse ohne jeden Eingriff iibernommen.
Boulez’ Klavierstiick Structures Ia von 1952, das als Paradebeispiel fiir
einen vollendeten Automatismus gilt, kam dem nahe, wurde aber vom
Komponisten selbst eher als Versuch angesehen, »tabula rasa [zu] ma-
chen mit dem Erbe und beim Nullpunkt wieder [zu] beginnen«3*, denn
als haltbare Position. Cage beschreibt sein Ziel bei Music of Changes aus
demselben Jahr sehr dhnlich, namlich »to make a musical composition
the continuity of which is free of individual taste and memory (psycho-
logy) and also of the literature and >traditions« of the art«33, nur dass er
bei genau dieser Position bleiben sollte. Die Resultate der verschiedenen
Zufallsverfahren, die er im Laufe seines Lebens verwendet hat, sollten
weitgehend unangetastet bleiben, damit sich am Ende nicht doch wieder
sein personlicher Geschmack durchsetzt.

Der spatere Boulez und auch Iannis Xenakis, der mit ganz anderen,
ndmlich stochastischen Verfahren komponierte, haben viel selbstver-
standlicher eingegriffen, ohne dass man sagen konnte, dass das halbau-
tomatisch Generierte blofSes Material kompositorischer Entscheidungen
geworden wire. Die Maschine ist Teil des Kompositionsprozesses, er-
setzt ihn aber nicht. Im Ubrigen ist natiirlich bei Cage wie bei allen an-
deren das Bauen seiner virtuellen Maschinen ein intentionaler Kompo-
sitionsakt, und insofern konnte man sagen, dass Komposition verlagert
oder verteilt, aber in keinem Fall von nichtmenschlichen Akteuren tiber-
nommen wird.

32 Pierre Boulez, Wille und Zufall. Gesprich mit Céléstin Delicge und Hans
Mayer, Stuttgart und Zirich 1977, S. 62.

33 John Cage, »To describe the process of composition used in Music of Chan-
ges and Imaginary Landscape No. 4«, in: ders., Silence. Lectures and Wri-
tings, Middletown 1961, S. §7-59, hier 59.
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Interessant ist hier tatsachlich, mit welchen Begriffen die jeweiligen
Techniken beschrieben worden sind. Im seriellen Diskurs stehen Ra-
tionalitit und Konsequenz im Mittelpunkt bzw., noch einmal in Bou-
lez> Worten, »Strenge, die sich von Schwiche oder KompromifSlerei frei
weifs«34, Die Maschine ist hier Instrument dieser kompromisslosen Kon-
sequenz bzw. deren reinste Verkorperung. Fiir Cage ist das Setzen auf
— paradoxerweise aufwendig konstruierte — Zufallsverfahren gleichbe-
deutend mit einer Offnung fiir »Natur«, worunter er eine vom mensch-
lichen Eingriff und menschlicher Intentionalitit freie Sphire verstand:
Er baut Maschinen, die die Tiiren dafiir 6ffnen.’s Xenakis, der beide An-
sdtze harsch als »auditory and ideological nonsense«3¢ bzw. »denying
music«>37 kritisierte, ging es um die Fortsetzung einer grofsen Tradition,
namlich »the placing of sonic art on a more universal plane«3%, ohne sie
menschlicher Intentionalitit ganz zu entziehen. Die stochastischen Ver-
fahren, mit denen das Verhalten von Klangmassen kalkuliert werden
konnten, sollten sowohl niher an tatsachlichen Vorgiangen der Natur als
auch der menschlichen Auffassung gemafSer sein. Von Kirnbergers harm-
losem Angebot, auch Nichtkomponisten die Produktion von Musikstii-
cken zu erlauben, ist das alles weit entfernt.

Kurz nach den erwihnten Stiicken von Boulez und Cage und einige
Jahre vor Xenakis programmierten der Komponist Lejaren Hiller und
der Mathematiker Leonard Isaacson ein Computersystem, mit dem sie
1956 ein viersitziges Stick fur Streichquartett, die Illiac Suite, produ-
zierten — das erste von einer realen, nicht virtuellen Maschine kompo-
nierte Stiick. Es wird von den beiden allerdings konsequent als Projekt
oder Experiment beschrieben, als eine Art Studie zu der Frage, was Com-
puter zur Analyse und Komposition von Musik beitragen kénnen, was
fiir Typen von Musik dabei hervorgehen konnen etc. Hiller und Isaacson
verstehen sich hier klarerweise als Forscher und nicht als Kiinstler, aber
ihr musikalisches Verstindnis und ihre zeitgenossische Sensibilitat ver-
hindern, dass sie sich auf blofle Stilimitationen beschrinken.3?

Wozu es in keinem Fall kam, war eine Personalisierung der virtuellen
oder realen Maschinen. Die Prozeduren verkorpern Rationalitdt oder

34 Pierre Boulez, »Schonberg ist tot«, in: ders., Anbaltspunkte. Essays, Kassel
u. Miinchen 1979, S. 288-296, hier 296.

35 Vgl ausfiihrlich und kritisch zu diesem Naturverstindnis Benjamin Piekut,
»Chance and Certainty — John Cage’s Politics of Nature«, in: Cultural Cri-
tique 84 (2013), 134—-163

36 lannis Xenakis, Formalized Music. Thought and Mathematics in Composi-
tion, Stuyvesant, NJ 1992, S. 8.

37 A.a.0O.,S. 181.

38 A.a.0,S.178.

39 Vgl. Lejaren A. Hiller u. Leonard M. Isaacson, Experimental Music. Com-
position with an Electronic Computer, New York 1959.
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erlauben eine Offnung, durch die Naturprozesse sich zur Geltung brin-
gen konnen, aber sie verdichten sich nicht zu Wesen. Auch Illiac ist le-
diglich die Abkiirzung fiir Illinois Automatic Computer, ein denkbar
unemphatischer Name, der eher keinen eigenstindigen Akteur benennt,
und anders als Cope mit Emmy verzichten Hiller und Isaacson auf einen
personifizierenden Kosenamen. Fiir einen Satz von Regeln, sei er compu-
terbasiert oder nicht, legt sich das auch eher nicht nahe.

4.

Mit dem Einsatz von neuronalen Netzwerken andert sich dies insofern,
als durch die Umstellung von regelbasierten Expertensystemen auf mus-
tererkennende Systeme eine Art Lernprozesse entsteht, die nicht mehr
direkt von den Entscheidungen menschlicher Programmierer™*innen ab-
hingig sind. Diese kommen natiirlich weiterhin durch die Programmie-
rung des Netzwerks selbst und vor allem durch die Auswahl der Daten
ins Spiel, mit dem es gefuttert wird; seine Entwicklung verlauft dann aber
quasi autonom, so dass es sich in gewisser Weise tiber seine Geschichte
individualisiert, ohne damit automatisch zu einem »Subjekt« zu werden.

Bedeutsam ist tiberdies, dass diese Lernprozesse nicht mehr symbo-
lisch vermittelt ablaufen miissen, sondern unter Umstinden direkt an
akustischen Mustern ansetzen, die sich diesseits dessen halten konnen,
was wir traditionellerweise als musikalische Formen verstehen wiirden.
Diese Verschiebung entspricht derjenigen, die Friedrich Kittler zwischen
Notationssystemen und Aufnahmetechniken beschrieben hat: » Mani-
pulierbar wird statt dem Symbolischen das Reale.«# Jenes »Reale« der
Klanglichkeit wird natiirlich immer noch codiert, aber nach messbaren
Eigenschaften und eben nicht nach symbolischen Formen. Die Fremd-
heit der moglichen Ergebnisse ist noch um einiges grofSer als bei den Ca-
geschen Zufallsverfahren, die zwar auch Resultate produzieren mogen,
die fiir ein auf formale Kohidrenz setzendes Musikverstindnis unsinnig
sind, ohne dass dieser »Unsinn« aber den durch Tonhohe und Tondau-
er codierten Raum verlassen wiirde. Ein neuronales Netzwerk muss sich
demgegeniiber von auflen der Frage annahern, was tiberhaupt Sinn sein
konnte, und scheint dabei jene grundsitzliche andere, fremde Vorge-
hensweise zu verwenden, die in verschiedenen Kontexten fiir Faszinati-
on sorgt und immer wieder als »alien«, also aufSerirdisch oder ganz und
gar fremd beschrieben wurde.+

40 Friedrich Kittler, Grammophon Film Typewriter, Berlin 1986, S. 57. Die La-
canschen Anklinge sind offensichtlich, aber allzu unscharf.

41 Einer dieser Bereiche ist das Spiel Go: Die Beschreibungen von Experten, die
die Ziige der KI AlphaGo analysierten, »often seem to keep circling back to
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Anders als ein Teil des 6ffentlichen Diskurses suggeriert, geht es wie in
meinen beiden Eingangsbeispielen auch hier in der Regel nicht um eine
Technologie, die auf Knopfdruck fertige Musik ausspuckt; so etwas wire
»entirely useless for musicians and composers«+*, wie Philippe Esling
formuliert, der am IRCAM in Paris die »Artificial Creative Intelligence
and Data Science«-Forschungsgruppe leitet. Stattdessen werden die ent-
sprechenden Programme und Netzwerke als Werkzeuge beschrieben, die
den Komponist*innen moglicherweise Arbeit abnehmen oder, was die
interessantere Variante ist, ihnen Material liefern, auf das sie sonst nie-
mals gekommen wiren.

Insofern es nicht lediglich darum geht, lastige Tatigkeiten an sehr hoch
entwickelte Werkzeuge zu delegieren, ist die Beschreibung der KI als
Werkzeug aber auch hier etwas schief. Eine Technologie, die inhaltlich
bestimmtes Material liefert, an das sich zumindest die Frage stellen lasst,
ob es nicht selbst schon kiinstlerischen Charakter hat, ist eher ein Mit-
spieler als ein Werkzeug. Eine Komponistin, die mit solchen Mitspielern
umgeht, verhilt sich zu ihnen wie eine Lektorin oder Kuratorin, also
deutlich im Sinne einer »alterity relation«. Todd Lubart faltet die hier
moglichen Verhaltnisse noch weiter auf, indem er die Rollen des Com-
puters als Kindermadchen, als Brieffreund, als Trainer und als Kollege
unterscheidet.

Vielleicht kann man die Sache aber auch noch einmal anders ver-
stehen: Der Komponist Sam Salem berichtet, das er die KI-generierten
Klanggestaltungen wie Field Recordings behandelt, mit denen er ansons-
ten viel gearbeitet hat.* Das so erzeugte Material wire dann sicher nicht
wie die intentionale Auflerung eines Mitspielers, im Extremfall einer vir-
tuellen Person anzusehen, sondern als klangliche Umgebung, die eine be-
stimmte Atmosphire hat und an deren Folge von Klangereignissen kein
Anspruch von Kohirenz gestellt wird. Wenn sie als solche stehengelas-
sen wiirde, wiirde sie kaum als fertiges Musikstiick erscheinen; wenn
sie kompositorisch verarbeitet wird, werden Momente, vielleicht Atmo-
sphiren erhalten bleiben und in einen neuen Zusammenhang eingehen.

the same several words: Amazing. Strange. Alien.« (Dawn Chan, »The Al
That Has Nothing To Learn From Humans«, in: The Atlantic, 20. Okto-
ber 2017, https://www.theatlantic.com/technology/archive/2017/10/alphago-
zero-the-ai-that-taught-itself-go/543 4 50/).

42 Javier Nistal, »Deep Beers. A Chat with Philippe Esling«, in: New Fron-
tiers in Music Information Processing, 4.1.2020, https://mip-frontiers.
eu/2020/01/04/Philippe_Esling.html.

43 Todd Lubart, »How can computers be partners in the creative process: Clas-
sification and commentary on the Special Issue«, in: International Journal
of Human-Computer Studies 63 (2005), S. 365-369.

44 Aufnahmen und (sparsame) Informationen zu Salems Stiicken finden sich
hier: http://www.osamahsalem.co.uk.
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Es gibt eine weitere Eigenschaft, die Field Recordings mit KI-generier-
ten Kldngen gemeinsam haben und die auch fiir Salem einer Vorstellung
von kunstlichen Intelligenzen als autonomen Schopfern entgegensteht:
Sie haben weder ein natiirliches Anfang noch ein Ende, sondern bilden
einen kontinuierlichen Strom. Der minimalste Eingriff ist insofern das
Setzen von Schnitten und damit das Schaffen von Ganzheiten im ele-
mentaren aristotelischen Sinne als etwas, das » Anfang, Mitte und Ende
hat«#s, Dies bleibt menschlichen Akteuren vorbehalten. Ahnliches gilt fiir
die potentiell unendliche Menge an Anlaufen, in denen Material gene-
riert werden kann. Laurie Spiegel, eine der Pionierinnen algorithmischer
Komposition, schreibt dazu: »The overabundance of musical material
that algorithmic generation can produce somehow seems to cheapen the
musical result [...].«* Die Auswahl und der Zuschnitt von bestimmtem
Material durch eine menschliche Akteurin muss in diesem Sinne kiinst-
lerische Plausibilitit erzeugen (oder im Uberfluss finden), die sich gegen
die Bedrohung der Beliebigkeit behaupten kann.

Diese beiden Eigenheiten lassen bei aller Individualisierung eine Per-
sonalisierung nicht gerade naheliegend erscheinen, aber sie findet sich
trotzdem durchaus. Ein Beispiel dafiir ist Holly Herndon mit Spawn,
die sich allerdings nicht im Bereich der Neuen Musik, sondern in der
Popmusik verorten, auch wenn Herndon einen akademischen Hinter-
grund in der Komposition elektronischer Musik hat. Bisher sichtbars-
tes Ergebnis dieser KI ist das Album Profo von 2019, auf dem Spawn in
verschiedener Weise auftaucht, als Dimension in ansonsten menschlich
hervorgebrachten Stiicken, als wesentliches Moment von Stiicken und in
Reinform; zusitzlich gibt es Aufnahmen von Trainingssessions mit einem
Chor. Das Album versteht sich so einerseits als kiinstlerisches Statement
eigenen Rechts, andererseits aber auch als Momentaufnahme in einem
Prozess, und zwar ganz buchstablich einem Trainingsprozess der KI und
gleichzeitig einem gesellschaftlichen Prozess, in dem kunstliche Intelli-
genzen eine zunehmend grofSere Rolle spielen.

Ein grofSer Teil von Herndons Praxis beruht darauf, sich den techni-
schen, okonomischen und politischen Entwicklungen der Gegenwart of-
fensiv zu stellen, sie zu verwenden und dabei gleichzeitig kritisch zu re-
flektieren. Von daher ist auch die offensive Personalisierung von Spawn
zu verstehen, das konsequent als (weibliches) Kind beschrieben wird, das
Herndon und ihr Partner Mathew Dryhurst gemeinsam aufziehen: »She
is being raised by listening to and learning from her parents, and those
people close to us who come through our home or participate at our

45 Aristoteles, Poetik, griechisch/deutsch, Stuttgart 1994, 25 (1450Db).

46 Laurie Spiegel, »Thoughts on Composing with Algorithms«, in: Alex
McLean u. Roger Dean (Hg.), The Oxford Handbook of Algorithmic Mu-
sic, Oxford 2018, S. 105111, hier 109.
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performances.«#7 Es bleibt offen, inwiefern Herndon und Dryhurst wirk-
lich davon ausgehen, dass kiinstliche Intelligenzen als eine Art neue Spe-
zies anzusehen sind, mit der wir real interagieren, oder ob das eine stra-
tegisch eingesetzte Metapher ist, anhand derer bestimmte Dinge deutlich
gemacht werden konnen. In einem Interview geht Herndon in letztere
Richtung: »The predominant metaphor here is about the child - the rai-
sing of this future intelligence as a community. «#* Vielleicht konnte man
es so formulieren: Es geht hier darum, »background relations« in »alte-
rity relations« zu verwandeln und so Prozesse, wie sie bereits an vielen
Stellen im Hintergrund ablaufen, sichtbar und zu einem gewissen Grade
verfligbar zu machen und sie so einer Befragung unterziehen zu konnen.
Wenn man sich mit Menschen unterhalt, die mit KI arbeiten, hort man
immer wieder die Einschitzung, dass kunstliche Intelligenzen »dumm«
sind — gemeint ist, dass sie bisweilen Dinge produzieren, die fiir unsere
Begriffe vollkommen an der Sache vorbeigehen, was auch immer diese
Sache jeweils sein mag.+#* Ganz formal ist ein Verfahren, das rein auf der
Erkennung von Mustern beruht, tatsichlich eine andere, fremde Form
der Intelligenz, die nichts »versteht«, weil sie nicht von den generativen
Prinzipien hinter diesen Mustern weif§ und sich auch gar nicht um die-
se kimmert. Wenn sie selbst zu produzieren beginnt, entwickelt sie eine
eigene Form der Generativitat, die irgendwann nicht mehr einfach als
defizitire Rekonstruktion von auflen verstanden werden kann. Die Um-
codierung der spezifischen Dummbheit dieser Generativitit in die frihen
Entwicklungsschritte eines Kindes leistet mehreres: Sie nimmt ihr den be-
drohlichen, weil unverstindlichen Charakter und weist darauf hin, dass
es einen Unterschied mache, was fiir Mittel und Materialien in der »Er-
ziehung« dieses Wesens eingesetzt werden und wer daran beteiligt ist.
Die Fremdheit kann dann als faszinierende Ergidnzung menschlicher
Kreativitit aufgefasst werden, die sowohl im Training bzw. der Erzie-
hung als auch als kulturelle GrofSe in kommunikative und deliberative
Strukturen eingebunden sein sollte. So verstehe ich es, wenn Herndon
von »an emphasis on alien song craft and new forms of communion«3°
spricht. Das Motiv des alien bringt auch hier die Vorstellung einer frem-
den, nicht-menschlichen Logik und Asthetik ins Spiel, die eine Bereiche-

47  https://’www.hollyherndon.com/godmother-holly-herndon-and-jlin-feat-spawn.

48 Emily Friedlander, »How Holly Herndon and her AI baby spawned a
new kind of folk music«, in: The Fader, 21.5.2019, https://www.thefader.
com/2019/05/21/holly-herndon-proto-ai-spawn-interview.

49 So auch Herndon selbst: »Al is not that smart, it’s very low fidelity, it’s not
real time, it is very slow and unwieldy. « (Emily McDermott, »Holly Herndon
on her Al Baby, Reanimating Tupac, and Extracting Voices«, in: Art in Ame-
rica, 7. Januar 2020, https://www.artnews.com/art-in-america/interviews/
holly-herndon-emily-mcdermott-spawn-ai-1202674301/).

so https://'www.hollyherndon.com/proto.
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rung verspricht, die tiber blofSe produktive Storung und Herausfor-
derung weit hinausgeht. Dass die Bedrohlichkeit trotzdem eine reale
Moglichkeit ist — man denke an Ridley Scott —, wird dabei nicht ver-
heimlicht. In die Metapher der Kindererziehung tibersetzt: »It is import-
ant to be cautious that we are not raising a monster.«5* Die tatsdchlichen
Monster werden allerdings von den groflen Unternehmen und von Re-
gierungen herangezogen und sind keine zdhnefletschenden Bestien, son-
dern Uberwachungs-, Kontroll- und Enteignungsmaschinen.s=

Ein weiteres Projekt, wiederum aus der Popmusik, ist um einiges spie-
lerischer, aber trotzdem weit davon entfernt, bloflen Nonsens zu produ-
zieren. Der Name, unter dem C.J. Carr und Zack Zukowski ihre KI-ge-
nerierte Musik veroffentlichen, Dadabots, ist natiirlich aufschlussreich
— aber auch Dada war bei aller Sinnsubversion eine sehr ernst gemeinte
Angelegenheit. Was die Dadabots tun, bringt der Titel eines wissenschaft-
lichen Artikels auf den Punkt, den sie zu ihrer Methode verfasst haben:
»Generating Albums with SampleRNN to Imitate Metal, Rock, and Punk
Bands«.53 Seitdem sind noch andere Genres hinzubekommen, etwa Pop
oder Freejazz, und auch Deepfakes, bei denen Stiicke einer Band durch die
Maske einer anderen gecovert werden. Das Datenmaterial besteht oft nur
aus der Musik einer Band, manchmal sogar nur eines einzigen Albums.s+

Das meines Erachtens eindringlichste Beispiel ist Relentless Doppel-
ganger, ein neuronales Netzwerk, das einen endlosen Strom von Death
Metal hervorbringt, den man sich 24 Stunden am Tag auf YouTube an-
horen kann.ss Ausgangspunkt dafiir ist die Band Archspire. Anders als
in manchen anderen Fillen haben die Dadabots hier nicht kuratorisch
eingegriffen, sondern man hort das ungefilterte, laut Esling vollkommen
nutzlose Output der KI. Dieses ist in zweierlei Hinsicht interessant: Ers-
tens schafft es, den Klang und auch die Abldufe der Musik dieser Band
erstaunlich gut nachzubilden, ldsst sie aber eigenartig abstrakt erschei-
nen. Es weist zwar Muster auf, aber keine wirkliche Struktur, und diese
Art Musik erscheint so bestimmt durch eine bestimmte Soundwelt, ei-
nen Grundgestus und einen Verkettungsmodus — was Death Metal viel-
leicht tatsdchlich auf den Punkt bringt. Der Mangel an Struktur verweist
auf den zweiten Punkt, der bereits bei Salem Thema war: Statt mit Sti-

st Ebd.

52 Herndon hat diese Auseinandersetzung fortgesetzt mit dem Holly+ betitel-
ten, KI-gestiitzten Projekt, bei dem es um die lizensierte und legitimierte Er-
stellung von Deepfakes ihrer eigenen Stimme geht (vgl. https://holly.mirror.
xyz). Die extreme Selbstbezogenheit und -inszenierung scheint unvermeid-
licher Teil ihres Programms zu sein.

53 Vgl. C.J Carr u. Zack Zukowski, » Generating Albums with SampleRNN to
Imitate Metal, Rock, and Punk Bands«, https://arxiv.org/abs/1811.06633.

54 https://dadabots.com.

55 https://www.youtube.com/watch?v=MwtVkPKx3RA.
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cken in einem auch nur minimalen Sinne von etwas, das einen Anfang
und ein Ende hat, haben wir es tatsiachlich mit einem endlosen Strom
zu tun, also genau mit dem, was die KI natiirlicherweise hervorbringt.
Thn in Reinform angeboten zu bekommen, veriandert die Wahrnehmung
deutlich: Man hat weniger das Gefiihl, ein endloses Stiick zu horen, als
einer unendlich brabbelnden Lebensform zuzuhoren.

Auf ihrer Webseite schreiben die Dadabots denkbar knapp und mit
der gebotenen Ironie: » We are delighted by the unique characteristic ar-
tifacts of neural synthesis.«’¢ Die Charakteristika dieser Artefakte rei-
chen von offensichtlichem Unsinn, bei dem man versucht ist zu sagen,
dass die KI die Sache nicht »verstanden« hat, bis zu treffenden Real-
abstraktionen, die sie durch Verfremdung auf den Punkt bringen. Die
Dadabots kultivieren genau diesen Zwischenbereich zwischen Fremd-
heit und Nahe, in dem eine attraktive Seltsamkeit und eine seltsame At-
traktivitat entstehen, die teils gerade durch ihre Fremdheit interessant
sind, teils durch den Aufschluss, den sie iiber die menschliche musikali-
sche Praxis erlauben.

5.

Als letztes mochte ich zu dem Typ Praxis kommen, bei dem es am un-
mittelbarsten um eine Begegnung mit KI geht: der musikalischen Inter-
aktion mit einem nicht-menschlichen Partner in Echtzeit. Hier ist eine
»alterity relation« vorausgesetzt, und hier liegen die Zuschreibung von
Individualitdt und Intentionalitit am nachsten. Eine technisch realisier-
te Instanz, mit der man als Musiker*in improvisieren kann, die weder
stereotype noch vollkommen beliebige Klange produziert und scheinbar
oder tatsichlich auf einen reagiert, wird fast unvermeidlich als realer
Partner wahrgenommen, oder vielleicht so: Sie ist ein realer Partner, wie
auch immer die Frage nach ihrer Intentionalitat philosophisch beantwor-
tet werden wird. Eine Auflerung von George Lewis, einem der Pioniere
auf diesem Gebiet, scheint mir hier die auch philosophisch produktivste
Position auf den Punkt zu bringen: »In the context of interactive com-
puter music, I am not proposing an exploration of the metaphysics of
machine consciousness but of a phenomenology of freedom as dialogic
interaction, in which a creative machine can be perceived by us as acting
in a free way.«57 Der Kontext macht deutlich, dass die Charakterisierung
der Maschine als kreativ in einem moglichst niichternen Sinne verstan-
den werden sollte: eine Maschine, die Klange und Klangstrukturen her-

56 http://dadabots.com/#new-albums.
57 George E. Lewis, »Listening for Freedom with Arnold Davidson«, in: Criti-

cal Inquiry 45, 2 (2019), S. 434—447, hier 445.
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vorbringt, die nicht einfach einem vorher festgelegten Programm folgen.
Das tun ausnahmslos alle der hier zu behandelnden Beispiele; titen sie
es nicht, wiirden sie von vornherein als Dialogpartner versagen. Sie tre-
ten auch dann als nicht-triviale Maschinen auf, wenn ihre Hervorbrin-
gungen im Prinzip, mit einer genauen Kenntnis der Programmierung, der
jeweils gewihlten Einstellungen und des benutzten Klangmaterials, vor-
aussehbar sein miissten — denn faktisch bleibt dies unmoglich.s®

Auf der Webseite des am IRCAM entwickelten Programms OMax, auf
dessen Basis derzeit viele Musiker *innen arbeiten, ist deutlich schwicher
vom »flavor of a machine co-improvisation«® die Rede. Das ist offen-
sichtlich aus der Perspektive der Entwickler*innen gesprochen, die von
der technischen Seite einer Programmumgebung ausgehen, die sie selbst
erstellt haben. Aus der Perspektive von Musiker*innen, die mit dem Pro-
gramm interagieren, ist der Eindruck gemeinsamer Improvisation aber
kein Geschmack, der einer in Wirklichkeit ganz anders verfassten Situa-
tion beigegeben ist, sondern ihre Art, ganz real mit dieser Situation um-
zugehen. Daniel Dennetts Unterscheidung eines »design stance« von ei-
nem »intentional stance« ist hier hilfreich: Wahrend ersterer sich auf das
Funktionieren eines Ablaufs richtet, behandelt letzterer das Gegeniiber
als intentionalen Agenten (sein Beispiel ist hier ein Schachcomputer). Das
impliziert Dennett zufolge nicht, »that Intentional systems really have
beliefs and desires, but that one can explain and predict their behavior
by ascribing beliefs and desires to them«®°,

Schach ist insofern etwas anders gelagert als musikalische Interaktion,
als eine Instanz, die regelkonforme Ziige vollzieht, in jedem Fall tatsich-
lich Schach spielt, wie gut oder schlecht auch immer. Die Interaktion, die
in nichts anderem als einer alternierenden Folge regelkonformer Ziige
besteht, ist allein damit gesichert, und insofern die Ziige der Maschine
irgendeine Form der Kohirenz aufweisen, wird man ihr unvermeidlich
mit dem »intentional stance« begegnen. Im Fall der improvisierten Mu-
sik ist die Interaktion offener, weil es keine klar vorgeschriebenen Re-
geln gibt, dadurch aber auch prekarer, weil sie durch nichts garantiert ist.
Von daher muss jemand, der mit einem Programm oder eine KI impro-
visieren will, dem Interaktionspartner einen Vorschuss geben und dessen

58 Aus der Perspektive des Programmierers begreift sich Lewis dennoch als Au-
tor von Voyager und hat es einmal als »one of my most widely performed
compositions« bezeichnet (George E. Lewis, »Too Many Notes: Compu-
ters, Complexity, and Culture in Voyager«, in: Leonardo Music Journal 10
(2000), S. 33-39, hier 33); ganz dhnlich beschreibt Laurie Spiegel ihr Pro-
gramm Music Mouse als »musical work«, das nicht selbst Musik ist (Spie-
gel, »Thoughts on Composing with Algorithms«, a.a.O., S. 110).

59 http://repmus.ircam.fr/omax/home.

60 Daniel C. Dennett, »Intentional Systems«, in: The Journal of Philosophy 68,
4 (1971), S. 87-106, hier 91.
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klangliche AufSerungen vor jeder Evidenz als intentional betrachten, da-
mit tiberhaupt eine Interaktion in Gang kommt — schliefSlich will man
mit dieser Maschine spielen. Der Vorschuss wird bestatigt, wenn diese
Auflerungen sich im Rahmen des nach menschlichem Maf3stab Erwart-
baren halten oder auf interessante oder herausfordernde Weise fremd,
alien erscheinen; er braucht sich auf, wenn sie sich dauerhaft in Imita-
tion oder Repetition erschopfen oder jeglichen Zusammenhang vermis-
sen lassen. Der Spielraum ist dabei aufgrund der Offenheit der Form
denkbar grofs.

Mit der Evokation von Freiheit, die als dialogische Interaktion be-
schrieben wird, fithrt Lewis allerdings noch weitere Bestimmungen ein,
die sich nicht von selbst verstehen, sondern auf das spezifische Verstand-
nis gegriindet sind, aus dem heraus er selbst sein Programm Voyager und
dessen Vorldufer entwickelt hat. Grundlage ist die Beschreibung einer
»Afrological tradition« der Improvisation, die auf Individualitit, einen
Riickbezug zu spezifischen Gemeinschaften und zur Geschichte betont
und die von einer weifsen »Eurological tradition« marginalisiert wurde,
die nicht deutlich genug machen kann, dass sie nichts mit Jazz zu tun
hat.®* Von hier aus beschreibt er auch Voyager als Versuch, »a non-Eu-
rocentric computer music«%* zu ermoglichen.

Das Programm, das bereits in den achtziger Jahren entstand und seit-
dem kontinuierlich weiterentwickelt wurde, reagiert tatsachlich in Echt-
zeit auf das von anderen Gespielte, dessen Dichte, Dynamik, Geschwin-
digkeit etc., indem es sich mimetisch, kontrastierend oder indifferent dazu
verhalt, ganz wie es eine menschliche Improvisatorin tun wiirde. Das ist
aber nur ein Teil der Sache: Anders als die meisten anderen Improvisati-
onsprogramme, die spiter entstanden, kann Voyager auch von sich aus
Kliange produzieren. Wie Harry Lehmann festhilt, konnte das bereits mit
den aus heutiger Sicht geradezu primitiven Mitteln der 198oer Jahre nur
funktionieren, weil die improvisatorische Tradition, in der sich Lewis be-
wegt (die freie Improvisation, die Derek Bailey als »nicht-idiomatisch«
bezeichnet hat), nicht an tonaler Harmonik und Motivik orientiert ist;
Lehmann spricht von einem »extrem fehlerrobusten Improvisationsstil«%4.

Auch wenn Voyager sehr flexibel und variationsreich agiert, soll er
(sie? es?) eine eigene Stimme haben: » My efforts to imbue my interactive

61 Vgl. George E. Lewis, »Improvised Music after 1950: Afrological and Eu-
rological Perspectives«, in: Black Music Research Journal 16, 1 (1996),
S.91-122.

62 George E. Lewis, »Interacting with Latter-Day Musical Automata«, in: Con-
temporary Music Review 18,3 (1999), S. 99—112, hier 108.

63 Vgl. Derek Bailey, Improvisation. Its Nature and Practice in Music, Ash-
bourne 198o0.

64 Harry Lehmann, »Voyager-Asthetik. George Lewis improvisiert mit Com-
puternc, in: Neue Zeitschrift fiir Musik 4 (2020), S. 36-39, hier 37
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systems with values such as relative autonomy, integral subjectivity, com-
puter individualism, and musical uniqueness rather than repeatability
[...].«55 Die Unsicherheit in Bezug auf das Personalpronomen ist kein
Zufall: Natiirlich haben Computerprogramme und kiinstliche Intelligen-
zen kein Geschlecht, auch wenn Personalisierungen wie die von Cope
und Herndon dies suggerieren. Lewis gibt aber seinem Programm ei-
nen Titel, der weniger ein Name als eine Bezeichnung ist: Voyager ist
bekanntlich eine Raumsonde, die mit ausgewahlten wissenschaftlichen,
kunstlerischen und kulturellen Zeugnissen der Menschheit ins All ge-
schickt wurde, um diese so eventuellen Auferirdischen vorzustellen.
Man kann sich den Enthusiasmus, mit dem das damals betrieben wur-
de, kaum noch vorstellen, und auch die enthaltenen Bilder und Aufnah-
men wirken heute teilweise bizarr. Das Motiv des Reisenden zwischen
den Welten wird von Lewis cum grano salis aufgegriffen und in An-
spruch genommen, und man kann sagen, dass Voyager individualisiert
ist, ohne damit gleichzeitig personalisiert zu sein.

Vom interstellaren Reisenden ist es nur ein kleiner Schritt zum Mo-
tiv des alien, dem wir bereits bei Herndon begegnet sind. Native Ali-
en, ein von Sandeep Bhagwati entwickeltes Programm auf der Basis
von OMax, das seit Jahren in Kooperation mit zahlreichen Musikern
weiterentwickelt wird, tragt dieses Motiv bereits im Titel. Auch Na-
tive Alien greift die Klange von live improvisierenden Musiker*innen
auf, arbeitet mit ihnen, produziert unter Umstinden fast symphoni-
sche Klangstrukturen und erzeugt gleichzeitig eine teils graphische,
teils konventionell notierte Partitur des bereits Gespielten, die von den
Performer*innen als Anregung fiir ihr weiteres Spiel verwendet werden
kann. Dabei wird das Programm selbst noch live nach einigen Parame-
tern gelenkt, ohne im Einzelnen kontrolliert zu werden. Auf der Web-
seite wird es als eine Art Ubermusiker beschrieben, nimlich als »mu-
sical partner with extended sensibilities and musical superpowers«¢.
Das Programm ist aber nicht einfach besser, sondern vor allem fremd,
was als die eigentlich interessante Qualitdt benannt wird: »> Native Ali-
en« creates a mediatized, changed world that takes a musician’s own
tradition, her/his musical -home« — and transforms it into a musical-
ly alien world.«¢” Tatsachlich changiert das Programm so zwischen ei-
nem Partner und einer Umgebung, in der die Musikerin sich bewegt
und die zwar reagiert, aber auch den Rahmen vorgibt, innerhalb des-
sen sie agieren kann.

Bhagwati erwahnt das Moment der verfremdeten Spiegelung
des eigenen Tuns durch das Programm, das auch Henning Berg im

65 Lewis, »Listening for Freedom with Arnold Davidson«, a.a.0., S. 441.
66 http://matralab.hexagram.ca/research/native-alien/about/project-description/.
67 Ebd.
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Zusammenhang mit dem von ihm entwickelten Programm TANGO
bemerkt, wenn er von »eine[r] merkwirdige[n] Reflexion meines eige-
nen Spiels«* spricht. Diese merkwiirdige Reflexion, in der man sich wie
durch ein fremdes Medium oder im Blick einer fremden Intelligenz wie-
dererkennt, eroffnet die Moglichkeit der Selbstreflexion, die sich nicht
nur auf die eigene individuelle Person bezieht, sondern auch auf die ei-
gene Praxis, die Art des Spiels, die nie nur individuell ist. Hierauf ist
auch der Titel Native Alien zu beziehen, der weniger der Name der Mu-
sik machenden technischen Instanz ist als das Prinzip, dem das Ganze
folgt und das sich gut mit Bernhard Waldenfels’ Motiv des Fremden zu-
sammenbringen lisst (das im Ubrigen als »alien« ins Englische iibersetzt
wurde).® Waldenfels’ zentraler Punkt ist die Asymmetrie zwischen Eige-
nem und Fremdem in einer Relation, die nicht einfach umgekehrt wer-
den kann und fur keinen Beteiligten als reziprok wahrgenommen wird.

Wenn auch mit dieser Konstellation die Aufhebung beider in einem
grofleren Ganzen ausgeschlossen erscheint, ist damit keine harte Gren-
ze des Verstehens und der Verstandigung gesetzt, denn das Eigene ist nie
ganz eigen und das Fremde nie ganz fremd. Die Verfremdung durch Na-
tive Alien wire dann kein Einbruch des ganz Anderen in eine ungebro-
chene Heimat, sondern ein Explizitwerden der Konstellation von Behei-
matet- und Fremdsein, die nicht erst dann beginnt, wenn Fremde vor der
eigenen Haustir auftauchen oder man selbst sein Land verlasst, sondern
die Bedingung unseres Aufenthalts auf der Welt ist — eine »Verschrin-
kung von Heimwelt und Fremdwelt«7°. Wahrend es Lewis also um For-
men der freien Interaktion und Gemeinschaftsbildung geht, an der auch
Fremde teilnehmen konnen, stellt Bhagwati die Verbindlichkeit gemein-
samer Artikulation zwischen Eigenem und Fremdem ins Zentrum. Man
konnte dies als zwei unterschiedliche Perspektiven auf vergleichbare Mo-
delle von Gesellschaft interpretieren, aber der jeweils verschiedene Hin-
tergrund impliziert tatsachlich unterschiedliche Vorstellungen: Bei Lewis
ist es wie erwihnt der Jazz, weiter gefasst die afrologische Tradition der
Improvisation, bei Bhagwati der indische Raga mit seinen offenen, aber
verbindlichen Strukturen.

Das Motiv der seltsamen Spiegelung des Selbst steht auch bei meinem
letzten Beispiel im Zentrum, bei ULTRACHUNK, das die Komponistin

68 Henning Berg, »Duo-Improvisation mit einer Maschine — Zu Risiken und
Nebenwirkungen«, in: Bernd Enders u. Niels Knolle (Hg.), KlangArt-Kon-
grefS 1995. Vortridge und Berichte vom KlangArt-KongrefS 1995 an der Uni-
versitidt Osnabriick, Fachbereich Erziebungs- und Kulturwissenschaften,
Osnabriick 1996, S. 159173, hier 162.

69 Bernhard Waldenfels, Phenomenology of the Alien: Basic Concepts, Evans-
ton 2011.

70 So der Titel des 3. Kapitels von Bernhard Waldenfels, Topographie des Frem-
den. Studien zur Phianomenologie des Fremden I, Frankfurt a.M. 1997.
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und Performerin Jennifer Walshe und der »computational artist« Memo
Akten gemeinsam auf der Basis von Aktens Grannma (Granular Neural
Music & Audio) entwickelt haben. Von Spiegelung kann hier noch in
einem direkteren Sinne gesprochen werden, weil das System mit Audio-
und Videoaufnahmen von Performances von Walshe vor der Kamera ge-
futtert wurde und nun als Spielpartner fiir ihre Vokalperformances fun-
giert. Es erzeugt live einen Audio- und Videostrom, der im Hintergrund
lauft und zu dem die Kunstlerin selbst improvisiert. Der Eindruck ist
der einer sehr schnell geschnittenen Kompilation aus unterschiedlichen
Videoaufnahmen, die durch veridnderte Kleidung und Hintergriinde er-
kennbar sind, und elektronisch verfremdeten Klangen, die nur aus der
Ferne etwas mit Walshes Stimme zu tun haben und die, dhnlich wie bei
Native Alien, zwischen Hintergrund und Interaktionspartner changieren.

Fast unvermeidlich wird in der Beschreibung des Projekts das in der
Romantik so beliebte Motiv des Doppelgiangers mobilisiert: » At once
surreal, spellbinding and deeply alarming, UULTRACHUNK is a live im-
provisational duet between a classically-trained musician and her Al
doppelganger.«7* Auch im Falle von Walshe ist es so, dass dies in eine
ganze Reihe von Strategien gehort, bei denen sie sich als Kiinstlerin mit
materiellen und technischen Einrichtungen auseinandersetzt, die sie he-
rausfordern und ihre Arbeit in unvorhergesehene Richtungen lenken,
dass also die kunstliche Intelligenz als Fortsetzung von etwas auftaucht,
das lange vor ihr begonnen hat. Auch ist UULTRACHUNK nicht das ein-
zige Projekt, bei dem Walshe mit KI arbeitet — ein weiteres fand z.B. in
Kooperation mit Dadabots statt —, wohl aber das bisher einzige, bei dem
es um eine live stattfindende Interaktion geht.

‘Wenn Walshe den Grund ihres Interesses beschreibt, stellt sie wiederum
das alien in den Mittelpunkt und betont dabei vielleicht mehr als alle an-
deren die Faszination des Neuen, das es verspricht: »I’m interested in Al
because I would like to experience not just artificial intelligence but also
alien intelligence. Brand new artistic vocabularies, systems of logic and syn-
tax, completely fresh structures and dramaturgies. «7> Weder geht es darum,
das zu reproduzieren, was wir ohnehin kénnen, noch darum, den Siegeszug
der KI zu feiern oder zu skandalisieren, sondern einmal mehr darum, auf
das Seltsame, Fremde und nicht einfach an menschlichen Ausdruck Assimi-
lierbare hinzuweisen, es aufzusuchen und zu kultivieren. Die offensichtli-
che Seltsamkeit von vielem, was die KI hervorbringt, veranlasst Walshe wie
viele andere, hier von einer neuen Form des Denkens und vielleicht sogar
einer neuen Spezies zu sprechen. Aber man tut gut daran, solche Aussagen
im Kontext der oben zitierten Feststellung von George Lewis zu sehen: Sie

71 https://www.memo.tv/portfolio/ultrachunk/
72 Jennifer Walshe, » Ghosts of the Hidden Layer. Talk given at the Darmstad-
ter Ferienkurse, 25.7.18«, http://milker.org/ghosts-of-the-hidden-layer.
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sind weniger als starke metaphysische Thesen zu verstehen denn als phino-
menologische Beschreibungen von Erfahrungen der Interaktion.”s

6.

Man kann sagen, dass die Kunstliche Intelligenz fiir viele Kiinstler*innen
und Musiker*innen nicht nur seltsam und attraktiv zugleich erscheint,
sondern dass ihre Attraktivitdt zu einem guten Teil gerade in ihrer Seltsam-
keit besteht. Der Titel meines Textes hat aber noch einen anderen Bezug,
und zwar auf die Chaostheorie und den Begriff des »seltsamen Attrak-
tors«. Ein seltsamer Attraktor ist ein dynamischer Verlauf eines nicht-li-
nearen Systems, der weder stabil noch vollstindig vorhersagbar ist, der
durch winzige Anderungen des Systems gravierende Verinderungen er-
fahren kann und der trotzdem mathematisch beschrieben werden kann.”4

Natirlich ist das in unserem Kontext lediglich eine Metapher, aber
doch keine beliebige: Die Seltsamkeit, das weder Berechenbare noch
vollkommen Zufillige und Erratische, ist genau das, was die Sache reiz-
voll macht. Man mochte Systeme konstruieren, die derartiges hervor-
bringen, und damit letztlich das Gesamtsystem der improvisatorischen
Interaktion oder auch der Komposition von dieser Seltsamkeit affizie-
ren lassen. Das ist etwas anderes als die »meta-human outputs, which
we ourselves currently could not achieve but which may in the short to
medium time frame become just as accessible cognitively and socially
as musical outputs that we can make now«”5, von denen McLean und
Dean sprechen und die einen Vorsprung der Maschinen suggerieren, den
wir vielleicht noch aufholen konnen. Gerade im kiinstlerischen Bereich
erscheint dieses Bild grundlegend verfehlt; wenn wir schon in derartigen
Metaphern denken, sollten wir bei derjenigen des alien bleiben. Vom ali-
en zu sprechen, heifSt letztlich, »eine Figur als Grenzfall oder Variation
einer anderen zu sehen«7¢, namlich in unserem Kontext die Maschine als
Variation unserer selbst.

73 Genauso versteht es auch Kate Darling: Entscheidend ist, dass wir uns zu
(einigen, nicht allen) Robotern »as a new breed of thing — somewhere in-be-
tween being and object« (Darling, The New Breed, a.a.0., S. 228) verhalten.
Ob sie es »sind«, ist eine Frage, die vielleicht gar nicht so entscheidend ist.

74 Eine kurze Erklirung mit sehr schonen Visualisierungen findet sich hier:
https://www.dynamicmath.xyz/strange-attractors/.

75 McLean u. Dean, »Musical Algorithms as Tools, Languages, and Partners:
A Perspective«, a.a.0., S. 10.

76 Ludwig Wittgenstein, Philosophische Untersuchungen (Werkausgabe Bd.
I), Frankfurt a.M. 1984, S. 413 (Nr. 420.). Wittgenstein beschreibt hier den
spatestens seit Descartes geldufigen umgekehrten Fall, in dem Menschen als
Automaten gesehen werden.
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Die vielleicht entscheidende Frage ist, worauf das alles zulduft. Aus
der Perspektive von jemandem wie George Lewis, fiir den die Arbeit mit
improvisierenden Maschinen eine jahrzehntelange Praxis ist, empfiehlt
sich vermutlich eine gewisse Gelassenheit. Er hat seine Arbeit immer als
Reflexion daruber verstanden, was Musik und musikalische Interakti-
on eigentlich sind und was sie sein konnen. Man konnte sagen, dass wir
nun auch dazu gezwungen werden, die Frage neu zu stellen, was wir
von Musik wollen. Dieses » Wir« ist natiirlich, wie immer bei solchen
Fragen, eine Fiktion — weder gibt es einen gemeinsamen Willen oder zu-
mindest die Verstindigung dartber, noch eine reale Moglichkeit, diesen
Willen umzusetzen. Man sollte die Sache daher anders angehen: Musik
existiert in unserer Gesellschaft in sehr verschiedenen Formen und er-
fullt sehr verschiedene Funktionen. Zu diesen Funktionen gehoren die
Vermarktung unterschiedlichster Produkte, die Untermalung von Situ-
ationen, das emotionale Selbstmanagement, die Identifikation, die Dis-
tinktion und schlieflich auch die kiinstlerische Herausforderung. Viel-
fach changiert eine gegebene Musik auch zwischen diesen Funktionen.
Einige von ihnen werden sicher leichter oder auch ganz widerstandslos
durch maschinell produzierte Musik erfiillt werden konnen; bei anderen
wie der kunstlerischen Herausforderung konnen wir vielleicht Impulse
einer fremden Asthetik erwarten, die aber kaum menschliche Praxis er-
setzen werden, sondern sie lediglich erganzen und selbst herausfordern.

Vermutlich gibt es allen Grund dazu, »both sublimely excited and black-
ly horrified about what is coming«77 zu sein, wie Walshe es formuliert. Viel-
leicht liegt die Zukunft wirklich in mafSgeschneiderter »mood-music on
demand«, die so geschickt gemacht und so genau auf die jeweilige Person-
lichkeit und Situation zugeschnitten ist, dass keine Fragen iibrig bleiben,
kein Widerstand und kein Anlass, noch nach anderen Formen musikali-
scher Gestaltung zu verlangen, so dass die hier behandelten und vergleich-
bare Projekte marginalisiert und schliefSlich verschwinden werden. Dann
hitte nicht »die kiinstliche Intelligenz« die Herrschaft iibernommen, son-
dern die derzeit dominierende Form kapitalistischer Unternehmen. Ganz
ahnlich fragt Herndon: »Is permission-less mimicry the logical end point
of a data-driven new musical ecosystem surgically tailored to give people
more of what they like, with less and less emphasis on the provenance, or
identity, of an idea? Or is there a more beautiful, symbiotic, path of ma-
chine/human collaboration, owing to the legacies of pioneers like George
Lewis, that view these developments as an opportunity to reconsider who
we are, and dream up new ways of creating and organizing according-
ly?«7® Man wird vermutlich sagen miissen: beides, die Frage ist nur, zu

77 Walshe, » Ghosts of the hidden layer«, a.a.O.
78  https:/pitchfork.com/news/holly-herndon-and-jlin-share-new-ai-generated-
song-listen/
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welchem Verhiltnis. Insofern die hier behandelten Musiker*innen und vie-
le andere mit ihnen nicht nur mit Maschinen spielen, sondern tiber diese
Praxis auch Herndons Fragen wachhalten und reflektieren, leisten sie einen
Beitrag dazu, dass die Sache zumindest offengehalten wird.
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Pflege und kiinstliche Intelligenz

Soziale Roboter in der Pflege von Menschen
mit einer Demenz

Pflegetechnologien, die auf kunstlicher Intelligenz (KI) basieren, sind
nicht mehr reine Fiktion, sondern bereits im Pflegealltag angekommen
(Wagner 2014). Dabei ist der Einsatz von KI vor allem in der Pflege mit
groflen gesellschaftlichen Erwartungen und einer Vielzahl offener Fra-
gen verbunden. Neben der Optimierung von Arbeitsablaufen in Pflege-
einrichtungen kann der Einsatz von KI zur Verbesserung der Pflegequa-
litat und Sicherheit innerhalb der pflegerischen Versorgung beitragen.
Besonders fiir vulnerable Menschen mit einer Demenz (MmD) und de-
ren Angehorige kann der KI-Einsatz in Form von sozial assistierenden
Robotern verschiedene ethische Herausforderungen mit sich bringen.
Begegnungen in Form menschlicher Beziehungen, Schutz und Selbstbe-
stimmung sowie ein gerechter Zugang zu KI Technologien riicken in den
Mittelpunkt einer pflegerisch-gesellschaftlichen Auseinandersetzung und
bediirfen einer Neubewertung der digitalisierten Pflege.

1. Einleitung

In der Pflege hat der Einsatz von technischen Systemen eine lange His-
torie und konnte unbestreitbar zur Verbesserung der Lebensqualitit
von pflegebediirftigen Menschen beigetragen (MeifSner & Kunze 2020).
Technische Innovationen basieren auf der Forderung der Autonomie und
Selbstandigkeit pflegebedurftiger Menschen (MeifSner & Kunze 2020;
Hauck & Uzarewicz 2019). So erméglichen Gehhilfen und Rollstithle
die soziale Teilhabe, Mobilisationshilfen wie Lifter tragen zu einer Er-
leichterung der Pflegearbeit auch fur pflegende Angehorige bei. Digita-
le Global Positioning Systeme (GPS) sorgen fiir die notige Sicherheit bei
Menschen mit Orientierungsschwierigkeiten.

Durch den Einsatz von lernenden Algorithmen und Robotern entste-
hen neue pflegerische Assistenzsysteme, die sich an neue Kontexte an-
passen und in gegebenen Situationen eingreifen konnen, um den Alltag
oder Pflegeprozesse zu unterstiitzen (MeifSner & Kunze 2020; Ronquil-
lo et al. 2021). Kiinstliche Intelligenz wird als Teilgebiet der Informatik
definiert und versucht »[...] kognitive Fibigkeiten wie Lernen, Planen

205

05:20:43. A - o r—


https://doi.org/10.5771/9783748934493
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

ALEXANDER HOCHMUTH

oder Problemlbsen in Computersystemen zu verwirklichen [...[« (aca-
tech 20719, 6). Aufgrund der vielfiltigen Einsatzmoglichkeiten von KI
Technologien im Pflegebereich gibt es unterschiedlichste Anwendungs-
szenarien. So konnen Spracherkennungstechnologien, auf der Basis von
maschinellem Lernen, die Pflegedokumentation verbessern oder taub-
stumme Menschen bei der Kommunikation unterstiitzen (Ronquillo et
al. 20215 acatech 2019). Andere Anwendungen umfassen den Bereich
des Text Mining, bei dem KI Technologien zur Identifizierung von Pfle-
geproblemen und moglichen kritischen Ereignissen (z.B. Risiko fiir ein
Delir oder Sturz), im Rahmen einer klinischen Entscheidungsfindung,
eingesetzt werden.

Auf der Grundlage der Pflegedokumentation werden beispielsweise
Patienten mit einer Sturzanamnese oder Drogen- und Alkoholkonsum-
storungen frithzeitig identifiziert und ihr spezifisches Risiko bei der Pla-
nung weiterer PflegemafSnahmen berticksichtigt (Topaz et al. 2019). In
dhnlicher Weise wurde maschinelles Lernen, insbesondere Deep Lear-
ning Verfahren, zur Vorhersage des Schmerzempfindens und der Symp-
tomverschlechterung bei akuten kritischen Ereignissen (z.B. Luftnot) er-
probt (Wu et al. 2021). Somit kann die »transformative Kraft« von KI im
pflegerischen Kontext zu einschneidenden Veranderungen fithren (Ker-
asidou 2020, 2435).

Das wohl bekannteste Beispiel fiir die Anwendung von KI in der Pfle-
ge sind Pflegeroboter. In der japanischen Science-Fiction-Literatur wer-
den Pflegehandlungen haufig durch humanoide oder tierdhnliche Pfle-
gekrifte in Roboterform dargestellt (Wagner 2014). Jene Pflegeroboter
helfen pflegebediirftigen Menschen im Alltag, indem sie beim Treppen-
steigen unterstiitzen, die Korperpflege tibernehmen oder Mahlzeiten und
Getranke anreichen. Ein solcher Pflegeroboter, der komplexe menschli-
che Tatigkeiten ersetzt, steht aus technischer sowie pflegerisch-ethischer
Perspektive nicht in Aussicht und wird auf lange Sicht nicht vielverspre-
chend einsatzbereit sein (Schulze et al. 2021). Die Alternative ist eine Un-
terstutzung durch Systeme, die spezialisierte Aufgaben tibernehmen (z.B.
Roboter zur Unterhaltung oder Unterstiitzung bei der Mobilisation). In
Pflegeeinrichtungen oder auch in der hiuslichen Pflege lasst sich schon
seit einiger Zeit der Einsatz von sozial assistierenden Pflegerobotern be-
obachten (Baisch et al. 2017).

Nach Broekens et al. (2009) lassen sich Pflegeroboter in intelligen-
te korperliche Bewegungshilfen, Service- und Begleitroboter fiir spezi-
fische Pflege- oder Haushaltsaufgaben sowie sozial assistierende Robo-
ter (SAR) oder auch »companion-type robots« (z.B. PARO, Lio, Jibo,
Cruzr, Pleo, Pepper etc.) unterteilen. Roboter unterscheidet von bis-
herigen pflegerischen technischen Hilfsmitteln, dass sie eine Form der
Mensch-Maschine-Interaktion beinhalten, welche sich durch komple-
xe Riickkopplungsschleifen, Kontrollfunktionen und datenbasierte
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Kommunikationsformen charakterisieren ldsst (Schicktanz & Schwe-
da 2021). Das bedeutet, SAR konnen durch die Kombination von Sen-
sor-, Datenverarbeitungs- und Antriebssystemen physisch und in direk-
ter Form in pflegerische Handlungen und Prozesse eingreifen und diese
unterstitzen (Schicktanz & Schweda 2021). Um funktionieren zu kon-
nen, sind SAR in unterschiedlichem MafSe auf menschliche Entschei-
dungen und Eingaben (z.B. Patientendaten, Befehle etc.) angewiesen
(Schicktanz & Schweda 2021). Auf der Grundlage kunstlicher Intelli-
genz konnen SAR »/[...] bestimmte Emotionen ihrer Gegeniiber erken-
nen sowie emotional kommunizieren, mit dem Zweck, bei menschlichen
Interaktionspartnern kognitive und affektive Zustinde auszulosen [...]«
(Schulze et al. 2021, 10). Somit vereinen SAR menschliche und kiinstli-
che Intelligenz. SARs bieten emotionale und soziale Unterstiitzung fiir
pflegebediirftige Menschen, indem sie beispielsweise zu Gesprachen an-
regen, Freizeitaktivititen wie Spiele bereithalten oder Unterhaltungsme-
dien (z.B. Filme, Lieder etc.) abspielen (Kachouie et al. 2014).

Neben den genannten Vorteilen fithrt der Einsatz von SAR in der Pfle-
ge besonders fur vulnerable Menschen mit einer Demenz (MmD) und de-
ren Angehorige — in Hinblick auf Begegnung in Form einer menschlichen
Beziehung zwischen selbstbestimmten Partnern® auf Augenhohe (Buber
2006) — zur Auseinandersetzung mit einer Vielzahl an ethischen Heraus-
forderungen und weiterfuhrenden Fragen. Auf Grundlage dessen widmet
sich der folgende Beitrag der Frage: Welchen Einfluss kann der Einsatz
und gerechte Zugang zu Kl-basierten Pflegetechnologien, am Beispiel
sozial assistierender Robotik, auf die pflegerische Beziehungsgestaltung
zwischen MmD, deren Angehorige und professionelle Pflegende haben?

2. Kiunstliche Intelligenz in der Pflege
von Menschen mit Demenz

Demenz gehort zur Gruppe der neurodegenerativen Erkrankungen und
kann sich in der Ausprigung der Symptome sowie im Krankheitsver-
lauf je nach Art der Demenzerkrankung stark unterscheiden (Maier et
al. 2016). Der Abbau kognitiver Funktionen in verschiedensten Berei-
chen steht im Zentrum der Erkrankung (z.B. Verlust des Kurzzeitge-
ddchtnisses, des Geruchssinns, Veranderung der Personlichkeit). Neben
der Verminderung von Gedichtnisfunktionen und der Sprache treten
besonders haufig emotionale und verhaltensbezogene Symptome wie

1 Wenn im folgenden Text an verschiedenen Stellen die mannliche Form ge-
wiahlt wurde, passierte dies aus Griinden der Leserlichkeit. In solchen For-
mulierungen sind alle Geschlechter gleich inkludiert.
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Riickzugstendenzen, depressive Verstimmungen, Fehlinterpretationen
von auditiven sowie visuellen Reizen, vermehrtes Nachfragen oder auch
wiederkehrende Handlungen wie Klatschen und Klopfen sowie unkon-
trolliertes Umherwandern auf (Maier et al. 2016).

Trotz zunehmenden Fortschreitens der Erkrankung besteht der
Wunsch der meisten MmD, wie bei den meisten Pflegebediirftigen, so
lange wie moglich in der eigenen Wohnung und im gewohnten familii-
ren Umfeld leben zu konnen (Kutzleben 2016). Dies erfordert ein hohes
Maf$ an Flexibilitit, zeitlichen Ressourcen und eine starke emotionale
Belastung aller an der Pflege beteiligten Familienmitglieder und profes-
sionell Pflegenden (Kutzleben 2016). Um die Pflege eines Angehorigen
ermoglichen zu konnen, nehmen Angehorige von MmD haufig die Un-
terstutzung durch technische Assistenzsysteme in Anspruch (Baisch et al.
2018; Kutzleben 2016). Neben webbasierten Informations- und Bera-
tungsangeboten fiir Angehorige (z.B. digitale Pflegekurse), werden hau-
fig GP-Systeme bei Menschen mit Hinlauftendenzen, komplexe Systeme
aus dem Bereich der Assisting Ambient Living (AAL) (z.B. sensorbasier-
te Sturzmeldesysteme) oder sozial assistierenden Pflegerobotern einge-
setzt (Palmdorf et al. 2019).

Gerade der Einsatz von SAR in der Pflege von MmD konnte in eini-
gen empirischen Untersuchungen zeigen (Schulze et al. 2021), dass SAR
einen positiven Einfluss auf das Wohlbefinden und die Beziehungsforde-
rung von MmD haben konnen. Beispielsweise konnten Reaktionen wie
Lachen und Entspanntheit sowie verbesserte Vitalparameter im Zusam-
menhang mit dem Einsatz von SAR beobachtet werden (Baisch et al.
2018). Dartiber hinaus wird der Einsatz von SAR durch pflegebediirfti-
ge Menschen, Angehorige und auch professionell Pflegende als positiv
bewertet und SAR werden als ein »niitzliches Hilfsmittel« beschrieben
(Baisch et al. 2018).

2.1 Interaktion mit sozial assistierenden Pflegerobotern

Kann in der Interaktion mit einem sozial assistierenden Pflegeroboter
eine menschliche »Begegnung« entstehen oder werden MmD doch nur
auf ihre kognitive Leistungsfahigkeit reduziert und eine (Pflege-)Bezie-
hung findet nur im duflerlichen Sinne statt?

Pflege von MmD lisst sich als ein komplexes und durch empathische
Zuginge gekennzeichnetes Handeln charakterisieren. Kommunikation
und Interaktion bilden hierbei eines der zentralen Elemente einer Pflege-
beziehung und tragen zum Gelingen von sich stetig verandernden Ent-
scheidungsprozessen bei (Hauck & Uzarewicz 2019). Die Sprache und
die Bertihrung stehen, neben weiteren grundlegenden menschlichen Ex-
pressionsformen (Bsp. Gestik, Mimik oder Resonanz), im Mittelpunkt
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des pflegerischen Handelns und dienen als Grundlage fiir den Aufbau
einer intakten Pflegebeziehung. Korperbezogene Pflegearbeit ist daher
immer in kommunikative Beziige eingebettet (Friesacher 2019). Sprach-
liche Handlungen finden zumeist in direkten face-to-face Situationen
statt und haben eine Schlisselfunktion im Zugang zum Anderen (Hiils-
ken-Giesler 2007). Der Leiblichkeit im Kontext des Sinnverstehens in
der Pflege kommt eine zentrale Bedeutung zu (Friesacher 2019). Ne-
ben der Beziehungsarbeit gilt die Pflege von bediirftigen Menschen als
eine korpernahe Tatigkeit. Die Haut kann als ein Kommunikationsme-
dium der Sinne verstanden werden. Durch korperliche Beriihrungen tre-
ten die Pflegeperson und der pflegebediirftige Mensch in Interaktion.
Die Korpersprache oder auch -haltung des pflegebeduirftigen Menschen
nehmen, im Kontext des Beobachtens und Verstehens, eine besondere
Funktion ein.

Ferner ermoglichen u.a. empathische und gleichermafSen mimetische
Prozesse das Verstehen des Gegentibers. Den zentralen menschlichen
Kern pflegerischen und menschlichen Handelns bildet die Qualitat der
Begegnung (Kriickel 2015). Neben der Begegnung stehen die korper-
liche wie seelische Berithrung im Mittelpunkt pflegerischen Handelns.
Nach Martin Buber vollziehen sich Begegnungen in der menschlichen
Beziehung zwischen Partnern auf Augenhohe. Das bedeutet zum einen
das Hineinfiihlen in das Denken und Empfinden eines pflegebedirftigen
Menschen (Empathie). Zum anderen das Uberfiihren des Gegeniibers
in innere Bilder, Klangkorper, Tast-, Geruchs-, und Geschmackswelten.
Dabei werden mimetische Erfahrungen vielschichtig und subjektiv emp-
funden. Pflegerische Handlungen und die Begegnung zwischen der pfle-
gebediirftigen Person und der Pflegeperson finden in einem engen dialo-
gischen Prozess auf Augenhohe statt (Krickel 2015).

Tritt nun ein SAR an die Stelle der Pflegeperson und nimmt die Inter-
aktion mit einem MmD auf besteht die Gefahr, dass die psychosozialen
Bediirfnislagen nicht adaquat erfasst, gedeutet und befriedigt werden
konnen. Ferner konnte es durch den Einsatz von SAR zu einem Ersatz
zwischenmenschlichen Kontakts kommen und eine mogliche, bereits
vorhandene soziale Isolation verstarkt und das psychische Wohlbefin-
den von MmD gemindert werden (Baisch et al. 2018). In einer mensch-
lichen Beziehung wird Verantwortung fur seinen Gegenuber tibernom-
men. Nach Kriickel (2015, 7) bedeutet Verantwortung nach Buber »/...]
auf das, was uns widerfdbrt, was wir sehen, héren und spiiren, zu ant-
worten. »Echte Verantwortung gibt es nur, wo es wirkliches Antwor-
ten gibt.« Es stellt sich die Frage, inwieweit pflegerische Verantwortung
fiir vulnerable pflegebediirftige Menschen auf KI-basierte Pflegeroboter
ubertragbar ist? Wenn MmD nicht die Moglichkeit haben, ihre Gefiih-
le wihrend der Interaktion dem Gegentuiber zu spiegeln und eine verant-
wortungsvolle Antwort darauf zu erhalten, fiihrt dies in ein mogliches
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Abhingigkeitsverhiltnis von MmD mit der Gefahr eines »nicht Erken-
nens« von Emotionen und kritischen Zustanden. Robotik wiirde in die-
sem Zustand zu einer Funktionspflege beitragen und eine patientenzen-
trierte Pflege verhindern. Sharkey und Sharkey (2012) fithren in diesem
Zusammenhang als ethisch problematischen Punkt die Gefahr der Tau-
schung von MmD durch einen Roboter an. Die mangelnde Unterschei-
dung zwischen Mensch und Maschine (Anthropomorphisierung), kann
gerade fur MmD, welche oft unter »illusiondren Verkennungen« leiden,
stark beeintrachtigend wirken (Baisch et al. 2018, 19). Daher kommt
Pflegenden eine verantwortungsvolle und schiitzende Funktion fir vul-
nerable pflegebediirftige MmD zuteil. Der Einsatz von SAR in der Pfle-
ge von MmD sollte somit kritisch reflektiert und beispielsweise die
Rahmenempfehlungen zum Umgang mit herausforderndem Verhalten
des Bundesministeriums fur Gesundheit als ethisch vertretbarer Ansatz
in Betracht gezogen werden (Bartholomeyczik et al. 2006).

Interaktion und pflegerische Beziehungsgestaltung setzen ein hohes
Maf$ an personaler und sozialer Kompetenz voraus, was sich in einem
hohen Verantwortungsbewusstsein und »emotionaler Intelligenz« wie-
derspiegelt (Kruckel 2015, 7). Pflegende interagieren beziehungsweise
passen ihr Verhalten und ihre Reaktionen an eine bestimmte Situation,
aufgrund moralischer Entscheidungen, Wissen und Erfahrungen an. Ro-
boter verfiigen nicht Giber eine menschlich-emotionale Intelligenz und
konnen damit nicht zu einem moralischen Ebenbild Pflegender werden.
Daher bleibt es ihnen verwehrt, pflegerisch-menschlich zu handeln. Bei
Begegnungen zwischen Roboter und MmD bleiben Aspekte wie der ge-
genseitige Respekt, Vertrauen, das Eingehen auf Individualitit und Au-
tonomie nicht beriicksichtigt. Sollte es dennoch zu einem fachgerechten
Einsatz von SAR kommen, so liegt die Entscheidung tiber die Anwend-
barkeit und die Bewertung der Nutzlichkeit fur ausgewihlte Pflegekon-
texte bei professionell Pflegenden. Pflegende mussen ihre Wahrnehmung
und ihr Verstindnis hinsichtlich einer verantwortungsvollen Beziehungs-
gestaltung in Bezug auf den Einsatz von SAR reflektieren. SAR in der
Pflege von MmD erfordern eine intensive anamnestische Auseinander-
setzung mit dem einzelnen Individuum und seinen individuellen Bediirf-
nislagen. SAR konnen aber ein Bindeglied im Gelingen einer menschen-
wiurdigen Pflege sein. Durch unterschiedliche technische Vorrausetzung
von Pflegerobotern (z.B. Sensoren, Kamera, Bilderkennung etc.) besteht
die Moglichkeit der Bereitstellung tages- und situationsspezifischer Da-
ten iiber pflegebediirftige Menschen (Schicktanz & Schweda 2021). Pro-
fessionell Pflegende konnen diese perspektivisch als sinnvolle Ergianzung
in der pflegerischen Beziehungsgestaltung nutzen. Uber die Nutzung und
den Riickgriff auf diese Daten sollten pflegebediirftige Menschen und ihre
Angehorigen, im Rahmen der pflegerischen Beziehungsgestaltung und im
Kontext eines digital-selbstbestimmten Handelns, informiert sein.
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2.2 Selbstbestimmung und Zugang
zu sozial assistierenden Pflegerobotern

Menschen mit einer beginnenden Demenz (MmbD) sind in einer frithen
Krankheitsphase in der Lage, sich selbst zu versorgen und ihren Alltag
mit wenigen Unterstiitzungsmitteln zu strukturieren, zu bewaltigen und
zu organisieren (Maier et al. 2016). Einige Studien konnten zeigen, dass
die Einbindung von digitalen Pflegetechnologien im Kontext der Alltags-
und Krankheitsbewiltigung von MmbD und deren Angehorigen akzep-
tiert und als Unterstiitzung im Alltag anerkannt, wird (Grossman et al.
2018). Die Anwendung von Pflegerobotern oder auch anderen KI-basier-
ten Pflegetechnologien im Alltag und der Begleitung von MmbD konnen
zur Selbstbestimmung und gesellschaftlichen Teilhabe dieser vulnerablen
Gruppe beitragen (Vetter et al. 2012).

Mit der Ratifizierung der UN-Behindertenrechtskonvention hat sich
Deutschland verpflichtet, MafSnahmen zu ergreifen, um vulnerablen Men-
schen eine gleichberechtigte und selbstbestimmte Teilhabe an allen mo-
dernen Informations- und Kommunikationstechnologien zu ermoglichen
sowie Zugangsbarrieren zu minimieren (BMAS 2018). Um MmbD nicht
den Zugang zu digitalen Lebenswelten und Technologien und das Grund-
recht auf Selbstbestimmung zu verwehren, miissen neue digitale Interak-
tionsformen ermoglicht und Schlisselkompetenzen (u.a. IT-Sicherheit,
Datenschutz, Kontrolle iber Datennutzung) in der Nutzung digitaler Ge-
sundheitstechnologien vermittelt werden (SVRV 2017). Ferner kann ein
Ausschluss pflegebediirftiger Menschen von der Nutzung und Entwicklung
digitaler Technologien zur Nichtpartizipation an gesellschaftlich-demokra-
tischen Prozessen fithren und fordert die Zunahme von gesellschaftlichen
und gesundheitlichen Ungleichheiten in gleicher Weise (Bol et al. 2018).

Die Zunahme von Kl-basierten Pflegetechnologien und der mogli-
che Einsatz von SAR im spateren Verlauf dementieller Erkrankungen
erfordern Digitalkompetenz bei MmbD, deren Angehorigen und auch
bei professionell Pflegenden. Dariiber hinaus muss eine nutzerorientier-
te Entwicklung Kl-basierter Pflegetechnologien erfolgen, um die Bedar-
fe und Bediirfnisse der genannten Nutzergruppe addquat adressieren zu
konnen. Koutentakis et al. (2020) verweisen in diesem Kontext darauf,
dass einige SAR nicht den spezifischen Bedarfen und Bediirfnissen von
MmbD entsprechen. Schon heute ist die Anwendung von KI-basierten
Pflegetechnologien im Alltag angekommen und das Verstandnis iiber ein-
zelne Funktionsweisen eine Voraussetzung fur soziale Teilhabe.

Um der beschriebenen Problematik entgegenzuwirken, hat die Euro-
pdische Kommission Strategien und MafSnahmen entwickelt, um digitale
Kompetenzen von Biirgern und potentiellen Konsumenten zu stirken?.

2 Siehe »Digital Competence Framework for Consumers«
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Daruber hinaus wurde mit der Verabschiedung der europiischen Da-
tenschutzgrundverordnung (EU-DSGVO) im Jahr 2016 eine Basis fiir
einen einheitlichen Datenschutz in Europa geschaffen. Dabei steht die
Forderung digital souverdnen Handelns im Vordergrund. Aufgrund des-
sen stellt sich die Frage, wie kiinftig Menschen mit einer beginnenden
dementiellen Erkrankung und deren Angehorige befihigt werden kon-
nen, einen Einsatz von SAR und Kl-basierten Pflegetechnologien selbst-
bestimmt in einem spiteren Krankheitsverlauf zu bewerten? Das Ermog-
lichen gesellschaftlicher Teilhabe, Inklusion und Selbstbestimmung von
»Menschen in einer durch Krankheit oder Behinderung geschwachten
Position [...]« muss dabei im Zentrum einer nutzerorientierten Gestal-
tung von KI-basierten Pflegetechnologien stehen (Vetter et al. 2012, 54).
In dem Zusammenhang lassen sich der Begriff Datensouveranitdt und
sieben Dimensionen digitaler Selbstbestimmung (Kompetenz, Informiert-
heit, Werte, Wahlmoglichkeit, Freiwilligkeit, Willensbildung und Hand-
lung) unterscheiden (SVRV 2017). Digitale Selbstbestimmung kann als
Auspragung digitaler Souveranitat verstanden werden und umfasst die
Wahl- und Entscheidungsfreiheit von Nutzern uber die Erhebung, Ver-
arbeitung und Nutzung ihrer personlichen Daten (SVRV 2017). Unter
digitaler Souveranitiat wird demnach die Handlungsfahigkeit und Ent-
scheidungsfreiheit von MmbD, in einer digitalen Welt im Kontext ver-
schiedener Rollen (u.a. Konsument, Marktteilnehmer, vulnerabler Nut-
zer), verstanden (Friedrichsen & Bisa 2016). Die daraus resultierende
Autonomie und Teilhabe an einer digital-gesellschaftlichen Welt ist be-
dingt durch die informierte Wahlfreiheit der Nutzenden und beriicksich-
tigt dabei den Kern des Gesetzes zur Starkung der Teilhabe und Selbst-
bestimmung von Menschen mit Behinderungen und Empfehlungen des
Deutschen Ethikrats zur Inanspruchnahme digitaler Dienste durch vul-
nerable Gruppen3.

Digital selbstbestimmtes Handeln ist eng verbunden mit der Nutzung
von Kl-basierten Pflegetechnologien (Manzoor & Vimarlund 2018).
Der Einsatz von Kl-basierten Pflegetechnologien kann fir die Versor-
gung spezifischer Personengruppen grofSe Vorteile mit sich bringen.
Durch eine sozial ungleiche Verteilung von Technikorientierung und
-kompetenzen verschirfen sich bei Menschen mit einem niedrigen so-
ziodkonomischen Status und besonders MmbD und deren Angehorige

3 In der Stellungnahme »Big Data und Gesundheit — Datensouverinitit als
informationelle Freiheitsgestaltung« (2017) empfiehlt der deutsche Ethikrat
»um Gerechtigkeit und Solidaritit auch unter Big-Data-Bedingungen zu si-
chern (Themenbereich C), [...] folgendes: > Fairen Zugang zu digitalen An-
geboten schaffen; Vulnerable Gruppen und Individuen schiitzen (C4) [...] >
Schutzmechanismen fiir die Datenerbebung an sonstigen Personen mit ein-
geschrinkter Einwilligungsfahigkeit entwickeln (C4.2) > Einsatz von Chat-
bots restriktiv regeln (C4.3).« (S. 45).
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Ungleichheiten in der pflegerisch-gesundheitlichen Versorgung. Darii-
ber hinaus kann es aufgrund fehlender digitaler Kompetenzen und Wis-
sen zur Reduzierung von Gesundheits- und gesellschaftlichen Teilhabe-
chancen kommen (Manzoor & Vimarlund 2018). Um MmD nicht den
Zugang zu digitalen Lebenswelten und Kl-basierten Pflegetechnologien
und das Grundrecht auf Selbstbestimmung zu verwehren, miissen kiinf-
tig neue digital-pflegerische Interaktionsformen kritisch reflektiert wer-
den. Pflegenden Angehorigen von MmD kommt im Umgang mit digita-
len Schliisselkompetenzen (u. a. Wissen uiber I'T-Sicherheit, Datenschutz,
Kontrolle tiber Datennutzung) kiinftig eine Schlisselrolle zu (van der
Wardt et al. 2017). Ferner kann ein Ausschluss von vulnerablen Perso-
nengruppen — im allgemeinen Sinne — im Zugang zur Nutzung und Ent-
wicklung von KlI-basierten Pflegetechnologien zur Nichtpartizipation an
gesellschaftlich-demokratischen Prozessen fithren und die Zunahme von
gesellschaftlichen und gesundheitlichen Ungleichheiten fordern.

2.3 Professionelles Pflegehandeln und Verantwortung

Wie mochte ich spater gepflegt werden? Was ist mir wichtig? Was sind
meine Vorlieben? Mochte ich von einem Pflegeroboter gepflegt werden?
Diese oder mogliche andere Fragen stellen sich pflegebedurftige Men-
schen und deren Angehorige zu Beginn oder im spateren Verlauf einer
chronisch-verlaufenden Erkrankung. Um eine pflegerische Versorgung
und Behandlung, bei Krankheitsverschlechterung oder Verlust der Ent-
scheidungsfahigkeit, moglichst patientenorientiert und selbstbestimmt
gestalten zu konnen, wurde das Konzept des Advance Care Plannings
(ACP) oder auch gesundheitliche oder vorausschauende Versorgungspla-
nung etabliert (Haller & Schnell 2019). Beim ACP handelt es sich um
einen kontinuierlichen sowie strukturiert gestalteten interprofessionel-
len Prozess, der auf die Situation des pflegebediirftigen Menschen zuge-
schnitten ist (Kolarik et al. 2002).

Wihrend der Beratung werden pflegebediirftige Menschen mit Me-
thoden des Empowerment-Ansatzes unterstiitzt, personliche Werte zu
identifizieren und deren Bedeutung im Kontext verschiedener Krank-
heitsszenarien zu reflektieren. Ziel ist, personliche Praferenzen fur die
pflegerische Versorgung in den besprochenen Krankheitsszenarien zu re-
flektieren und zu definieren. Dieses strukturierte Vorgehen kann zu ei-
ner rechtlich geleiteten und an Patientenpriferenzen orientierten kinfti-
gen Pflegeversorgungsentscheidung beitragen. Ein zentraler Unterschied
des ACPs zu bestehenden pflegerischen Instrumenten, wie zum Beispiel
die Pflegeplanung oder die Patientenverfugung, ist dass die formulierten
Priferenzen innerhalb des ACP in naher Zukunft eintreten, wenn der
betroffene Mensch seine Entscheidungsfahigkeit verliert und/oder bei
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Verlust der Fihigkeit, anderen seine Wiinsche mitzuteilen (Exley et al.
2009). Patientenverfiigungen vereinfachen den komplexen Prozess ei-
ner pflegerischen Entscheidungsfindung und erfordern daher eine kon-
tinuierliche Neubewertung entstehender Situationen (Haller & Schnell
2019). Im Gegensatz zu einer Pflegeplanung ist der ACP eine aufsuchen-
de und partizipative PflegemafSnahme, welche eine kontinuierliche Re-
flexion professionellen Pflegehandelns erfordert. Daher wird die ACP im
Kontext einer fortschreitenden Erkrankung und einer zu erwartenden
Verschlechterung des Krankheitsverlaufs angewendet (Exley et al. 2009).
Im Zusammenhang mit einer demenziellen Erkrankung hat sich die ACP
als wirksames Instrument erwiesen (Piers et al. 2018). j

Die Angst vor dem Verlust der Kontrolle tiber das eigene Handeln und
das » Ausgeliefert-sein«, beschreiben MmD haufig als eines der zentralen
Gefiihle (Vetter et al. 2012). Der ACP kann als eine mogliche strukturge-
bende Bewiltigungsstrategie in komplexen pflegerischen Entscheidungs-
situationen angesehen werden (Exley et al. 2009). Neben der Handlungs-
sicherheit fur professionell Pflegende vermittelt der ACP pflegebediirftigen
Menschen das Gefiihl der Kontrolle und einer patientenzentrierten Pfle-
ge. Die Herausforderung bei der Anwendung von ACP bei MmD besteht
haufig in der spaten Diagnosestellung. Aufgrund der Angst vor Stigmati-
sierung und den Folgen einer Demenzerkrankung wird die Diagnose meist
erst in einem spateren Stadium der Demenz gestellt. Zu dem Zeitpunkt
kann es sein, dass MmD bereits kognitiv leicht beeintrachtigt sind. Es ist
daher fraglich, inwieweit MmD ihren tatsichlichen Willen artikulieren
konnen. Daher sind die Einbindung des ACP und die Information von
MmD zu einem frithen Zeitpunkt der Erkrankung von besonderer Bedeu-
tung. Nach Palmdorf et al. (2019) findet eine Thematisierung Kl-basierter
Pflegetechnologien und einer technikbasierten Pflege im Allgemeinen noch
keine Berticksichtigung im ACP. Um eine selbstbestimmte und patienten-
zentrierte Pflege von MmD, unter Einbindung Kl-basierter Pflegetechno-
logien (u.a. sozial assistierende Roboter) zu ermoglichen, stellt der ACP
ein mogliches pflegerisches Handlungsinstrument im Kontext der bereits
beschriebenen Herausforderungen im Einsatz von SAR dar.

Die Thematisierung des Einsatzes von SAR im ACP bietet die Mog-
lichkeit, den Willen sowie individuelle Bediirfnisse (abhingig von Alter,
Technikerfahrungen sowie sozialen und kulturellen Werten) und Wiin-
sche von MmD in Bezug auf den Einsatz von Technik im Rahmen der
pflegerischen Versorgung zu berticksichtigen. Wirde kein ACP im Pfle-
geprozess berticksichtigt, so konnte ausschliefSlich nur der tatsachliche
Wille des MmD in der direkten Interaktion mit einem SAR handlungs-
leitend sein. Der mutmaf$liche Wille im Rahmen der Mensch-Maschi-
ne-Interaktion miisste ermittelt werden und die Verantwortung fiir die
Entscheidung lige dann bei den Angehorigen oder den professionell
Pflegenden. Berticksichtigt man empirische Erkenntnisse zum Thema
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»stellvertretende Entscheidungsfindung fiir MmD« (z. B. durch Ange-
horige, Betreuende), so lisst sich feststellen, dass diese auf dem mutmafs-
lichen Willen der pflegebediirftigen Person beruhen (DGGG 2020). Das
Risiko, eine Entscheidung gegen den tatsdachlichen Willen zu treffen, ist
dabei im erhohten Mafe gegeben (Givens et al. 2018). Die Schwierig-
keit der stellvertretenden Entscheidungsfindung besteht darin, dass oft-
mals die Entscheidungsgriinde der Sicherheit und Absicherung diejeni-
gen der Autonomie und Lebensqualitit des pflegebediirftigen Menschen
uberwiegen (DGGG 2020; Palmdorf et al. 2019). Es stellt sich die Frage,
inwieweit der Einsatz von SAR nach individueller und situationsbezo-
gener Betrachtung einzelner Entscheidungstriger ethisch vertretbar ist?

Um Menschen mit einer beginnenden Demenz und deren Angeho-
rige adaquat tuber die Funktionsweisen, die ethischen Aspekte und die
Einbindung von SAR in mogliche Pflegemafinahmen aufklaren und be-
raten zu konnen, benotigen professionell Pflegende spezifisches Wissen
und digitale Kompetenzen zu aktuellen pflegetechnischen Entwicklun-
gen, Funktionsweisen von Pflegerobotern und Kenntnisse zu Themen
wie Datenspeicherung und -sicherung (Borcherding et al. 2021; Hauck
& Uzarewicz 2020). Dariiber hinaus stellt sich die Frage, wie das ACP
Konzept in die pflegerische Versorgung eingebettet werden kann, damit
der Wille des MmD bei spateren Entscheidungen zum Einsatz von SAR
ausreichend Berticksichtigung findet. In dem Zusammenhang verweist
Misselhorn (2018) auf die Entwicklung von anpassungsfahigen hybriden
Robotersystemen bzw. Algorithmen, welche anhand der Beurteilung un-
terschiedlicher Pflegeszenarien ein individuelles moralisches Werteprofil
des pflegebediirftigen Menschen erstellen konnten.

3. Restimee und Ausblick

Eine gute Pflegebeziehung zeichnet sich durch eine Begegnung in gegen-
seitigem Respekt, Vertrauen und eine wertschitzende Kommunikation
aus. Neben Berithrungen, Beobachtungen und Betrachtungen kann sie
durch korperliche und seelische Interaktionen gekennzeichnet sein. Im
Kontakt mit MmD sollten die Bediirfnisse und Bedarfe ganzheitlich be-
trachtet werden. Die Pflege von MmD zeichnet sich weitgehend durch
eine Mensch-zu-Mensch-Interaktion aus. Durch Technik und zunehmen-
de KI-basierte Pflegetechnologien (z.B. SAR) konnen diese bis zu einem
gewissen Grad als unterstutzend und niitzlich im Rahmen einer fursorg-
lichen Beziehungsgestaltungangesehen werden. Dabei hangt die ethische
Vertretbarkeit des Einsatzes von SAR zum einen von der Beurteilung
der individuellen Pflegesituation durch die Pflegeperson und zum an-
deren von dem gedufserten Willen des pflegebediirftigen Menschen ab.
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Der ACP kann fur Pflegende, Angehorige und fiir Menschen mit einer
beginnenden Demenz ein pflegerisches Hilfsmittel sein, um moralische
Einstellungen zur roboterunterstiitzten Pflege zu reflektieren, Praferen-
zen festzuhalten und die Akzeptanz zur Einbindung in Therapieentschei-
dungen zu fordern.

In Bezug auf Kl-basierte Pflegetechnologien ist festzuhalten, dass sich
durch den Zugang und die Einbindung von systematischen Patienten-
und Versorgungsdaten die Pflege kiinftig weiterentwickeln wird und neue
Versorgungsmodelle entstehen werden (MeifSner & Kunze 2019). Hauck
(2019, 84) beschreibt dies treffend: » Neue Technologien sind aus dem
Alltag nicht mebr wegzudenken und werden sich noch stiarker verbrei-
ten. Es ist der » Dialektik der Aufkldrung« (Horkheimer/Adorno 2013
[1944]) zu verdanken, dass es kein Zuriick hinter erfolgte Entwicklun-
gen gibt.« Neben analytisch methodischen Fihigkeiten im Umgang mit
groflen Datenmengen, miissen Pflegende im Kontext ethischer Reflexi-
on befihigt werden, eine sinnvolle Einbindung von Kl-basierten Pflege-
technologien in weitere Versorgungsverliufe abwigen zu konnen. Zudem
miussen sich Pflegende und pflegebediirftige Menschen starker als bisher
in institutionelle und gesellschaftlich-politische Auseinandersetzungen zur
ethisch-moralischen Entscheidung iiber Einsatzbereiche von SAR einbrin-
gen. Da die Interaktion mit SAR »[...] grundlegende zwischenmenschli-
che Kulturpraktiken wie die der Sorge, der Fiirsorge, der Empathie und
generell der sozialen Interaktion betreffen« (Schule et al. 2021, 18-19).

Daneben gilt es, grundlegende rechtliche Fragen und bisherige Ver-
antwortlichkeitskonzepte im Kontext der pflegerischen Sorgfaltspflicht
zu priifen und Themen der nutzerorientierten Technikentwicklung und
Verteilungsgerechtigkeit im Zugang zur Kl-basierten pflegerischen Ver-
sorgung kritisch zu hinterfragen und zu gestalten.
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Stay in Touch!

Phinomenologische Uberlegungen zum Einsatz
von Robotik und KI in der Pflege bei demenziellen
Erkrankungen am Beispiel von PARO

a. Der allgemeine Kontext: Robotik und KI in der Pflege
von Personen mit Demenz

Immer mehr Menschen in dlter werdenden Gesellschaften leiden an For-
men demenzieller Erkrankungen: Weltweit sind aktuell 50 Millionen,
2030 voraussichtlich 82 Millionen und 2050 sogar voraussichtlich 152
Millionen Menschen direkt betroffen (vgl. WHO 2018, 6). Obwohl die
Mehrheit der ca. 1,6 Millionen Betroffenen hierzulande durch private
Pflege betreut wird (vgl. Kutzleben 2016), ist die Zahl derer, die dauer-
haft in Pflegeeinrichtungen leben, aufgrund der sich verandernden Ge-
sellschaftsstrukturen steigend. Nicht nur wird unsere Gesellschaft immer
alter, sondern auch mobiler, sodass das Zusammenleben einer Familie in
mehreren Generationen eher die Ausnahme als die Regel darstellt. Hinzu
kommt, dass die private Pflege ab einem gewissen Fortschritt dieser ir-
reversiblen und progredierenden Erkrankungen physisch und psychisch
dufSerst fordernd ist (vgl. Brose et al. 2016). Die Professionalisierung und
Institutionalisierung der Altenpflege ldsst sich als strukturelle Antwort
auf diese Konstellation verstehen. Allerdings miissen Pflegeeinrichtungen
nicht erst seit der Corona-Pandemie einen brisanten Spagat zwischen un-
terschiedlichen Interessen meistern: Medizinische, juristische und poli-
tische Rahmenbedingungen treffen auf ckonomische Kalkiile, soziokul-
turelle Gegebenheiten und psychosoziale Anspriiche. Blickt man ganz
konkret auf das Beispiel demenziell veranderter Personen im Kontext
professioneller Pflege, so treffen Hygiene- und Sicherheitsvorschriften,
Vorgaben der Pflegezeitbemessung, Fachkraftemangel und Ausbildungs-
defizite auf verdnderte Fahigkeiten zur Kommunikation und Interaktion
bei individuellen Anspriichen an Teilhabe, Autonomie und Lebensquali-
tat. Angesichts dieser Ausgangslage ist der Druck besonders hoch, Pflege
und Therapie nicht zuletzt durch technische Innovationen zu verbessern,
ohne dabei die ethischen MafSstibe aus dem Blick zu verlieren (vgl. auch
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den 8. Altersbericht Altere Menschen und Digitalisierung, Bundesminis-
terium fiir Familie, Senioren, Frauen und Jugend 2020). Damit ist der all-
gemeine Kontext dieses Beitrags angerissen: der Einsatz von Technik in
der Pflege und Therapie von Personen mit demenziellen Erkrankungen,
genauer: der Einsatz des intelligenten Pflegeroboters PARO.

Wie auch der Beitrag von Alexander Hochmuth (in diesem Band) vor
Augen fihrt, sind intelligente technische Assistenzsysteme in der Wirk-
lichkeit der Pflege angekommen. PARO steht dabei exemplarisch fiir eine
Entwicklung, im Zuge derer technische Assistenzsysteme in eine Doma-
ne vordringen, die bis dato den fihlenden — d.h. menschlichen und tie-
rischen — Lebewesen vorbehalten war: der sozialen Beziehungspflege im
therapeutischen Nabfeld. Anstatt nun ethischen Fragen nachzuspiiren
(einen Uberblick zum Einsatz von emotionaler Robotik in der Pflege von
Personen mit Demenz geben Baisch et al. 2017), lautet das primare Ziel
des vorliegenden Beitrags, die lebensweltliche Interaktion und Kommu-
nikation im therapeutischen Feld zwischen den Akteur:innen — also den
demenziell verdnderten Personen, dem Beziehungsroboter PARO und
den Pflegenden im Kontext einer Pflegeeinrichtung — phanomenologisch
zu durchdringen.

b. Die spezifische Aufgabe: Lebensweltliche Interaktion und
Kommunikation im therapeutischen Feld verstehen

Gemifs einer phianomenologischen Psychopathologie demenzieller Er-
krankungen (vgl. Dzwiza-Ohlsen 2021) geht es auf den folgenden Sei-
ten nicht um neurodegenerative Prozesse einer Krankheit des Gehirns,
sondern um das psycho- und soziodegenerative Erlebnis des Krank-Seins
von individuellen Personen in ihrer nicht zuletzt technisch gestalteten Le-
benswelt (vgl. Waldenfels 1971, 252 im Anschluss an Victor von Weizsa-
cker). Im Sinne einer personenzentrierten Pflege nach Kitwood (1997),
fiir die das Wohlbefinden der Person im Mittelpunket steht, ist es entschei-
dend zu verstehen, wie die Betroffenen die Kommunikation und Inter-
aktion bewerten und welche Ressourcen trotz des Fortschreitens einer
demenziellen Erkrankung zur Verfigung stehen.

Dabei wissen wir insbesondere aus phanomenologischer Perspektive
um die fundamentale Bedeutung unseres sensiblen, motiblen, expressi-
ven aber auch vulnerablen und sich entziehenden Leibkorpers fur un-
sere gesamte personale Existenz. Dabei konnten in den letzten Jahren

1 Eine analoge Unterscheidung trifft Carel, indem sie der disease, als quanti-
fizierbarer korperlicher Tatsache, die illness gegentiberstellt, die sie als »the
>what it is like< qualitative Dimension as it is experienced and made mea-
ningful by the ill person« (2017, 17) definiert.
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zahlreiche Autor:innen diese allgemeine Erkenntnis unter Stichworten
wie verkorpertes Geddchinis (vgl. Fuchs 2018; Summa 2012; Tewes
2020), embodied expressivity (vgl. Kontos 2005), embodied memories
(vgl. Hydén 2018), gestisch-kommunikatives Handeln (vgl. Dottlin-
ger 2018) oder therapeutische Atmosphdren (vgl. Sonntag 2020) pro-
duktiv auf demenzielle Erkrankungen anwenden. Mit Hinblick auf den
leiblichen Ausdruck kann bspw. Gestik das Verstindnis von Wortspra-
che unterstiitzen; die Mimik dabei helfen, Emotionen und Sinnnuancen
verstandlich zu machen; und die Stimme den Verlauf der Konversation
sowie die allgemeine Responsivitit zwischen den Interaktionspartnern
positiv beeinflussen (vgl. Smith et al. 201 1; Berendonk/Stanek 2011). Da
diese Einsichten bisher nur in Bezug auf menschliche Interaktionen ge-
troffen wurden, zielt der vorliegende Beitrag darauf, diese mit Hinblick
auf die Mensch-Maschine-Interaktion zu erweitern. Gemaf$ dieser Ziel-
setzung wertet dieser Beitrag neben empirischen Studien und philoso-
phischen Theoremen zwei Dokumentarfilme aus: PARO, ein Roboter
mit Charme von Leonie Bredl (2012)2, der in Stuttgart am Richard-Biir-
ger-Heim gedreht wurde, sowie Roboter zum Kuscheln — Heilsam fiir
Demenzkranke? von Annette Wagner (2011), der in Bremen am Haus
O’land gedreht wurde — beides Pflegeeinrichtungen speziell fiir Personen
mit Demenz. Die leitende These der Untersuchung lautet, dass es insbe-
sondere durch den zwischenleiblichen Ausdruck gelingt, mit PARO eine
primar prareflexiv ablaufende Responsivitiatsbeziehung herzustellen, die
sich durch attentionale, intentionale und emotionale sowie perzeptive,
affordante und praktische Elemente auszeichnet. Dabei geht es auch um
die Frage, ob unter den gegebenen technischen Umstianden — die nicht
nur Intelligenz oder Lernfihigkeit demonstrieren, sondern auch Respon-
sivitit und Reziprozitit simulieren — die Annahme eines Ubergangs von
einem technischen Es zu einem sozialen Du gerechtfertigt erscheint. Da-
bei gipfelt die Untersuchung in der Auseinandersetzung mit einer beson-
ders intimen Form des Miteinanders, der sanften Berithrung, die gerade
in Zeiten der globalen Pandemie insbesondere in pflegerischen Settings
erheblich unter Druck geraten ist (vgl. Winniewski 2022).

Um dieses Programm zu entfalten, verbindet der Beitrag die klassi-
sche Phanomenologie Edmund Husserls (1859-1938), mit der responsi-
ven Phianomenologie Bernhard Waldenfels’ (1934~) und der technikwis-
senschaftlichen Postphinomenologie Don Thde’s (1934-).> Alle Ansitze
verbindet, so die Intuition des Beitrags, eine relationale Auffassung der

2 Verfiigbar unter https://www.youtube.com/watch?v=KNM 50rZO8-w

3 Eine umfassende Einordnung der Postphinomenologie sowohl mit Hinblick
auf die klassische Technikphinomenologie als auch Queer Phenomenolo-
gy, Akteur-Netzwerk-Theorie, Science and Technology Studies liefert Miil-
ler (2020).
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Lebenswelt, gemafS derer der kommunikative Ausdruck eine Schlissel-
kategorie an den Grenzen der Relata darstellt. Am Beispiel von PARO
wird der phinomenologische Blick auf das Was und Wie des Erfahrens
durch das Wovon des Getroffenseins und Worauf des Antwortens res-
ponsiv ergdanzt und medial durch das Technische erweitert, sodass die le-
bensweltliche Interaktion im therapeutischen Nahfeld in den Blick tritt.
Bevor wir mit diesem Programm beginnen, bedarf es aber der Orientie-
rung dariber, wer oder was PARO iiberhaupt ist, wo und wie er einge-
setzt wird und mit welchen Effekten seine Nutzung verbunden ist.

a. Grundlegendes zu PARO: Produktdesign, Einsatzbereich und
Gesundbeitseffekte

PARO ist eine in den t99oer Jahren in Japan am National Institute of
Advanced Industrial Science and Technology entwickelte >Kuschelrob-
be«, deren 8. Version seit 2005 und deren 9. Version seit 2013 kommer-
ziell verfugbar ist (vgl. Shibata/Coughlin 2014, 420f.). In technischer
Hinsicht handelt es sich bei PARO um einen durch KI (Kiinstliche Intel-
ligenz) gestiitzten SAR (Sozial Assistierenden Roboter) oder auch HIR
(Human Interactive Robot). Als IAR (Interactive Autonomous Robot)
zeichnet sich PARO durch einen hohen Grad an Autonomie, Komple-
xitdt und Kommunikationsfihigkeit aus, was ihn zum Einsatz als per-
sonlichen Roboter im sozialen Nahfeld von Therapie- und Pflegesettings
disponiert. Dabei ist PARO als MCR (Mental Commitment Robot) ins-
besondere auf psychotherapeutische Anwendungen spezialisiert, sodass
er als Zuwendungsroboter ein inzwischen etablierter Baustein in der in-
dividualisierten Gestaltung von Beziehungen in ansonsten oft reiz- und/
oder beziehungsarmen Lebensumfeldern ist.*

Als Bio-Roboter wird PARO dort eingesetzt, wo eine tiergestiitzte
Therapie bzw. tiergestiitzte Aktivitit (Animal-Assisted Therapy, AAT/
Animal-Assisted Activity, AAA) mit Hinblick auf die Personengruppe
besonders sinnvoll erscheint, aber aufgrund der Lebensumstande nur
schwer umsetzbar ist. Das Ziel fiir die RAT/RAA (Robot-Assisted The-
rapy/Activity) lautet demgemaf3, die positiven physiologischen, psychi-
schen und sozialen Effekte von AAT/AAA zu replizieren und dies trotz

4  PARO wurde zwar primir fur den Einsatz bei demenziell veranderten Per-
sonen entwickelt, allerdings auch erfolgreich bei anderen Patient:innengrup-
pen eingesetzt, bspw. wihrend einer Chemotherapie, bei der Rehabilitation
nach Hirninfarkt und bei Kindern mit Entwicklungsschwierigkeiten (vgl.
Wada et al. 2008, 53; Shibata/Coughlin 2014, 419-22).
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ungunstiger Rahmenbedingungen — wie bspw. Hygiene- bzw. Sicherheits-
vorschriften von Seiten der Institution oder Angste vor Tieren auf Seiten
der Personen (vgl. Wada et al. 2008, 53; Shibata/Wada 2011, 383f.). 1
Vergleich zu AAT (vgl. Soler et al. 201 §) ldsst sich PARO ﬂexibel anwen-
den, sodass sich spontane und geplante, aktivierende und therapierende
Modi in Gruppen- und Einzelinteraktionen abwechseln (vgl. Baisch et al.
2017). Genau fiir diese Nische wurde PARO entworfen und mit Erfolg
eingesetzt: So fithrt der Einsatz von PARO bei hinreichender Schulung
der Therapeut:innen (vgl. Shibata/Coughlin 2014, 421) zu tiberwiegend
positiven Reaktionen und zahlreichen positiven, wenn auch kurzfristi-
gen Effekten (vgl. Baisch et al. 2017). Der Einsatz von PARO, so Shi-
bata und Wada (2011, 383) sowie Shibata und Coughlin (2014, 418-
424), a) reduziert Stress, Schmerzempfinden, wahrgenommen Isolation
und fithrt zur Entspannung und dies sowohl auf der Seite von Gepfleg-
ten wie Pflegenden (vgl.), b) reduziert Depressionen und aktiviert Kom-
munikation und Interaktion bei Bewohner:innen in Pflegeheimen mit
und ohne demenziellen Erkrankungen insbesondere mit Hinblick auf die
Aktivierung des verbalen Ausdrucks sowie der Verbesserung der Mimik
(vgl. Shibata/Wada 20711, 383; Shibata/Coughlin 2014, 423), ¢) verbes-
sert die Stimmung bei demenziell veranderten Personen sowie die gesam-
te Atmosphaire der Pflegeeinrichtung (vgl. ebd., 421, 424; Shibata/Wada
2011, 383), d) reduziert sogenanntes >herausforderndes Verhalten< von
demenziell verdnderten Personen, wie verbale und physische Aggressi-
onen, Angstlichkeit, Agitation, Bewegungsdrang oder Fluchtverhalten
(vgl. Shibata/Coughlin 2014, 421-24; Shibata/Wada 2011, 383), sodass
e) die Gabe von Psychopharmaka reduziert werden konnte (vgl. Shiba-
ta/Coughlin 2014, 423f.). — Wie aber lassen sich diese beeindruckenden
Effekte verstehen?

b. Die philosophische Herausforderung: Multi-hybride Technologie
im therapeutischen Feld

Eine erste Anndherung an eine Antwort konnen wir durch den Blick
auf das einzigartige Design von PARO vollziehen, der in mehrfacher
Hinsicht ein Hybrid ist: Einerseits ist er eine intelligente Maschine
(technohyletisch), die vom Erscheinungsbild sowohl einem lebendigen
Tier als auch einem Kuscheltier dhnelt (zoomorph), vom Verhaltens-
repertoire allerdings voll auf die Bediirfnisse von Menschen ausgerich-
tet ist (anthropomorph). Andererseits ist PARO ein Hybrid aus materiel-
ler und digitaler Technik, der sensomotorische Daten als Informationen
mittels von KI verarbeitet, speichert und zur Gestaltung von zukinfti-
gen Interaktionen einsetzt. Im Ergebnis kommt es durch diese multi-hy-
bride Design zu einer einzigartigen Verschrankung von Schein und Sein:
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PARO scheint niedlich, verletzlich und schutzbedurftig - ist jedoch ro-
bust, reparabel und sogar antibakteriell; PARO scheint wirmende Nihe
zu schenken und eigene Gefiihle sowie einen eigenen Willen zu haben —
ist jedoch leblos, harmlos und berechenbar; und PARO scheint gut zu-
zuhoren und individuelle Zuwendung zu schenken — vielmehr jedoch
sammelt und verarbeitet PARO Informationen und ist unkompliziert
und universell einsetzbar

Abstrakt betrachtet, handelt es sich also bei diesem multi-hybriden
Wesen um ein ontologisches Grenzobjekt im Spannungsfeld zwischen
Lebenswelt, Wissenschaft und Technik. Die philosophische Herausforde-
rung besteht nun darin, das Verhaltnis der sich im Spiel befindlichen, on-
tologischen Sphiren verstehend zu durchdringen — und dies derart, dass
weder die wahrgenommene Qualitidt der Kommunikation und Interak-
tion von Seiten der Betroffenen, noch die ontologischen Implikationen
der technischen Gegebenheiten nivelliert werden. Um diese Herausforde-
rung zu meistern, sei hier zunachst das spezifische >Spielfeld< umrissen, in
dem sich die jeweiligen Akteur:innen begegnen: das therapeutische Feld.

In der aktuellen Forschung am Schnittfeld von Phanomenologie, An-
thropologie und Lebenswissenschaften wird oftmals ein unterkomple-
xes Bild dessen gezeichnet, was hier als therapeutisches Feld bezeichnet
wird. Bspw. wird einerseits die phanomenologische Perspektive mit der
subjektiven Erfahrung aus der ersten Person-Perspektive verkntipft, die
dem lebendigen Leib nachspiirt und so einen Zugang zur subjektiven Sei-
te von Krankheit ermoglicht; andererseits wird dies der objektivierenden
dritte-Person Perspektive der Naturwissenschaften gegentibergestellt, die
vermeintlich nur physische Korper kennt und qua Objektivierung einen
reduzierten Blick auf Krankheit eroffnet (vgl. Carel 2016; Fuchs 2020).
Wie wir am Beispiel der Interaktion zwischen PARO, Pflegenden und Ge-
pflegten sehen werden, bedarf es hier eines viel komplexeren Bildes, des-
sen Grundlinien bereits hier skizziert werden sollen:

Im therapeutischen Feld durchdringen sich nicht nur unterschiedliche
personale Perspektiven im Rahmen eines responsiven und dialogischen
Miteinanders, das stets auf das Telos des gelingenden Umgangs mit dem
Krank-Sein ausgerichtet bleibt, sondern es sind auch nicht-menschliche
Akteure priagend, wie Tiere, Kuscheltiere, Roboter, Maschinen, Werkzeu-
ge usw.; zudem sind die Interaktionen zwischen den Akteur:innen im-
mer schon durch unterschiedliche Einstellungen gepragt, die, mal mehr
und mal weniger, der ontologischen Signatur ihrer Akteure zu entspre-
chen versuchen und sich gegenseitig tiberlagern bzw. durchdringen. Ei-
nerseits befinden sich alle personalen Akteur:innen in der sogenannten
spersonalistischen Einstellung« der geistigen Welt bzw. Lebenswelts: Dies

5 Zur Interpretation der geistigen Welt als Husserls erste Phinomenologie der
Lebenswelt vgl. Sommer 1984; Dzwiza-Ohlsen 2019.
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ist die Einstellung, »in der wir allzeit sind, wenn wir miteinander leben,
zueinander sprechen, einander im GrufSe die Hande reichen, in Liebe
und Abneigung, in Gesinnung und Tat, in Rede und Gegenrede aufei-
nander bezogen sind.« (Husserl 1952, 183) Innerhalb dieser Einstellung
geht es den fithlenden, denkenden und handelnden Personen struktu-
rell darum, die subjektiven Motivationen der Gegentiber auf der Ba-
sis von sinnvollem Ausdruck innerhalb unserer Umwelt zu verstehen.
Blickt man aus dieser Einstellung auf PARO, so erscheint dieser im ho-
hen MafSe mit praktischen und werthaften Pradikaten verknuipft. Ande-
rerseits konnen wir aber auch unsere Einstellung wechseln und PARO als
technisches Produkt einer durch Kausalitit regulierten materiellen Welt
auffassen, das ohne die physikalischen, mathematischen und informati-
schen Grundlagen der modernen Naturwissenschaften undenkbar wire.
Hier wechseln wir zweitens in die »naturalistische Einstellung, die »kei-
ne Wertpriadikate und keine praktischen Pradikate [kennt]. Begriffe wie
wertvoll, schon, lieblich, reizend, vollkommen, gut, niitzlich [...] haben
in ihr keine Stelle« (Husserl 1952, 25). Da jedoch Technik ein mediales
Phanomen sui generis darstellt; und sich die heuristische Trennung zwi-
schen Lebenswelt und Wissenschaft im Lichte des Technischen transfor-
miert (vgl. Thde 2009, 44), sodass es bspw. zu einer durch beide Quel-
len informierten Perspektive von Designer:innen kommt, soll hier noch
eine dritte Einstellung unterschieden werden: die technische Einstellung.

a. Wie ist PARO gestaltet? Sensomotorik, Algorithmik und Verhalten

Blicken wir aus der technischen Einstellung auf PARO: Dieser ist mit
zahlreichenden Sensoren zur Erfassung von taktilen, auditiven, visuellen,
thermischen und posturalen Reizen sowie von sogenannten Aktuatoren
zur Bewegungssteuerung ausgestattet (vgl. Wada et al. 2008, 53). Her-
vorzuheben ist, dass a) sein Fell mit unzihligen hochempfindlichen Sen-
soren ausgestattet ist, um die menschliche Berithrung moglichst genau
zu erfassen, b) er Helligkeit und Intensitat von Licht erfasst, ¢) nicht nur
fur die Richtungs-, sondern auch fiir die Spracherkennung ausgestattet
ist, er d) seine Korperposition im Raum bestimmen kann und e) er seine
Korpertemperatur konstant halt (vgl. ebd. 55; Shibata/Coughlin 2014,
420). Zusdtzlich zum sinnlich anregenden Design, das durch Gewicht (8.
Generation = 2,7 kg, 9. Generation = 2,5 kg) und Liange dem tierischen
Vorbild sehr nahe kommt, verfiigt PARO tber ein multimodales und
non-verbales Ausdrucksrepertoire, das Mimik, Gestik und Lautproduk-
tion umfasst: Erstens den jeweils voneinander unabhingigen Wimpern-/
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Lidschlag zweier grofSer dunkler Augen; zweitens die vertikalen und ho-
rizontalen Bewegungen des Kopfes sowie Paddelbewegungen der Flos-
sen; und drittens mehrere unterschiedliche Laute. Dabei vollziehen sich
die Ausdrucksbewegungen von PARO in einem moderaten Tempo.

Was aber sind die technischen Grundlagen seines Verhaltens? Wie die
Entwickler:innen angeben, verfiigt PARO uiber ein sein Verhalten gene-
rierenden Algorithmus, der auf zwei hierarchisch aufgebauten Schich-
ten ablduft und drei Verhaltensweisen erzeugt: proaktive, reaktive und
physiologische (vgl. Wada et al. 2008, 55). Um bspw. proaktives Verhal-
ten zu erzeugen, kiimmert sich eine Schicht um die Planung und die an-
dere um die Ausfithrung im Verhiltnis zu unterschiedlichen Faktoren.
Durch ein sich selbst verstirkendes Lernen werden dhnlich dem Lang-
zeitgedachtnis spezifische Relationen zwischen einerseits externen Sti-
muli und internen Zustanden und andererseits zwischen Planung und
Handlung evaluiert, sodass sich im Verlauf der Interaktionen eine Art
Charakter mit Vorlieben, Abneigungen und Eigenarten ausbildet. Der-
art vermag PARO sein Ausdrucksverhalten individuell auszurichten. Die
Struktur dieses Interaktionsgeschehens fassen die Shibata und Coughlin
(2014, 419) als Bio-Feedback:

PARO stimulates the senses and brains of users, brings out their know-
ledge of and experience with animals, children, and/or others, evokes
emotion in touching with them, and reminds them of their past experi-
ence and memories. Features such as form, touch, animal-like behavior,
and reaction to user stimuli are important.

Beachtenswert ist bei dieser Beschreibung, dass sich technische, natu-
ralistische und personalistische Perspektiven tiberschneiden, was genau
zum hybriden ontologischen Status von PARO passt. Versuchen wir nun
ndher zu beschreiben, wie uns PARO lebensweltlich anspricht. Wie wir
sehen werden, folgen dessen Designer:innen einem Credo, dessen post-
phianomenologische Formulierung lautet: »What matters for the hu-
man-robot relation is how the robot appears to human consciousness«
(Coeckelbergh 2011, 199).

b. Wie spricht PARO uns an? Affordanz, Affektivitit und Vertrauen

Als suifle, flauschige und gerade erst zur Welt gekommene Babyrobbe
>will« PARO im Sinne der Affordanz-Theorie (vgl. Gibson 1979) beruhrt,
gestreichelt und gekuschelt werden — ja, PARO >will< behiitet, beschiitzt
und auf den Arm genommen werden. Damit sich diese Affordanz mog-
lichst frei entfalten kann, haben die Designer:innen im Sinne der Wir-
kungs- bzw. Akzeptanzforschung ein Tier gewihlt, das zwar bekannt,
aber nicht, anders als Katzen oder Hunde, aus dem Alltag zu vertraut
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ist (vgl. Wada et al. 2008, 55; zum Phinomen des uncanny valley bei zu
lebensechtem Design vgl. Pfadenhauer/Dukat 2017, 252). PARO weckt
derart keine falschen Erwartungen oder traumatische Erinnerungen und
erzielt im Ergebnis eine hohe kulturiibergreifende Akzeptanz (vgl. Shi-
bata/Wada 2011, 382). Um die Interaktion zu rahmen, setzen die Desig-
ner:innen gezielt das Kindchenschema® ein, wobei PARO in dieser Hin-
sicht sogar sein biologisches Vorbild ibertrifft: So ist der Kuschelroboter
nicht nur ein biomorphes >Kindchens, sondern auch ein anthropomor-
phes, indem es durch einen Schnuller geladen wird und dazu in eine Art
Brutkasten gesetzt werden kann. Im Idealfall wird beim Gegentiber ein
zutiefst emotionales, prireflexiv ablaufendes und leiblich vermitteltes
Verhaltensrepertoire gegentiber schutzbedurftigen Lebewesen aktiviert.
Dazu seien hier zwei pragnante Szenen aus der Dokumentation Robo-
ter zum Kuscheln wiedergegeben: In der ersten sagt ein alterer Herr mit
fortgeschrittener Demenz zur Pflegerin bei deutlich vernehmbarem La-
chen: »Sei vorsichtig! «, woraufhin diese amiisiert entgegnet: »Ja, ich bin
vorsichtig. Gut, dass Sie mich darauf hinweisen!« (48:52—48:58); in der
zweiten Szene kommentiert eine dltere Dame, ebenfalls mit fortgeschrit-
tener Demenz, das Fiepen von PARO mit: »Oh ja, Mutti«, woraufhin
die Therapeutin auf ihr amiisiertes Lachen entgegnet: »Oh, ja: Mutti hat
er gerufen, ne?« (48:59—49:05). — Offensichtlich werden wir durch den
emotionalen Roboter deswegen so stark affiziert, weil uns nicht nur sein
Aufleres anriihrt, sondern sein responsives Design (s.u.) den Eindruck
erweckt, dass er selbst emotionale Zustande und Bediirfnisse erlebt (vgl.
Pfadenhauer/Dukat 2017, 251).

Will man diesen affektiv getonten und rollenspezifisch adressierten
Affordanzcharakter in ontogenetischer Hinsicht befragen, so lohnt ein
Blick auf die Ausfithrungen, die Thomas Fuchs (201 5) unter dem Stich-
wort der Oikeiosis trifft: Analog der Husserlschen Urdoxa bestimmt
Fuchs das Urvertrauen als selbstverstindlichen Grundcharakter der Le-
benswelt, den er in zweifacher Weise differenziert: Als > Vertrauen in je-
manden oder etwas< und > Vertrautheit mit jemandem oder etwas<. Ge-
mafs Fuchs beginnt sich unser Urvertrauen als reziproke Beziehung in
der frithkindlichen Sozialisierung zu entfalten, sodass es als stabile Ba-
sis des Vertrautwerdens mit der Lebenswelt fungieren kann. Fir unse-
re Fragestellung ist es nun entscheidend, dass diese Doppelstruktur des
>Vertrauens in... < und »Vertrautseins mit... < nicht nur andere mensch-
liche Akteur:innen, sondern auch tierische, technische, quasi-tierische
oder quasi-menschliche Akteur:innen, wie bspw. Haustiere, Kuscheltie-
re, Puppen oder eben Roboter umfasst.

6  Dieses Beispiel zeigt, dass es sich bei dem Kindchenschema nicht nur tiber ein
die menschlichen Kulturen und biologischen Spezies tibergreifendes Phino-
men handelt, sondern auch auf technische Entitdten tibertragen werden kann.
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Soll nun allerdings die Interaktion zwischen Mensch und Roboter im
therapeutischen Feld analog der Beziehung zwischen Patient:innen und
Therapeut:innen von Vertrauen getragen werden, so sind laut Kellmeyer
et al. (2018, 1) vier Faktoren ausschlaggebend: (1) Sicherheit, (2) geteilte
Intentionalitiat bzw. Adaptativitit, (3) Vorhersehbarkeit des Verhaltens
und (4) Ab- bzw. Einstimmung (Attunement). Kommentieren wir diese
Punkte kurz, um diese im Verlauf gezielt zu vertiefen:

(1) PARO?’s Sicherheit ist nicht nur von technischer Seite gewahrleis-
tet, vielmehr wird der Umgang mit ihm auf eine derart selbstverstandli-
che Weise als sicher wahrgenommen, dass es zu einer Fiirsorgeinversion
kommt und wir ihn behtiten und beschiitzen wollen — besonders ein-
driicklich ist dies bei liegenden Patient:innen, die sich PARO typischer-
weise auf den Korpus legen, was mit lebendigen Tieren in diesem Maf3e
kaum vorstellbar wire.

(2) PARO erweckt nicht den Anschein, als ob wir mit ihm eine geteilte
Form der Intentionalitit auf ein Drittes vollziehen konnten, da er weder
non-verbal bzw. verbal zeigen kann, noch zur Lokomotion bzw. Objekt-
manipulation in der Lage ist. Allerdings ist im Sinne der Adaptivitit eine
Fiirsorgeindividualisierung auf der Basis seiner KI moglich.

(3) PARO verfiigt einerseits iiber ein begrenztes Verhaltensrepertoire,
andererseits bildet er durch sein evaluatives Design eine Art Charakter
aus, durch den man »einigermafSen erwarten« kann, wie sich der indi-
viduelle PARO in Zukunft »benehmen wird« (Husserl 1952, 240). Sein
Verhalten ist also im Allgemeinen vorhersehbar, besondert sich jedoch
in dem unter (2) geschilderten Sinne.

(4) SchliefSlich liefSe sich das Geheimnis von PARO vielleicht am bes-
ten dadurch erfassen, dass sich ein quasi-dialogischer Prozess der Ab-
bzw. Einstimmung im Sinne des Attunements vollzieht. Oder in den Wor-
ten von Pfadenhauer und Dukat (2017, 251): bei PARO »drangt sich
nicht der Eindruck eines technischen Apparats, sondern eines Dings auf,
das ansprechend und ansprechbar zugleich wirkt.« Genau aus diesem
Grund wenden wir uns nun in Ankniipfung an unsere Uberlegungen
zur Affordanz dem Begriff der Responsivitit zu, der als Schliissel zum
Schloss der gelingenden Interaktion mit PARO angesehen werden kann.

4.

a. Wie konnen wir PARO antworten? Modi der Responsivitit
und Relationalitdt

Wollen wir den uns lebensweltlich treffenden Affordanzcharakter von
PARO responsivitatstheoretisch besser einordnen, so scheint dieser
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irgendwo zwischen dem Reiz der Dinge und dem Wirken von Perso-
nen zu oszillieren. Auf der einen Seite reizt uns PARO, er »klopft an die
Pforte des BewufStseins«, er »zieht praktisch an, es [er] will gleichsam
ergriffen sein« (Husserl 1952, 220, meine Hervorhebung). Neben dem
Sonderfall der Irresponsivitit, die uns sowohl in alltdglichen Erschei-
nungsformen (bspw. Schlaf) als auch in pathologischen (bspw. Aufmerk-
samkeitsstorung) begegnet, konnen wir diesen Reizen »bald nachgeben,
bald auch ihnen widerstehen«, jedoch nur bedingt dartiber entscheiden,
was wir wann erleiden (Husserl 1952, 189). Demgemafs erfahren wir uns
nicht nur als freies und aktives, sondern auch als passives Ich: Als ein
»lch der Tendenzen«« und der »Zustande««, das betroffen und zur Re-
aktion genotigt wird (Husserl 1952, 213). Genau diese Notigung wird
durch das Design von PARO derart auf die Spitze getrieben, dass wir
uns fragen mussen, ob PARO uns >nur< wie ein Ding reizt — oder >schon¢
wie eine Person auf uns wirks: So >wirken< Personen aufeinander ein
und >richtenc sich gezielt einander zu (vgl. Husserl 1952, 192). Wieder
scheint es so, dass PARO am treffendsten als Hybrid beschrieben wer-
den muss: Als technisches Artefakt vermittelt er als Zeugnis die Inten-
tionen seiner Entwickler:innen an die Nutzer:innen, indem PARO als
Erzeugnis (vgl. A. Schiitz nach Pfadenhauer/Dukat 2017, 250) deren In-
tentionalitit, Attentionalitit und Emotionalitdt in der Interaktion spe-
zifisch motiviert. Er ist also, analog einem Tier, weder reizendes Ding
noch wirkende Person.

Passend zu diesem multi-hybriden Status des Bio-Roboters formuliert
Christoph Scholtz die These, dass »gesunde Menschen im Umgang mit
subjektsimulierenden Maschinen den Modus des zweifachen Bewusst-
seins ausbilden« (Roboter zum Kuscheln, 27:30-27:53). Die Interaktions-
partner:innen sehen also einen Roboter als 0b dieser ein Tier wire, ohne
aber ein solches zu werden. Dass diese Ambivalenz sich in der Art und
Weise reflektiert, wie die Interaktionspartner:innen responsiv sind, lasst
sich durch eine Szene illustrieren, die sich bei der Einarbeitung von Pflege-
kraften in der Dokumentation Roboter zum Kuscheln abspielt: Zunachst
dufsert eine der Pfleger:innen beim Versuch, das Ladekabel einzustecken:
»Ich will ihm nicht wehtun«, was von allgemeinem Gelachter in der Grup-
pe begleitet wird; im Anschluss versucht eine der Pfleger:innen PARO am
Reifdverschluss an der Bauchseite zu 6ffnen, worauthin die benachbarte
Pfleger:in dufSert: »Ich will ihn gar nicht von innen sehen« und sich dar-
aufhin mit der Hand vor den Augen abwendet. Wahrend eine weitere Pfle-
ger:in versucht, die Handgriffe der Kolleg:in mit den Instruktionen der Be-
dienungsanleitung abzugleichen, kommentiert eine andere Pfleger:in das
Prozedere mit: »das nimmt die Illusion«, wieder begleitet von allgemei-
nem Geldchter (06:16-06:30). Neben der Ambivalenz des zweifachen Be-
wusstseins veranschaulicht diese Szene auch, dass hier unterschiedlichste
Relationen mit dem Technischen im Spiel sind, derer Thde (1990, 72-112)
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vier unterscheidet: verkorperte Relationen (Einstecken des Ladekabels),
hermeneutische Relationen (Verstehen der Bedienungsanleitung), Hinter-
grund-Relationen (Selbstverstindlichkeit von Elektrizitit) sowie Alteri-
tdts-Relationen (Widerspruch des zweifachen Bewusstseins; zur Alteritdt
des Technischen vgl. auch den Beitrag von Oliver Miiller in diesem Band).
Aber was passiert, wenn diese Relationen nur sehr reduziert abgerufen
werden und das zweifache Bewusstsein nicht gegeben ist und der Robo-
ter entweder als Tier oder als Roboter aufgefasst wird? Genau zu einer
solchen Auflésung der Ambivalenz scheint es bei Personen mit demenzi-
ellen Erkrankungen gehauft zu kommen: Gemaf( einer Studie von Baisch
et al. (2017, 6), bei der Mehrfachnennungen moglich waren, fasste die
Mehrzahl der Gepflegten PARO als lebendig auf (86 %), ein hoher An-
teil als unlebendig (60 %) und ein sehr geringer Teil als Hybrid (<10 %).
Wir werden auf dieses Ergebnis noch zuriickkommen; zunichst richten
wir uns, responsivititstheoretisch informiert, der konkreten Interaktion
zwischen den Akteur:innen im therapeutischen Feld zu.

b. Wie antworten wir PARO?
Konkrete Responsivitdt im therapeutischen Feld

Beobachtet man die dyadische Interaktion von Personen von demenzi-
ellen Erkrankungen mit PARO, dann realisiert sich diese auf zwei typi-
sche Weisen: Erstens eine Face-to-Face-Interaktion >auf Augenhohes, die
aufgrund ihrer kurzen Distanz stark der Ansprechhaltung bei Neuge-
borenen dhnelt und zweitens eine Body-to-Body-Interaktion >auf Brust-
bzw. Bauchhohes, die stark der Wiegehaltung bei Sduglingen bzw. Klein-
kindern dhnelt.

Im ersten Fall wird die Kontaktaufnahme primar durch einen leicht
gesenkten Blick realisiert, der durch eine aufrechte Positur des Oberkor-
pers und einer gestreckten oder geneigten Kopfhaltung begleitet wird
und derart eine Distanznahme von ungefihr einer halben Armlange er-
zeugt; diese Distanz scheint optimal fur das Kraulen von Hals und Ge-
sicht bei gleichzeitigem Einsatz von Mimik (vgl. Roboter zum Kuscheln,
27:03—27:30). Im zweiten Fall wird die Kontaktaufnahme durch einen
umarmenden Griff realisiert, der ohne eine Distanznahme zum Korpus
erfolgt und so ideal fur das intime Halten, Streicheln, Klopfen, Trosten
und Kuscheln ist (vgl. ebd., 49:09—49:19).” Eine Variante des zweiten
Falls ist das Zusammensein mit PARO in einem entspannten, unthema-
tischen und priareflexiven Sinne, sodass PARO Halt gibt, Ruhe vermittelt
und gestreichelt und liebkost wird (vgl. ebd., 50:30-50:38).

7 Natiirlich konnen sich beide Formen abwechseln bzw. durchdringen, was
insbesondere dann zu beobachten ist, wenn Betroffene bettlagerig sind.
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Beiden Formen ist gemeinsam, dass sich eine wechselseitige Orientie-
rung im leiblichen Nahraum vollzieht, der — wie die allgemeine Struktur
der Lebenswelt — multidimensional verfasst ist. Einerseits durchdringen
sich die raumliche, zeitliche und personale Dimension stindig in einer
dynamischen Weise (vgl. Dzwiza-Ohlsen 2019). In therapeutischer Hin-
sicht ist vor diesem Hintergrund zu beachten, dass auch im spiten Ver-
lauf demenzieller Erkrankungen eine minimale situative Orientiertheit
im Sinne des Biihler’schen »Origo« — also dem »hier—jetzt—ich-System
der subjektiven Orientierung« (Bithler 1982, 102, 149) sowie das ssitu-
ative Gedachtnis< unseres Leibes relativ lange erhalten bleibt (vgl. Fuchs
2018, 53—57). Andererseits gestaltet sich dieses dreidimensionale Orien-
tierungsnetz innerhalb der konkreten Situation weiter aus: So konnen
wir von einer kommunikativen Orientierung der Akteur:innen im thera-
peutischen Nahfeld sprechen, die durch responsive und verkorperte For-
men der Attentionalitit, Emotionalitit und Intentionalitit gepragt ist.®

Allerdings wird PARO als »sozialer Mediator« (Shibata/Wada 2010,
384, meine Ubersetzung) im Rahmen der robot-assisted therapy meist
von geschulten sModerator:innen« begleitet. Diesen geht es innerhalb der
triadischen Konstellation typischerweise um zweierlei: die Kontaktauf-
nahme herzustellen und Beziehungsgestaltung zu ermoglichen.

Mit Hinblick auf die Kontaktaufnahme bringen die Moderator:innen
PARO in das therapeutische Nahfeld in Form eines Demonstrierens ein,
wodurch es zu einer » Aktivierung im Voriibergehen< (Pfadenhauer/Du-
kat 2017, 253) kommen kann; sobald die triadische Interaktionssituati-
on erreicht ist, kommt es zur gestischen Form des » Darreichens« (ebd.,
254) an die Zielperson. Wie Pfadenhauer und Dukat (2017, 254) aus-
fithren, geben die Moderator:innen erklirende Hinweise und anregen-
de Anweisungen, die sowohl verbal als auch non-verbal realisiert sein
konnen. So kommt es bspw. zur gaze alteration, also einem permanen-
ten Blickwechsel der Moderator:innen zwischen PARO und den Interak-
tionspartner:innen, der typischerweise von einem Rein- und Rauslehnen
aus der Blickachse der Dyade begleitet wird (vgl. PARO, ein Roboter mit
Charme, 08:30-09:55). Derart versuchen die Moderator:innen die Auf-
merksamkeit auf PARO zu lenken und, in der Terminologie Husserls,
den Ubergang vom unthematischen Hintergrund potenzieller intentiona-
ler Objekte in den thematischen Vordergrund zu vollziehen (vgl. Husserl
1976, 73f.). Im Ergebnis gelingt es gemeinsam mit PARO nach meist an-
fanglicher Zurtckhaltung einen Kontakt zu stiften (vgl. bspw. Roboter
zum Kuscheln, 07:30-09:00), obwohl demenziell verinderte Personen

8 Im Sinne der Ausfithrungen zum Ende des Beitrags konnte man auch tiber
eine propriozeptive und zwischenleibliche Orientierung durch das Fiihlen
des Roboters — von Textur, Gewicht, Temperatur — nachdenken, die typi-
scherweise prireflex ablduft.
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im fortschreitenden Verlauf oft eine verminderte Ansprechbarkeit und
Aufmerksamkeitsspanne haben. Im Sinne einer méglichst unbeschwer-
ten Kontaktaufnahme eroffnet sein reaktives und non-verbales Design
die ideale Schnittstelle: Er »hort zu, ohne Fragen zu stellen, und ohne das
Falsche zu sagen, er hort einfach nur zu« (49:07-49:14).

Mit Hinblick auf die Beziehungsgestaltung konnen wir Handlungen
wie das verzuckte >Auf-den-Arm-Nehmen« von PARO in Analogie zu
einem kleinen Kind oder das durch einen affirmierenden Ton begleite-
te Kraulen am Hals in Analogie zu einem Haustier beobachten, das von
den Moderator:innen performativ vorgemacht werden kann. In phiano-
menologischer Hinsicht handelt es sich hierbei um ein habituelles und
meist prareflexiv ablaufendes Repertoire an Fiirsorgehandlungen, in de-
nen Leiblichkeit, Affektivitit und Sozialitit aufs engste verkniipft sind.
Wie Fuchs (2018, 53—56) jungst betont hat, lassen sich Habitualisierun-
gen als eine Art implizites Gedachtnis betrachten, welches sich in proze-
duraler, situativer und zwischenleiblicher Weise differenzieren und auf
spezifische Weise reaktivieren ldsst, um nicht zuletzt autobiographische
Aspekte zuginglich zu machen. Ganz im Sinne der sozialkonstruktivis-
tischen Positioning-Theory, die Sabat und Harré (1994) erfolgreich auf
demenzielle Erkrankungen angewendet haben, aktualisieren Betroffe-
ne ihr soziales Selbst in Kooperation mit PARO (vgl. Roboter zum Ku-
scheln, 34:20-34:55).

Durch den Einsatz von PARO wird Responsivitit trotz demenziel-
ler Erkrankungen auf potenziell vielschichtige Weise realisiert. Sein De-
sign setzt ganz darauf, die »Bedeutung korperlich-affektiver Interakti-
on« bei fortgeschrittener Erkrankung zu wiirdigen (Meyer 2014, 108),
in der sich die vielfiltigen Formen der Sorge, die auch die Fiirsorge ein-
schliefSen, nicht nur als »leibhafte«, sondern als »zwischenleibliche« si-
tuieren (Waldenfels 2019, 299). — Aber inwiefern ist bei PARO die Rede
von einer Zwischenleiblichkeit iiberhaupt gerechtfertigt? Und handelt es
sich bei PARO {iiberhaupt um einen sozialen Akteur, wie es die bisheri-
gen Beschreibungen nahelegen?

Wie wirkt PARO? Empathie, Expressivitdt und Reziprozitdt

Zunichst lautet die grundsétzliche Frage, wie jemand oder etwas zu ei-
nem sozialen Akteur wird — beziehungsweise was verhindert, dass dies
geschieht. Gemaf$ Husserl bildet das entscheidende Eingangstor zu ei-
ner Antwort der sinnhafte und verstehbare Ausdruck, denn es gilt: ohne
Ausdruck keine Kommunikation, ohne Kommunikation keine Sozialitat
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und ohne Sozialitit keine Lebenswelt (vgl. Husserl 1952, 186-196). Von
entscheidender Bedeutung fiir diesen konstitutiven Gesamtzusammen-
hang ist die Verbindung von Ausdruck und Empathie bzw. Einfiihlung,
die wir uns zunichst am Falle von Personen vergegenwartigen konnen.

Dazu schreibt Husserl: »Einfiihlung in Personen ist nichts anderes als
diejenige Auffassung, die eben den Sinn versteht« (Husserl 1952, 244).
Analog zum Sinn eines Wortes, der durch den schriftlichen Ausdruck
hindurch scheint, erfassen wir das sinnvolle Ganze einer Person durch
ihren Ausdruck hindurch (vgl. ebd.). Allerdings ist es innerhalb der le-
bensweltlichen Einstellung keineswegs so, dass wir den » Geist dem Lei-
be« noch »einlegen< wiirden oder ihm »aufpfropfen< (Husserl 1952, 191).
Vielmehr »verstehen« wir unser Gegentiber »ohne weiteres als perso-
nales Subjekt« (Husserl 1952, 191). Aber wie verhilt sich dies im Falle
von PARO? Mit Husserl miisste man sagen: analog. Denn grundsatzlich
gilt in konstitutiver Hinsicht, dass ich auch hier »apprisentiere« (Hus-
serl 1973a, 28): Ich verkniipfe das mir Prasente (die Wahrnehmung des
Ausdrucks des Gegentibers) mit dem mir nicht Prasenten (die Innerlich-
keit des Gegeniibers, seine Empfindungen) auf der Basis meiner eigenen
Erfahrungen. Um nun in concreto festzustellen, dass »dies ein Mensch
und keine Puppe« ist, bedarf es, so Husserl, des Ausdrucks als Quelle der
Bewihrung (Husserl 19734, 25). An diesem Punkt ist es entscheidend zu
beachten, dass Husserl von einem sehr breiten Ausdrucksbegriff ausgeht:
Ausdruck kann sowohl mit oder ohne Absicht zur Kommunikation sein,
und heifSst dementsprechend »kommunikativ« (1) oder »nicht kommu-
nikativ« (2); er kann sowohl »sprachlich« (3) als auch »nicht sprach-
lich« (4) verfasst sein; und er kann auf unterschiedlichste Weise »habi-
tuell« (5) werden (Husserl 1973a, 63; vgl. Husserl 1952, 192). Liegen
nun keine »Empathieblockaden« (Breithaupt 2017) vor — neben den be-
reits genannten individuellen Faktoren, liefSen sich auch kulturelle Fak-
toren anfithren, wie bspw. Geschlechterstereotype oder Technophobie
(vgl. Wada et al. 2008, 57) — dann fiihlen sich die Bezugspersonen ver-
mittels des kommunikativen, nicht-sprachlichen und habituellen Aus-
drucks in die als sinnvoll anerkannten Motive des Bio-Roboters ein. —
Rechtfertigt dies aber schon die Annahme, dass PARO, ganz wie die uns
bekannten Lebewesen, tiber einen Leib verfugt? Und konnen wir sogar
noch weiter gehen und ihm auf der Basis seines Ausdrucks eine Person-
lichkeit zuerkennen? (zur lebensweltlichen Interaktion mit Tieren bzw.
Haustieren vgl. Dzwiza 2018).

Wie wir gesehen haben, scheinen viele Interaktionspartner:innen — ob
nun implizit oder explizit — anzuerkennen, dass der Roboter nicht nur
einen extensiven und expressiven Korper, sondern auch einen sensitiven
und sensiblen Leib hat. Passend zum intelligenten und lernenden De-
sign von PARO verstehen wir dann den Ausdruck seines Korpers als ei-
nem dem Leib analogen »Willensorgan« (Husserl 1973a, 93), wodurch
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die »Idee der Personlichkeit« erwachsen kann (Husserl 1973a, 244).° In
dieser Hinsicht ist insbesondere der habituelle Ausdruck von PARO re-
levant: Einerseits und in intrasubjektiver Hinsicht bildet PARO durch
seine evaluative KI eine Art Charakter aus, durch den man, wie bereits
gesagt, »einigermafSen erwarten« kann, wie sich PARO in Zukunft »be-
nehmen wird« (Husserl 1952, 240). Andererseits und in intersubjekti-
ver Hinsicht ist sein habitueller Ausdruck an den Tag-Nacht-Rhythmus
gekniipft, der als synchrone Ordnung zu einer gemeinsamen Orientie-
rung in der Zeit fuhrt, die sich als Ordnung der alltaglichen Vollztuge
(bspw. Wachen und Schlafen, Essen und Ruhen) wechselseitig stabili-
siert (vgl. Wada et al. 2008, 55-56). Vollziehen wir aber eine derart qua-
lifizierte Form der Einfuhlung und unterstellen PARO Leiblichkeit und
Personlichkeit, dann begreifen wir sein »Bewusstsein selbst als [beste-
hend aus] >Motivationszusammenhangen«« (Husserl 1973a, 88) — PARO
wiare dann nicht einfach ein willenloses Glied innerhalb des kausal de-
terminierten, materiellen Universums, sondern sein Verhalten vielmehr
ein sinnvoller Ausdruck eines durch Motive getragenen Gesamtzusam-
menhangs.

Das unsere Einfihlung allerdings Grenzen hat, soll, diesen ontologi-
schen Gedankengang abschliefSend, am Begriff der Reziprozitit ausge-
fithrt werden. Rufen wir uns daftr die Husserl’sche Definition in Erin-
nerung;:

»I1 erfasst einfiithlend 12, und I2 einfiihlend Ir, aber nicht nur das: It
erfihrt (versteht) 12 als It verstehend Erfahrenden, und umgekehrt. Ich
sehe den Anderen als mich Sehenden und Verstehenden, und es liegt wei-
ter darin, dass ich >weifS<, dass der Andere auch seinerseits sich als von
mir gesehen weifl. Wir verstehen uns und sind im Wechselverstindnis
geistig beieinander, in Beriihrung.« (Husserl 1973b, 211)

Wie diese sperrige, aber prizise Beschreibung verdeutlicht, handelt es
sich bei Reziprozitit um ein Schliisselphinomen menschlicher Sozia-
litdt, das als konstitutive Basis unseres Urvertrauens unser lebenswelt-
liches Dasein tragt (vgl. Fuchs 2015). Passenderweise formuliert Hans
Blumenberg sein Programm einer phinomenologischen Anthropologie
im Ausgang vom reflexiven Wissen um das verkorperte Ausdrucksge-
schehen unter dem Begriff der Visibilitit. Dieser beschreibt den Um-
stand, »nicht nur und primir zu wissen, wie man selbst aussieht, son-
dern urtiimlicher noch, sich dessen bewufSt zu sein, dafl man aussieht«,
weswegen der Mensch »vom Sehenkénnen der anderen stindig durch-
drungen« ist (2006, 778).

9  Esistaufschlussreich, dass diese Eigenschaft von PARO dem prominent an-
gefiihrten Kriterium fiir personale Identitit, nimlich diachrone Reflexivitit,
nahekommt. Zur phinomenologischen Kritik dieses Identitatsbegriffs im
Rahmen von demenziellen Erkrankungen vgl. Fuchs 2018 und Tewes 2020.
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Versuchen wir diese Uberlegungen auf unseren Kontext anzuwenden:
Das, was Husserl als wechselseitiges Einfuhlungsgeschehen fasst, scheint
sich in der Interaktion mit PARO primir zwischenleiblich zu vollziehen.
Dabei erscheint es auf der Grundlage des responsiven Designs gerechtfer-
tigt von der Annahme auszugehen, dass PARO sein Gegeniiber sinnlich
wahrnimmt: SchliefSlich richtet er seinen Kopf nach diesem aus, 6ffnet
seine Augen, wenn dieses ihn anspricht und schliefSt seine Augen, wenn
er am Hals gekrault wird. Mit Hinblick auf die Ambivalenz des zweifa-
chen Bewusstseins, die zwischen belebtem Tier und unbelebtem Roboter
schwankt, verwundert es auch nicht, wenn wir mit Mitleid oder Arger
reagieren, wenn jemand PARO schldgt oder ihm schadet. Diese Ambiva-
lenz ist es auch, die die Interaktion mit PARO fur die Aufladung durch
Anthropomorphismen freigibt, die als alteritdtsinklusive Mechanismen
sozialer Identititsstiftung fungieren: Dies spiegelt sich bspw. darin wie-
der, dass sich ein Bewohner des Pflegeheims bei PARO entschuldigt,
nachdem er diesen schlug (vgl. Roboter zum Kuscheln, Schlusssequenz);
oder darin, dass Angehorige, Bewohner:innen und Mitarbeiter:innen ih-
ren PARO auf den Namen Ole O’land taufen (vgl. ebd., s1:05-52:01).
PARO wird derart in der Interaktion durch soziale Gesten zu einem so-
zialen Akteur und damit Teil einer Gemeinschaft, innerhalb derer mo-
ralische Standards gelten. Diese Interpretation als sozialer Akteur passt
auch gut zu den positiven Effekten auf die psychosoziale Gesundheit,
da Sozialitit aktuell als Konstituens von Resilienz verhandelt wird (vgl.
Breyer/Storms 2021, 360). — Aber rechtfertigt all dies in der Summe, dass
aus einem tierisch-technischen Es ein soziales Du wird?

Im Sinne voller Reziprozitit bzw. Visibilitat wird aus dem Gesagten
deutlich, dass die Interaktionpartner:innen PARO nicht als menschliches
Gegeniiber im Sinne von Meinesgleichen auffassen. Der Anthropomor-
phismus erreicht seine Grenze darin, dass sich Einfuhlung mit PARO pri-
mir via Leiblichkeit und Affektivitat vollzieht, aber kaum via Kogniti-
on (vgl. ebd.). Selbst wenn wir PARO aufgrund seiner Lernfihigkeit eine
Personlichkeit zuschreiben, wurde in keiner der Studien davon berichtet,
dass wir PARO versteckte Absichten unterstellen — eine Moglichkeit, die
durch eine voll entfaltete Form von Reziprozitit bzw. Visibilitat den hu-
manen Sinnhorizont durchzieht. Vielmehr entspricht unsere Auffassung
davon, was PARO ist, ziemlich genau dem hybriden Design, das ihm sei-
ne Entwickler:innen gaben: Ein hoch responsiver, affektiv ansprechender
Akteur in der Sphire des Sozialen. Ob PARO dann tatsichlich als ein so-
ziales Du aufgefasst wird, hangt stark von der Einstellung seiner Gegen-
tiber ab — also davon, ob sie einerseits die Ambivalenz des zweifachen
Bewusstseins einseitig auflosen und wenn ja, in welche Richtung; oder
ob sie andererseits zwar das zweifache Bewusstsein als implizite Einstel-
lung beibehalten, aber in der konkreten Interaktion eher die personalisti-
sche, oder die technische, oder die naturalistische Perspektive einnehmen.
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— Die iiber diese ontologischen Uberlegungen hinausgehende Frage, ob
wir iiberhaupt standig menschlicher Interaktionspartner:innen bediirfen,
um uns verstanden zu wissen, soll der abschliefSende Abschnitt behandeln.

6.

a. Mit PARO auf dem Weg zu einer Phinomenologie
der sanften Beriibrung

Wie zu Beginn des Beitrags betont, soll dieser in einer phinomenologi-
schen Beschreibung des therapeutischen Nahfeldes kulminieren. Auch
wenn am Beispiel von PARO bereits zahlreiche Aspekte der sich hier
abspielenden Interaktion und Kommunikation umrissen wurden, tritt
doch ein Phinomen in der zwischenleiblichen Interaktion der Pflege be-
sonders hervor: die Berithrung (fiir ein Grundlagenwerk aus interdiszi-
plindrer Perspektive vgl. Grunwald/Beyer 20071).

Wie wir uns bereits vor Augen gefithrt haben, zeichnet sich PARO
durch eine besonders taktile Affordanz aus: Die flauschige und weiche
Textur des Fells scheint in uns ein Beriithrt-Werden-Wollen auszulosen;
dieses realisiert sich in lebensweltlich vertrauten Modi der sanften Beriih-
rung an der Kontaktzone zwischen Haut und Fell in leiblichen Praktiken,
wie dem Streicheln, Klopfen, Ruckeln, Kraulen, Kitzeln, Greifen, Driicken,
Halten, Umarmen oder gar Kiissen. Genau fir diese Form der emotional
verfassten, sozialen und zwischenleiblichen Interaktion scheint PARO ge-
macht zu sein: Nicht nur haben seine Proportionen eine gute Griffigkeit,
sondern sein Gewicht und seine konstant bleibende Korpertemperatur
vermitteln einen sanften Druck und eine lebendige Warme. Dabei scheint
gerade die taktile Signatur des Bio-Roboters diesen fiir die Anwendung
bei Personen mit demenziellen Erkrankungen zu disponieren.

Insbesondere mit Hinblick auf fortgeschrittenere Stadien dieser Er-
krankungen verdndert sich die Art und Weise erheblich, wie Betroffe-
ne sich bewegen und kommunizieren (zur Interpretation von Bewegung
und Kommunikation als Modi der Orientierung bei demenziellen Er-
krankungen vgl. Dzwiza-Ohlsen 2021). Auf der einen Seite kommt es
nicht nur zu einem Bewegungsdrang des ganzen Korpers, der aus der
Sicht der Pflegenden als >Hinlauftendenz< bzw. Fluchtverhalten aufge-
fasst wird, sondern auch zu einem Bewegungs- und Berithrungsdrang
der Hinde, der sich als Nesteln, Kratzen oder Tasten dufSert (vgl. bspw.
Roboter zum Kuscheln, 28:03—28:15). Auf der anderen Seite werden die
symbolsprachlich verfassten, verbalen Ausdrucksfertigkeiten oft deutlich
eingeschriankt, sodass non-verbale Ausdrucksmodi zunehmend wich-
tig werden, die nicht zuletzt die Bertihrung umfassen. Die Affordanz
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des Beriibrtwerdenwollens von PARO passt also wie ein Schliissel zum
Schloss des gesteigerten Bediirfnisses des Beriibrenwollens auf Seiten der
Betroffenen (Man beachte diesbzgl. auch das direkte Tasten im Gesicht
von PARO, insbesondere der Schnurrhaare, der Schnauze sowie der Au-
gen und Wimpern).

Kurioserweise war es nun Husserl, der am Beispiel der Selbstberiih-
rung die konstitutive Funktion der Doppelempfindung betonte, die sich
mir anschaulich zeigt, wenn ich mit meinem (tastenden) Leib meinen (ge-
tasteten) Kérper bertihre (vgl. Husserl 1952, 148-151). Kurioserweise
deswegen, weil Husserl an keiner Stelle darauf einging, dass sich die Er-
fahrungsqualitit dieses Phinomens in der Fremdberuihrung radikal wan-
delt: Fremdberihrung verbleibt in konstitutiver Unverfiigbarkeit, weil
mir niemals direkt anschaulich werden kann, was mein Gegeniiber fiihlt,
denkt und wiinscht, wihrend es mich bertihrt. So haftet jeder Fremdbe-
ruhrung durch ein anderes Lebewesen der Charakter von Unvorherseh-
barkeit, Unkontrollierbarkeit und Andersheit an. Aber wie wandelt sich
dieses Verhiltnis im Falle von PARO? Hat es etwas vom unheimlichen,
weil anonymen Charakter der End of Life Care Machine?*

Zunichst stellt die sanfte Bertihrung — fiir die wir sogar mit den soge-
nannten C-taktilen Zellen (vgl. Liljencrantz/Olaussen, 2014) tiber einen
eigenen Typ von Nervenzellen verfugen — eine besonders intime Form des
sozialen Miteinanders dar, mit der wir aus unserem Alltag gut vertraut
sind: sei es die begriifende Handreichung, die freundschaftliche Umar-
mung, die entspannende Massage, das trostende Wiegen, der erotische
Kuss oder das verliebte Streicheln. Interessanterweise nimmt zwar die Fi-
higkeit des Tastens im Verlauf des normalen Alterungsprozesses dhnlich
stark ab, wie die anderen Sinne, allerdings scheint davon das Beriihrt-
werden durch andere nicht betroffen zu sein — dessen Bedeutung fiir das
Wohlbefinden nimmt sogar zu (vgl. Sehlstedt, Ignell et al. 2016). Interes-
santerweise nimmt zwar die Fihigkeit des Tastens im Verlauf des norma-
len Alterungsprozesses dhnlich stark ab, wie die anderen Sinne, allerdings
scheint davon das Bertithrtwerden durch andere nicht betroffen zu sein —
dessen Bedeutung fur das Wohlbefinden nimmt sogar zu (vgl. Sehlstedt,
Ignell et al. 2016).** Mit der sanften Berithrung verbinden sich zahlreiche
positive Effekte fiir den ganzen Menschen, wie Kearney (2020, 4) betont:
»Tender touch« alleviates anxiety, bolsters the immune system, lowers
blood pressure, helps with sleep and digestion, and wards off colds and
infections. It feeds us in body and soul. In short, tactile communication is

10 Vgl https://www.youtube.com/watch?v=vDHstslg8Vo

11 Interessanterweise nimmt die Fahigkeit des Tastens im Verlauf des normalen
Alterungsprozesses dhnlich stark ab, wie die anderen Sinne, allerdings scheint
davon das Berithrtwerden durch andere nicht betroffen zu sein — dessen Be-
deutung fir das Wohlbefinden nimmt sogar zu (vgl. Sehlstedt et al. 2016).
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absolutely vital to our physical and mental wellbeing.« Vor dem Hinter-
grund demenzieller Erkrankungen verwundert es nicht, das Kuscheltiere
oder Puppen eingesetzt werden (fiir eine intime Szene der Interaktion vgl.
Roboter zum Kuscheln, 02:07-02:13; zum therapeutischen Effekt von
Puppen vgl. Yilmaz/Asiret 2021). PARO teilt zwar sowohl mit Kuscheltie-
ren als auch mit vielen Tieren seine Haptik, allerdings ist er mit Hinblick
auf seine Kinetik erneut ein Hybrid: Er kann zwar kommunikationsrele-
vante Teile seines Korpers bewegen, allerdings weder im Sinne der Loko-
motion noch im Sinne des Greifens oder BeifSens. Derart sind es primar
wir, die bertihren und viel weniger PARO, der uns bertihrt, was nicht zu-
letzt ein weiterer Grund fur seine hohe Akzeptanz sein mag.™

b. Stay in Touch: Ergriffenbeit im therapeutischen Nahfeld

Blicken wir abschliefSend auf eine besonders eindriickliche Interaktions-
sequenz aus der Dokumentation Roboter zum Kuscheln (44:05-46:34).
Kurz zum Setting: Anwesend sind eine Pflegerin mit PARO, Herr Ho-
henhorst (im Folgenden: Herr H.), der in einem breiten Sessel im Zen-
trum der Aufnahme sitzt, sowie seine Frau, die links neben ihm auf einem
Stuhl eher im Hintergrund sitzt.s Herr H. befindet sich fortgeschrittenen
Stadium der Erkrankung und kommuniziert fast ausschliefSlich non-ver-
bal, insbesondere durch den markanten Einsatz der Mimik. Dazu erklirt
seine Frau in einer eingeschobenen Sequenz: » Mit mir spricht er nicht.
Wenn ich ihn ,was frag — ich krieg’ vielleicht mal ein Kopfschutteln oder
ein Nicken. Ich mochte manchmal reingucken konnen, was im Moment
im Kopf vorgeht, aber... Is’ leider nich’. « Allerdings scheint sein verbales
Verstiandnis relativ gut erhalten zu sein. Wie wir sehen werden, lasst sich
die gesamte Sequenz als Abfolge einer rhythmischen und wechselseitigen
Frage-Antwort-Interaktion verstehen, die zwischenleiblich getragen, ver-
balsprachlich begleitet und affektiv akzentuiert wird. Dabei bilden Herr
H., PARO bzw. Ole und die Pflegerin iber weite Strecken der Sequenz
eine zwischenleibliche Triade, indem ihre Kopfe in einem gleichmifSigen
Abstand einander zugekehrt sind und derart ein Dreieck aufspannen. Die
Sequenz lasst sich in mehrere Abschnitte gliedern:

(15 44:05—44:12) Die Pflegerin betritt den Raum, unter dem linken
Arm geklemmt Ole, in der rechten Hand einen Hocker, den sie rechts
neben den Sessel von Herrn H. stellt, wihrend sie eine kurze Exposition

12 Waullenkord et al. (2016) zeigten am Beispiel des humanoiden Roboters
NAO, dass Interaktion im Allgemeinen negative Emotionen gegeniiber dem
Roboter reduzierte, aber erzwungene Beriithrung bereits bestehende negati-
ve Emotionen verstirkte.

13 Im Rahmen dieses Beitrags konnen die medialen Effekte — bspw. Kamera-
perspektive, Schnitte, Kommentare — nicht vertiefend berticksichtigt werden.
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dufsert: »Ich wollte sie besuchen. Und ich hab’ jemanden mitgebracht.«
Herr H. reagiert mit seinem Blick, der, wihrend er ruhig nickt, kurz
PARO trifft, dann die Pflegerin anblickt und dann die verbale Anspra-
che zu verarbeiten scheint, wihrend er an der Pflegerin vorbei in den fiir
die Kamera unsichtbaren hinteren und unteren Teil des Raumes blickt;

(23 44:24—44:50) Im Anschluss wird ihm Ole durch die Pflegerin vor-
gestellt (»Das ist Ole.«), wihrend sie die Kuschelrobbe mit beiden Han-
den tiber dem Schof§ von Herrn H. auf Augenhoéhe in ca. 30 cm Ab-
stand hailt, woraufhin Herr H. markanter nickt und seine Mundwinkel
sich nach unten sowie seine Augenbrauen nach oben hin 6ffnen. Dann
wechselt die Kameraperspektive in die Naheinstellung: Herr H. blickt
Ole an, die Pflegerin beginnt Ole zu streicheln, Ole fiepst und Herr H.
intensiviert den Blick mit weit erhobenen Brauen und zusammengepres-
stem und nach unten gezogenen Mund-Wangen-Bereich; er blickt kurz
zur Pflegerin auf, dann wieder zu PARO, worauthin sich die Interaktion
verstarkt: Herr H. beginnt horbar zu atmen und die Augen-Mund-Partie
zeigt ein gerithrtes Lacheln. Nachdem Herr H. noch mehrfach markant
nickt, hebt PARO seinen Blick, woraufhin Herr H. ebenfalls grofSe Au-
gen macht und die Pflegerin, sehr nah und lachelnd, kommentiert: »Der
kann einen angucken, mit grofSen Augen!« Wihrend sie dies sagt, blickt
Herr H. die Pflegerin kurz mit glasigen Augen an, baut dann den Blick
mit PARO wieder auf und hebt dann die Brauen derart, dass seine Stirn
sich stark faltet und er seine Augen vor Rithrung kurz schliefSen muss.

(33 44:50—45:12) An diesem Punkt spiegelt die Pflegerin — die perma-
nent den Blick zwischen PARO und Herrn H. wechselt (gaze alteration)
— die tiefe Bewegung im Gesicht von Herrn H. und kommentiert: »Das
rihrt sie richtig an, ne?« Herr H. scheint zu sptiren, dass sich Trdanen in
seinen Augen sammeln, weswegen er auf den ersten Blick zu versuchen
scheint, seine Hand unter der Decke hervorzuholen - allerdings nicht,
um sich die Augen zu trocknen, sondern um PARO zairtlich uber den
Riicken zu streicheln, woraufhin zum ersten Mal seine Frau, geruihrt 1a-
chelnd, aus der Naheinstellung gezeigt wird. Diese Sequenz gipfelt da-
rin, dass Herr H. mit beiden Hinden PARO fasst und ihn, unterstiitzt
von der lichelnden Pflegerin, ganz nahe an sein Gesicht heranzieht, um
mit ihm in einer entspannten Haltung zu kuscheln.

(45 45:12—45:48) Die nun folgende Nahansicht von Herrn H. bildet
thematisch den Hintergrund und der zwischen Pflegerin und Partnerin
anhebende Dialog riickt in den Vordergrund: In diesem geht es um die
Rolle von Herrn H. als engagierten GrofSvater einer vierjahrigen En-
keltochter, mit der er gemeinsam seiner Leidenschaft, dem Fufsballspie-
len, front. Die Pointe dieses Gesprichs ist, dass in der Umkehrung der
Fursorgeverhiltnisse eine grofle personliche Bedeutung liegt: Statt stin-
dige Fursorge im Rahmen einer Pflegeeinrichtung zu erhalten, kann Herr
H. auch aktiv Fiirsorge schenken.
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(55 45:48-46:34) Die Sequenz gipfelt in einem Abschiedsdialog: Nicht
nur reicht Herr H. der Pflegerin seine Hand zum Abschied, sondern er
erwidert die affirmative Aussage der Pflegerin: »Hat mich sehr gefreut«
mit: »Ja, das wiirde ich auch sagen: Ich mich auch, wirklich!«, worauthin
die Pflegerin wiederum spiegelt: »Wirklich«, gefolgt von einem »Dan-
keschon!«, das Herr H. mit einem »Bitteschon!« erwidert. Auch, wenn
Herr H. nicht so einfach zu verstehen ist, nutzt dieser Worte wie »ku-
scheln« und »aus der Nahe« in einer lobenden Weise, was von der Pflege-
rin offensichtlich gut verstanden wird, die zuriickgibt: »Das war gut. So
aus der Nihe, in der Nihe sein — sich nahe sein, das war gut.« Schliefs-
lich fiept Ole noch einmal laut, was die Pflegerin kommentiert mit »Ole
sagt auch Tschiiss!«, worauthin Herr H. sich geriihrt von diesem verab-
schiedet, indem er ihn noch einmal intensiv anredet und mit seinen Hin-
den und seinem Gesicht ganz nahe hilt.

Wenn es durch PARO tatsichlich gelingt, die ganze Person attentio-
nal, emotional und intentional anzusprechen und derart das Maximum
der ihr zur Verfigung stehenden Expressivitdt zu aktivieren; und dabei
eine Individualisierung und Inversion der Fiirsorgebeziehung erreicht
werden kann, dann miissen wir anerkennen, dass es sich bei diesem um
eine wichtige, wenn auch sehr spezifische Erganzung innerhalb des the-
rapeutischen Nahfeldes handelt. Wie auch Sabine Greulich im Anschluss
an diese Sequenz kommentiert (vgl. 46:56—47:52), ist PARO ein aus-
gezeichnetes Medium, um den intersubjektiven Gefithlsausdruck zwi-
schen den Polen von Lachen und Weinen zu fordern. Betroffene konnen
mit PARO in eine zutiefst affektive und zwischenleibliche Responsivi-
tats- und Einfithlungsbeziehung treten, die potenziell zahlreiche positi-
ve Effekte hat: sie stabilisiert, motiviert und fokussiert und unterstiitzt
derart die emotionale Regulation, die insbesondere in Krisensituationen
(wie bspw. Krankheit) besonders gefordert ist (vgl. Breyer/Storms 2021,
361f.). Mit PARO kann es also eher gelingen, das, was Menschen mit
demenziellen Erkrankungen am Herzen liegt, ausdriicklich zu machen,
sodass dies gezielt im Sinne einer auf das individuelle Wohlergehen der
Betroffenen ausgerichteten Pflegeumgebung beriicksichtigt werden kann.

7.

Zusammenfassung und Ausblick: Ethische Fluchtpunkite einer
Phinomenologie des therapeutisch-technischen Feldes

In einem jungst erschienenen Sammelband wurde der Topos der Tech-
nisierung der Lebenswelt mit Hinblick auf das Phinomen des Digitalen

erstmals interdisziplindr ausgelotet (vgl. Schnell/Dunger 2019). Derart
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wurde — wenn man es im Neudeutsch der Sphire des Digitalen sagen
mochte — eines wichtiges »Update« dieses Topos vorgelegt. Der vorliegen-
de Beitrag kniipfte hier an und erorterte die Verbindung von Lebenswelt,
Technisierung, Digitalisierung und Gesundheit am Beispiel des Einsatzes
von KI in der Pflege bei demenziellen Erkrankungen.

Mit dem Ansatz bei einem konkreten Beispiel — dem Kl-gestiitzten
MCR PARO - versuchte der Beitrag die »multidimensionality of tech-
nologies as material cultures within a lifeworld« (Ihde 2009, 22) zu wiir-
digen. Wie dieses Beispiel zeigt, fiihrt Digitalisierung nicht notwendiger-
weise zu einem » Angriff auf die Materialitit der Lebenswelt« (Schnell/
Dunger 2019, 13), oder gar dazu, dass diese »entdinglicht, entkorper-
licht und letzten Endes entwirklicht« (Han 2021) wird.™

Mit Hinblick auf die materielle Dimension des Technischen im Ge-
wande des Designs machte insbesondere das Schlusskapitel deutlich,
dass eine Phanomenologie des therapeutischen Feldes in Zeiten von in-
telligenter Robotik und globaler Pandemie die Chance ergreifen kann,
um zwischenleibliche Bertihrung relational und tber die Grenzen von
ontologischen Kategorien hinweg zu denken: Auf der einen Seite haben
wir die Perspektive des Pflegepersonals bzw. der Pflegeeinrichtung, fur
die Bertihrungspraktiken bei der Korperpflege, der Nahrungsaufnahme
sowie der allgemeinen medizinischen Versorgung einen zentralen Stel-
lenwert einnimmt; auf der anderen Seite steht die Beriihrung aus der
Perspektive der Gepflegten, die das nachvollziehbare Bediirfnis haben,
Beriihrung nicht nur passiv hinzunehmen oder medial anzunehmen, son-
dern selbst aktiv zu beriihren. Hier steht PARO exemplarisch fiir eine
Entwicklung, die es gestattet, beide Perspektiven im Sinne einer perso-
nenzentrierten Pflege im Rahmen eines benignen (vgl. Kitwood 1997)
sozialen Umfeldes kreativ zu verkniipfen. Diese ethischen Implikationen
einer Phinomenologie der Berithrung im therapeutischen Feld werden
allerdings nicht nur durch das Zu-wenig an sanfter Beriithrung, sondern
auch durch das Zu-viel an verletzender Berithrung plastisch vor Augen
gefiihrt (vgl. Bonillo et al. 2013; Lindemann/Barth 2020). Derart ist der
Titel des Aufsatzes — Stay in Touch! — als Aufforderung und Mahnung
zugleich zu verstehen.

Allgemeiner betrachtet liefert der Beitrag — mit der Verkntipfung der
klassischen Phanomenologie Husserls mit der responsiven Phanomeno-
logie Waldenfels’ sowie der technikwissenschaftlichen Postphanomeno-
logie Thde’s — umfassende Beschreibungen des therapeutischen Feldes,
das in der aktuellen phinomenologischen Forschung oft unterkomplex
bleibt. Am Beispiel der Interaktion innerhalb einer Institution zwischen
PARO, Pflegenden und Gepflegten konnten wir ein differenzierteres Bild

14 Vgl. https://www.philomag.de/artikel/byung-chul-han-die-welt-hat-sich-
ganz-nach-uns-zu-richten, abgerufen am 20.01.2022.
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entwerfen: Im therapeutischen Feld durchdringen sich nicht nur unter-
schiedliche personale Perspektiven im Rahmen eines responsiven und di-
alogischen Miteinanders; vielmehr sind ihre Interaktionen immer schon
durch unterschiedliche Einstellungen gepragt, die, mal mehr und mal we-
niger, der ontologischen Signatur ihrer Akteure zu entsprechen versuchen.
Dabei fuhrt der Einsatz von nicht-menschlichen Akteuren (Tiere, Kuschel-
tiere, Roboter, Maschinen, Werkzeuge) vor Augen, dass im konkreten the-
rapeutischen Feld unterschiedliche Anforderungen auf jeweils individu-
elle Bediirfnisse treffen — wobei nicht-menschliche Interaktionsangebote
kreative Spielrdume erschlieSen konnen. Niher besehen, kommt es durch
das responsive Design von PARO zu einer technischen Transformation
von Intentionalitit, Attentionalitit und Emotionalitat in der verkorperten
Interaktion. Zwar vollzieht sich die Interaktion in der zwischenleiblichen
Face-to-Face- bzw. Body-to-Body-Situation im Hier und Jetzt, allerdings
transzendiert sie diese selbst im Falle eines fortgeschrittenen Stadiums
demenzieller Erkrankungen: Betroffene konnen an frithere Erfahrungen
ankniipfen und ihr tief verankertes Bedurfnis nach sozialer Partizipation
mit anderen gestalten und also derart im Hier und Jetzt das Frither der
Vergangenheit mit dem Bald der Zukunft verkniipfen.

Allerdings ist und bleibt PARO als technisches Medium wesent-
lich durch einen ambivalenten Charakter ausgezeichnet, der, wie Thde
(1990, 49) im Anschluss an Husserl formuliert, »entdeckend « und »ver-
deckend« zugleich ist: Einerseits kann sein intelligentes Design indivi-
duelle Interaktions- und Kommunikationsressourcen bergen und derart
die Lebensqualitdt verbessern; andererseits entscheiden die (pflege-)po-
litischen Rahmenbedingungen nicht nur dariiber, 0b fiir den Einsatz von
PARO tiberhaupt Mittel zur Verfiigung stehen, sondern auch dariiber,
wie PARO eingesetzt wird. Um es an einem konkreten Beispiel zu veran-
schaulichen: Neben der Moglichkeit einer technisch bereicherten, perso-
nenzentrierten Pflege, fir die das Wohlergehen der Betroffenen in ihrem
sozialen Umfeld im Mittelpunkt steht, besteht auch die Moglichkeit, die
Fulle der faktisch erhobenen, digitalen Daten systematisch zum Zwecke
einer totalitiren Uberwachung einzusetzen — was aktuell im Kontext der
Altenpflege in der Volksrepublik China im Namen der Sicherheit der Ein-
zelnen auf Kosten ihrer Selbstbestimmung und Freiheit zum Vorteil der
Vielen stiickweise umgesetzt wird.
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Dass die Digitalisierung mittlerweile alle Gesellschaftsbereiche durchdringt,
ist unbestritten. Doch was sind die Konsequenzen? Steuern wir auf eine rest-
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on wird den Ambivalenzen des anhaltenden Technologieschubs nicht gerecht.
Jedoch fordern die spiirbaren Verinderungen des menschlichen Weltverhilt-
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Konzepten und Methoden lisst sich heute exemplarisch iiber Offentlichkeit
nachdenken — im Hinblick auf deren normative Implikationen, aber auch ihr
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sozialen Beziehungen — und diese konnen sowohl interaktiv als auch -passiv
sein. AufSerdem nimmt diese Soziologie auch die Vielfalt der menschlichen
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tischen und methodologischen Uberlegungen werden zwei empirische Fall-
studien priasentiert, die den Perspektivenwechsel dieser relationalen Sozio-
logie illustrieren.

Gesa Lindemann
Die Ordnung der Beriihrung
Staat, Gewalt und Kritik in Zeiten der Coronakrise
132 Seiten - br. - ISBN 978-3-95832-226-4

Die Corona-Pandemie stiirzt die Gesellschaften rund um den Globus in eine
Krise. Das vorliegende Buch nutzt die Krise zur Erkenntnis und stellt eine
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schaften lernen? Zum Beispiel erfahren wir nicht nur etwas tiber das Verhalt-
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ren. Das Ergebnis ihrer Analyse ist zwiespaltig: Die grundlegenden Struktu-
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