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Vorwort

In der modernen Welt sind digitale Infrastrukturen - nicht nur Netze,
sondern auch Suchmaschinen, soziale Medien und andere digitale Angebote
- von entscheidender Bedeutung fiir die Ausitbung von Freiheit. Unterneh-
men wie Alphabet, Apple, Meta, Amazon und Microsoft bieten Plattformen,
die derzeit als Grundlagen fiir die digitale Freiheitsausiibung dienen. Aber
auch Anbieter traditioneller Infrastrukturen und der Staat bauen digitale
Systeme auf, die Machtgefiige und Freiheitsrdume verdndern. Was bedeutet
Freiheit in der digitalen Welt, wie wird sie sie geschiitzt oder eingeschrankt
und welche Rolle spielen dabei die digitalen Infrastrukturen?

Um sich diesen Herausforderungen im Rahmen eines iiber die Wissen-
schaft hinausweisenden Diskurses zu stellen, veranstaltete die vom Bundes-
ministerium fiir Forschung, Technologie und Raumfahrt (BMFTR) gefor-
derte ,Plattform Privatheit® am 17. und 18. Oktober 2024 in Berlin die
Konferenz ,Freiheit in digitalen Infrastrukturen® Der vorliegende Band stellt
die wichtigsten Vortrage vor und reflektiert die dort angestofSenen Diskus-
sionen.

Die Plattform Privatheit vernetzt interdisziplinare wissenschaftliche Pro-
jekte, die vom BMFTR im Rahmen der Forderlinie ,,Plattform Privatheit —
Biirgerinnen und Biirger bei der Wahrnehmung des Grundrechts auf infor-
mationelle Selbstbestimmung unterstiitzen“ geférdert werden. Diese Projekte
werden vom Fraunhofer-Institut fiir System- und Innovationsforschung (ISI)
in Karlsruhe und der Projektgruppe verfassungsvertrégliche Technikgestal-
tung (provet) an der Universitit Kassel wissenschaftlich koordiniert und
kommunikativ begleitet. Die Plattform Privatheit versteht sich als ein Forum
fiir den fachlichen Austausch und erarbeitet Orientierungswissen fiir den
offentlichen Diskurs in Form wissenschaftlicher Publikationen, Tagungen,
White- und Policy-Paper. Ziel ist es, allen Biirger:innen einen reflektierten
und selbstbestimmten Umgang mit ihren Daten, technischen Gerdten und
digitalen Anwendungen zu erméglichen. Sie bereitet aktuelle Forschungser-
gebnisse fiir Zivilgesellschaft, Politik, Wissenschaft und Wirtschaft auf und
berit deren Akteur:innen zu sozialen, rechtlichen und ethischen Aspekten
von Privatheit, Datenschutz und informationeller Selbstbestimmung.

Die Plattform Privatheit ist 2021 aus dem ,,Forum Privatheit und selbstbe-
stimmtes Leben in der digitalen Welt“ hervorgegangen. Das ,,Forum Privat-
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Vorwort

heit“ arbeitete seit 2013, mit Forderung des BMBF und ausgehend von
technischen, juristischen, 6konomischen sowie geistes- und gesellschaftswis-
senschaftlichen Ansitzen, an einem interdisziplinar fundierten, zeitgeméafien
Verstandnis von Privatheit und Selbstbestimmung. Hieran ankniipfend hat es
Konzepte zur (Neu-) Bestimmung und Gewahrleistung informationeller
Selbstbestimmung und des Privaten in der digitalen Welt erstellt und 6ffent-
lich kommuniziert. Die Plattform Privatheit fithrt diese Arbeiten auf breiterer
Basis mit mehr Projekten fort. In dieser Tradition hat sie auch die Konferenz
»Freiheit in digitalen Infrastrukturen® durchgefiihrt.

Als Herausgeber freuen wir uns, nun diesen Konferenzband prasentieren
zukdnnen. Wir danken insbesondere den Autor:innen fiir die Uberarbeitung
ihrer Vortrage und die Beisteuerung der jeweiligen Fachaufsitze. Ebenso zum
Dank verpflichtet sind wir dem wissenschaftlichen Beirat der ,Plattform
Privatheit” sowie Kolleg:innen, die die in diesem Band veroffentlichten Texte
begutachtet haben. Die Konferenz wire ohne die vielfdltige Unterstiitzung
durch das interdisziplindre Kollegium nicht méglich gewesen. Wir danken
insbesondere all jenen, die organisatorisch oder inhaltlich an der Vorberei-
tung und Durchfithrung der Konferenz mitgewirkt haben, darunter vor allem
Susanne Ruhm, Greta Runge, Dr. Frederik Metzger, Sabine Muhr, Yuwen
Zhang, Marvin Dobke und Gvantsa Zakariadze (Fraunhofer ISI). Dartiber
hinaus danken wir besonders Barbara Ferrarese (Fraunhofer ISI) fiir die
professionelle und engagierte Wissenschaftskommunikation und Hendrik
Kafsack (F.A.Z.) fiir die lebendige Moderation. Fiir die angenehme und
zielfithrende Zusammenarbeit mit dem Nomos-Verlag danken wir Dr. Sandra
Frey.

Unser besonderer Dank gilt Dr. Heike Prasse und Dr. Steffen Lohmann
(BMFTR) fiir die Forderung der Plattform Privatheit sowie die engagierte
Unterstiitzung unserer Forschungsthemen. Auch danken wir Florian Till
Patzer, der fiir den Projekttrager VDI/VDE-IT die Forschungsarbeiten der
Plattform Privatheit, die Vorbereitung der Konferenz und das Erscheinen des
Bandes konstruktiv begleitet hat.

Die Herausgeber:innen und das Team der ,Plattform Privatheit*

Karlsruhe und Kassel, im Juli 2025
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Freiheit in digitalen Infrastrukturen - eine Einleitung in die
Thematik

Alexander  RofSnagel, Michael Friedewald, Christian L. Geminn
und Murat Karaboga

Freiheit als Abwehr von ungerechtfertigter Machtausiibung und Schutz
vor Machtmissbrauch ist Voraussetzung fiir individuelle Selbstentfaltung
und kollektive Selbstbestimmung. Grundrechte und Demokratie sollen
diese Freiheit gewdhrleisten. Sie sollen die Ausiibung unter anderem von
Meinungsfreiheit, Informationsfreiheit, Gewissensfreiheit, Wissenschafts-
freiheit und Wahlfreiheit ermdglichen und vor Diskriminierung schiitzen.
Auch das Recht auf informationelle Selbstbestimmung als Auspragung des
allgemeinen Personlichkeitsrechts, die Achtung des Privat- und Familien-
lebens und der Schutz personenbezogener Daten sind Bedingungen von
Freiheit. Wie individuelle und kollektive Freiheit gelebt werden kann, ist
abhingig von den gesellschaftlichen, technischen, 6konomischen und kul-
turellen Bedingungen, unter denen sie ausgeiibt werden soll. Diese Freihei-
ten sind aktuell gefdhrdet und miissen verteidigt werden. Damit auch die
Forschung ihren Beitrag zu ihrer Erhaltung leistet, hat das Bundesministe-
rium fiir Forschung, Technologie und Raumfahrt (BMFTR) ,Freiheit“ in
den Mittelpunkt des Forschungsjahres 2024 gestellt.

In der modernen Welt sind fiir die Freiheitsausiibung die gesellschaftli-
chen Infrastrukturen von entscheidender Bedeutung. Diese verandern sich
aktuell dynamisch und damit auch die Bedingungen von Freiheit.

1. Digitale Infrastrukturen

Infrastrukturen sind netzartige sozio-technische Systeme die verldsslich
einen einheitlichen Satz von Leistungen anbieten, die von Interessierten
als Grundlagen des menschlichen Zusammenlebens, als Eréffnung von
Handlungsmoglichkeiten und als Schutz gegeniiber Lebensrisiken genutzt
werden kénnen - wie fiir Kommunikation, Energieversorgung, Giiteraus-
tausch, Mobilitdt oder Unterhaltung. Infrastrukturen sind daher Grundla-
gen fiir die Ausiibung von Freiheit. Sie kénnen aber auch durch die Abhén-
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gigkeit von ihren Leistungen, durch die Machtsteigerung ihrer Anbieter
und die Rigiditdt ihres Angebots die Freiheitsausiibung einschrianken oder
gefdhrden.

Digitale Infrastrukturen sind die Basis fiir Digitalisierung. Sie sind Be-
dingungen fiir das Leben in der digitalen Welt. Ohne sie wiren digitale
Kommunikation, Informationssuche, -verbreitung und -verarbeitung, so-
zialer Austausch, Handel, Mobilitit sowie Hardware- und Softwarenutzung
nicht méglich. Vor allem die Infrastrukturnetze und -plattformen von Al-
phabet (Google), Apple, Meta (Facebook), Amazon und Microsoft bieten
Leistungen, die derzeit Grundlagen fiir Freiheitsausiitbung in der digitalen
Welt sind. Aber auch die Anbieter ,alter Infrastrukturen wie Automobil-
hersteller, Energieversorger, Finanzdienstleister, Gesundheitsdienstleister,
Logistikunternehmen, Telekommunikationsanbieter oder Bahnbetreiber
bauen digitale Infrastrukturen auf, ohne die ihre Leistungen nicht mehr
genutzt werden konnen. Selbst der Staat errichtet neue Infrastrukturen
wie Biirgerkonten, elektronische Akten, elektronische Register und elektro-
nische Zuginge zur Verwaltung. Alle diese digitalen Infrastrukturen veran-
dern Machtgefiige und Freiheitsspielraume.

Digitale Infrastrukturen bestimmen iiber den Grad der Freiheit von
Individuen und Gesellschaft. Dies gilt nicht nur fiir ihre Betreiber. Viel-
mehr sind es die Infrastrukturen selbst, die durch ihre standardisierenden
Effekte und ihre Plattform- und Netzwerkeffekte infrastrukturelle Macht
ausiiben. Da sie fiir ihr Funktionieren personenbezogene Daten verarbeiten
miissen, kénnen sie diese Datenverarbeitung nicht von unterschiedlichen
individuellen Einwilligungen abhingig machen. Die individuelle Selbstbe-
stimmung ist letztlich reduziert auf das grundsitzliche ,,Ja“ oder ,Nein“ zum
digitalen Leben. Digitale Infrastrukturen erzeugen einen eigenen virtuellen
Sozialraum, in den nahezu alle Aktivititen aus der korperlichen Welt tiber-
tragen wurden. In diesem hinterldsst jede Handlung Datenspuren, deren
Erhebung und - letztlich weltweite — Verbreitung und Verwendung die be-
troffene Person nicht kontrollieren kann. Den damit verbundenen Risiken
zu entgehen, wiirde voraussetzen, den virtuellen Sozialraum zu meiden -
fiir viele keine realistische Alternative. Es besteht ein virtueller ,,Anschluss-
und Benutzungszwang® fiir digitale Infrastrukturen, der oftmals auch mit
dem Wegfall analoger Alternativen einhergeht.

Die groflen digitalen Infrastrukturen sind global und durchdringen tiber-
all auf der Welt in intensiver Weise das digitale Leben. Ihre Marktanteile
sind monopolartig und ihre Anbieter haben den mit Abstand hochsten
Marktwert aller Unternehmen weltweit. Fiir diese ungeheure 6konomische

10
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Macht gibt es vor allem zwei Griinde: Zum einen sind ihre Angebote fiir
das digitale Leben hilfreich und verfiihrerisch und zum anderen sind sie
sumsonst” Die Abhingigkeit von ihnen ist hoch und nimmt weiter zu.
Diese 6konomischen Erfolge erzielen sie vor allem durch die Verarbeitung
der Daten ihrer Nutzenden. Mit deren Hilfe erstellen sie Personenprofile,
beuten die Subjektivitit der Betroffenen aus, verkaufen ihre Aufmerksam-
keit, steuern ihre Informationen und beeinflussen ihr Denken. Mit ihrer
Informationsmacht versuchen sie, ihr Verhalten zu beeinflussen oder gar
zu steuern — bisher noch insbesondere fiir Konsumwahl und Kundenbin-
dung, potenziell aber auch fiir andere Verhaltensformen wie z. B. Wahlent-
scheidungen. Politisches Micro-Targeting konnte auf der Grundlage der
Personenprofile leicht zur Manipulation demokratischer Wahlen verwendet
werden. Zahlreiche weitere Techniken der Verhaltensmanipulation wie z. B.
Dark Patterns oder Nudging stehen zur Verfiigung. Die personalisierten
Dienstleistungen der Infrastrukturen werden tiber den gesamten Tagesver-
lauf hinweg in die individuellen Handlungsablaufe integriert und unmerk-
lich Teil des Verhaltens und Handelns. Die gleichen Infrastrukturen, die
Freiheit und Demokratie unterstiitzen konnen, entwickeln sich zu ihren
Gefédhrdern.

Der ungeheure Reichtum, den die Anbieter der grofSen digitalen Infra-
strukturen innerhalb kurzer Zeit erringen konnten, ermdglicht ihnen, ihre
Macht immer weiter auszubauen. Thnen gelang es innerhalb ihrer Infra-
strukturen alle wesentlichen Bausteine zu integrieren — von Hardware iiber
Rechenzentren, Cloud-Systemen, APIs und Software bis hin zu Plattfor-
men, Suchmaschinen, Anwendungssystemen und Forschungszentren. Sie
binden mit interessanten Projekten und konkurrenzlosen Gehaltern junge
Talente. Sie kaufen Start-ups und mogliche Konkurrenten auf und werden
dadurch auch fithrend in neu entstehenden digitalen Infrastrukturen. Sie
steuern damit die technologische Entwicklung, bestimmen, was sich durch-
setzt, und verhindern Entwicklungen, die nicht zu ihren Interessen passen.

Die Anbieter digitaler Infrastrukturen beherrschen auch die Entwick-
lung der neuesten Infrastruktur: Grofie Sprachmodelle als Kern generati-
ver Systeme Kiinstlicher Intelligenz. Sie verfiigen iiber die erforderlichen
finanziellen Ressourcen und enormen Rechenkapazititen sowie iiber die
notwendigen Cloud-Infrastrukturen. Durch die von ihnen betriebenen In-
frastrukturen konnen sie auf ungeheure Datenschitze zuriickgreifen, iber
die sie allein verfiigen, und sind damit hinsichtlich ihrer KI-Trainingsmog-
lichkeiten konkurrenzlos. Andere Entwickler sind gezwungen, auf ihren
KI-Infrastrukturen aufzusetzen und sich darauf zu beschrinken, diese auf

11

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Alexander RofSnagel, Michael Friedewald, Christian L. Geminn und Murat Karaboga

die spezifischen Bediirfnisse bestimmter Anwendungsbereiche wie etwa
Medizin, Verwaltung oder Wissenschaft anzupassen. Die Entwicklung zu

Kiinstlicher Intelligenz verstirkt daher ihre infrastrukturelle Macht zusitz-
lich.

2. Normativer Rahmen

Die Europiische Union hat neue Regelungen erlassen, um Gefahren durch
die globalen digitalen Infrastrukturen einzuschrianken und deren Macht zu
begrenzen. Vor allem das Gesetz tiber digitale Dienste, das Gesetz {iber
digitale Markte, die Verordnung iiber kiinstliche Intelligenz (KI-VO) und
die Datenschutz-Grundverordnung (DSGVO) enthalten Regelungen, um
die Freiheit des Individuums zu schiitzen, die Voraussetzungen eines funk-
tionierenden Marktes zu erhalten und demokratisch festgelegte Regeln des
Zusammenlebens durchzusetzen. Sie sollen unter anderem informationelle
Selbstbestimmung gewahrleisten, vor Diskriminierung schiitzen und men-
schenzentrierte Gestaltung in der Entwicklung von Kiinstlicher Intelligenz
erreichen. Aufsichtsbehorden sollen die Einhaltung dieser Ziele sicherstel-
len. Sie haben daher die Befugnis, bestimmte Verhaltensweisen anzuordnen
und Sanktionen in spiirbarer Hohe zu verhdngen.

Den Anbietern digitaler Infrastrukturen helfen jedoch spezifische
Schwachstellen der Unionsgesetze. So adressiert die DSGVO nur Verant-
wortliche und kniipft an den einzelnen Datenverarbeitungsvorgiangen an,
regelt aber nicht die freiheitsbeschrinkenden Wirkungen grofler digitaler
Infrastrukturen. Ebenso enthilt die KI-VO Gestaltungsanforderungen an
KI-Systeme und nimmt damit primar Kiinstliche Intelligenz in Form von
einzelnen Produkten in den Blick. Sie adressiert jedoch die infrastrukturel-
le Perspektive allenfalls indirekt, beispielsweise in Bezug auf Risikobewer-
tungen und Folgenabschitzungen. Ob die Regelungen der Européischen
Union insgesamt geniigen werden, um die verfolgten Ziele zu erreichen,
muss sich erst noch erweisen. Sie sind jedenfalls sinnvolle erste Schritte zur
Freiheitssicherung und Machtbegrenzung.

Die Anbieter digitaler Infrastrukturen agieren jedoch weltweit. Sie igno-
rieren daher vielfach die demokratisch getroffenen Entscheidungen zur re-
gionalen Regulierung von Infrastrukturen — auch in Europa oder Deutsch-
land. Sie legen ihrem Handeln eigene Regeln zugrunde, die den europa-
ischen oder nationalen Regelungen oft widersprechen. Sie wollen ihre
eigene globale Rechtsordnung - verkleidet als Vertragsbedingungen fiir die

12
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Nutzung ihrer Infrastrukturen — weltweit durchsetzen. Ihre infrastrukturel-
le Macht erschwert die Durchsetzung des normativen, freiheitssichernden
rechtlichen Rahmens in Europa erheblich.

Diese Hindernisse werden neuerdings noch dadurch verstirkt, dass die
Anbieter digitaler Infrastrukturen (wenn auch fragile) Symbiosen mit der
politischen Macht in den USA eingehen. Die amtierende US-Regierung be-
trachtet die Anwendung von geltendem Unionsrecht als gezielte Benachtei-
ligung von US-Anbietern und droht mit wirtschaftlichen Vergeltungsmaf3-
nahmen.

3. Folgen fiir Freiheit und Selbstbestimmung

Was kann Freiheit und Selbstbestimmung unter diesen neuen und sich
verandernden Bedingungen bedeuten? Jede Infrastruktur ist mit bestimm-
ten Technologien und Praktiken verbunden und durch ihre sozio-techni-
sche infrastrukturelle Form in besonderem Mafle handlungsnormierend.
Infrastrukturen eréfinen oder verschlieffen Handlungsméglichkeiten und
steuern Wissen, Werte und Ressourcen.

Eine wichtige Forschungsfrage fiir die Auswirkungen von digitalen In-
frastrukturen ist, wie sich die komplexen Interaktionen zwischen sozialen
Systemen und technischen Infrastrukturen entwickeln. Diese Interaktionen
sind entscheidend fiir die Gestaltung und Nutzung von Technologien, die
sowohl Chancen als auch Herausforderungen mit sich bringen. Wie aber
beeinflussen technologisch geprégte Praktiken unterschiedliche Werte, die
Vielfalt und Ambivalenz von Privatheitsanspriichen und die divergierende
individuelle Vulnerabilitat verschiedener Nutzergruppen?

Die Wirkung der Datenverarbeitung in digitalen Infrastrukturen hingt
auch davon ab, wie die betroffenen Personen die auf sie bezogenen Daten-
verarbeitungen fiir sich deuten und erklaren. Wann empfinden sie diese
Einfliisse fiir ihre Freiheit als positiv oder negativ? Je nach Erwartung und
Empfinden kdnnen die objektiven Wirkungen dateninvasiver Technologien
einen relativen Freiheitsgewinn oder eine schmerzende Freiheitsverletzung
bedeuten.

Um in digitalen Infrastrukturen Freiheit und Grundrechte ausiiben zu
kénnen, sind je nach Situation unterschiedliche individuelle und unterneh-
merische Kompetenzen und Motive sowie familidre, wirtschaftliche, aber
auch politisch-institutionelle und technische Verwirklichungsbedingungen

13

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Alexander RofSnagel, Michael Friedewald, Christian L. Geminn und Murat Karaboga

erforderlich. Eine wichtige Forschungsfrage ist daher, wie Selbstbestim-
mung und Handlungsféahigkeit von Individuen sichergestellt werden kann.

Fiir die Auswirkungen auf Freiheit sind auch die Strategien bedeutsam,
die betroffene Personen zum Schutz ihrer Selbstbestimmung in digitalen
Infrastrukturen verfolgen konnen. Entscheidend dafiir diirfte sein, wie Re-
gulierung, Technologie, Nutzererwartungen und Interaktivitdt aufeinander
abgestimmt sind. Nutzerzentrierte Datenschutzinitiativen konnen dabei
hilfreich und wirksam sein, indem sie virtuelle Beldstigungen verhindern
sowie die Transparenz von Datenverarbeitungsprozessen erhohen und
dadurch Entscheidungsspielrdume deutlich und nutzbar machen. Hierzu
erscheint es unerlésslich, die Auswirkungen der algorithmischen Informati-
onsverarbeitung und der damit verbundenen Datenschutzfragen zu verste-
hen.

4. Teilhabe an Infrastrukturen

Aufgrund der selbstverantworteten Abhédngigkeit wird die Nutzung der
digitalen Infrastrukturen zu den Bedingungen ihrer Anbieter von vielen
als Zwang erlebt. In solchen Situationen konnte die Teilhabefunktion der
Grundrechte an Bedeutung gewinnen. Grundrechte bieten nicht nur Ab-
wehrrechte gegen staatliche Einschrankungen der Freiheit oder Schutz der
Freiheit gegen Ubergriffe michtiger Privater, sondern fordern auch die
Teilhabe an den Voraussetzungen modernen Miteinanderlebens. Gerade
mit Blick auf die globalen digitalen Infrastrukturen ist zu diskutieren, ob
die Rechtsprechung des Bundesverfassungsgerichts zur Geltung der Grund-
rechte fiir iibliche Infrastrukturanbieter auch auf die Anbieter der globalen
digitalen Infrastrukturen anzuwenden ist.

Die Betreiber von digitalen Infrastrukturen nehmen Aufgaben der Da-
seinsvorsorge in der digitalen Gesellschaft wahr. Sie sind daher mit den Be-
treibern der Straflen, des Bahnverkehrs, des Briefverkehrs, der Wasserver-
und -entsorgung, der Abfallentsorgung oder der Energieversorgung in der
analogen Welt vergleichbar. Ohne ihre Leistungen wire das gesellschaftli-
che Zusammenleben in Frage gestellt und die Ausiibung von Grundrechten
gefdhrdet. Infrastrukturbetreiber haben daher, unabhéngig davon, ob sie
privatrechtlich oder o6ffentlich-rechtlich verfasst sind, eine gesteigerte ge-
sellschaftliche Verantwortung und unterliegen in besonderem Mafle staatli-
cher Aufsicht. Sie haben auch die Grundrechte der von ihnen Abhingigen
in besonderer Weise zu achten und zu schiitzen.
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Dies gilt in verstarkter Weise, wenn die Infrastrukturbetreiber durch au-
toritative Setzung eine eigene Rechtsordnung in Form von ,,Gemeinschafts-
regeln” erstellen, die staatlichen Rechtsregeln, die durch demokratische
Prozesse zustande kommen, Konkurrenz machen. Im Zweifelsfall miissen
das staatliche Recht und erst recht die Grundrechte der EU-Grundrech-
techarta und des Grundgesetzes diesen ,Gemeinschaftsregeln” vorgehen.
Soweit Grundrechte betroffen sind, muss die Ausgestaltung und der Betrieb
der Infrastrukturen stirker an diesen als an 6konomischen Konzernzielen
ausgerichtet sein.

Daher sind mit der Rechtsprechung des Bundesverfassungsgerichts die
offentliche Verantwortung von Infrastrukturbetreibern und ihre verstarkte
Grundrechtsbindung auch gegeniiber privaten Infrastrukturbetreibern zu
betonen. Auch wenn diese sich grundsitzlich auf Berufs- und Eigentums-
freiheit berufen kénnen, muss gelten: Je abhangiger die Gesellschaft von
ihren Infrastrukturleistungen ist und je tiefgreifender ihre Leistungserbrin-
gung die Verwirklichung von Grundrechten, insbesondere der informatio-
nellen Selbstbestimmung und der gesellschaftlichen Kommunikation, be-
einflusst, desto eher unterliegen sie einer bis hin zu staatsgleichen Grund-
rechtsbindung.

Fiir die Adressaten von Grundrechten gilt somit: Je grofer die gesell-
schaftliche Macht, desto stirker muss die Bindung an Grundrechte sein.
Fiir die Freiheit spielt es keine Rolle, wer sie gefdhrdet. Angesichts der zu-
nehmenden Machtkonzentration erwéchst fiir Demokratie und Rechtsstaat
daher im Schutz der Freiheit die wohl wichtigste Aufgabe der Zukunft.

5. Digitale Souverdnitdt

Aufgrund der hohen Abhéngigkeit von digitalen Infrastrukturen aus den
USA wird zunehmend die Forderung nach digitaler Souveranitidt Europas
erhoben. Eine hdufig angewandte Definition versteht unter digitaler Souve-
ranitat ,die Summe aller Fihigkeiten und Méglichkeiten von Individuen
und Institutionen, ihre Rollen in der digitalen Welt selbststdndig, selbstbe-
stimmt und sicher ausiiben zu kénnen“ Nicht nur eine konkurrenzfihige
und selbstbestimmte wirtschaftliche Entwicklung setzt mehr digitale Sou-
verdnitdt voraus. Vielmehr werden durch sie auch die Bedingungen, indi-
viduelle und kollektive Freiheit auszuiiben und europiische Werte in der
digitalen Welt durchsetzen zu kénnen, verbessert.
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Forschungsthemen betreffen die Frage, mit Hilfe welcher nationalen und
internationalen Mechanismen oder Rechtsinstrumente die Europiische
Union oder ihre Mitgliedstaaten versuchen sollten, das Angebot von digita-
len Infrastrukturen zu regulieren. Ansatzpunkte hierzu kénnten das Wett-
bewerbsrecht, das Datenschutzrecht, das Produktrecht, das Vergaberecht
oder der Grundrechtsschutz sein.

Fir das Cloud Computing sind offentliche Verwaltungen verpflichtet,
strategisch souverdne Clouds zu fordern und zu nutzen. Angesichts der
Ubermacht der zumeist nicht-europiischen Hyperscaler und der Abhiingig-
keit von ihnen wird Souverénitdt im Cloud Computing schon angenom-
men, wenn eine ausreichende Wechselmdglichkeit, Gestaltungsfahigkeit
und Einflussméglichkeiten auf die Cloudanbieter bestehen. Open Source
gilt als hilfreich, aber nicht als ausreichend.

Im Hinblick auf die Informationssuche konnte ein durch die Europdi-
sche Union geférderter offener Webindex als Basis fiir neue, unabhingige
Suchmaschinen dienen und Innovationen im Bereich der Kiinstlichen In-
telligenz fordern und so den monopolisierten Markt diversifizieren und
Pluralitit fordern. Ein solcher Index bringt nicht nur technische, sondern
auch rechtliche und gesellschaftliche Herausforderungen mit sich, deren
Beriicksichtigung fiir eine erfolgreiche Umsetzung entscheidend ist.

Eng mit der digitalen Souverdnitit gegeniiber Big Tech aus den USA
ist die geopolitische Position Europas zu sehen, die zwischen den kon-
kurrierenden US-amerikanischen und chinesischen Modellen digitaler
Governance verortet werden kann. Wihrend die USA einen Laissez-faire-
Ansatz verfolgen und China auf staatliche Kontrolle und Uberwachung
setzt, strebt die Européische Union einen eigenstindigen ,Dritten Weg“
mit einem umfassenden regulatorischen Rahmen an, der Menschenrechte,
Demokratie und Nachhaltigkeit betont. Durch die Umsetzung der DSGVO
und weiterer Digitalrechtsakte, die digitale Infrastrukturen betreffen, will
die Europdische Union globale Standards setzen und ihren Einfluss mittels
des ,,Briissel-Effekts ausweiten. Die entscheidende Frage hierfiir wird sein,
ob das europdische Modell als Referenz fiir digitale Souverdnitit in den
entscheidenden Schwellenldndern angesehen wird.

6. Gestaltung von digitalen Infrastrukturen

Der beste Schutz von Freiheit und Demokratie kann erreicht werden,
wenn es gelingt, digitale Infrastrukturen so zu entwickeln und zu gestalten,
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dass durch sie Freiheit und Selbstbestimmung gestdrkt und unerwiinsch-
te Entwicklungen vermieden werden. Hierfiir ist es notwendig, sich in-
terdisziplinar mit den Gestaltungsherausforderungen und -méglichkeiten
digitaler Infrastrukturen auseinanderzusetzten. Diskutiert werden miissen
technische, 6konomische, soziale, politische, rechtliche, kulturelle und péad-
agogische Ansitze, um den Schutz der Privatsphire und der informatio-
nellen Selbstbestimmung unter den Bedingungen digitaler Infrastrukturen
weiterzuentwickeln. Dabei sind normative, institutionelle und instrumen-
telle Konzepte eines freiheitsfordernden Datenumgangs im Kontext digita-
ler Infrastrukturen zu erdrtern. Welche Gestaltungsmdoglichkeiten bestehen
oder entwickelt werden konnen, ist die zentrale Frage der meisten Beitrage
dieses Bandes.

Zu untersuchen ist, welche relevanten technischen Funktionen addquate
Erginzungen zur DSGVO darstellen. So ist zum Beispiel zu fragen, inwie-
fern Privacy Enhancing Technologies (PETs) zum Instrument einer globa-
len Regulierung werden kénnen. Es wire hilfreich, wenn Wege gefunden
werden konnten, wie sie einsetzbar sind, um Selbstbestimmung gegeniiber
digitalen Infrastrukturen zu sichern. Hierfiir wire erforderlich, geeignet die
Voraussetzungen und Rahmenbedingungen fiir ihre Umsetzung zu finden.

In der Realitdt werden digitale Infrastrukturen nicht nach grundrecht-
lichen Erwégungen gestaltet. Vielmehr werden sie nach technischen An-
forderungen konstruiert oder entsprechend 6konomischen Zielsetzungen
entwickelt. Sicherheits- oder Datenschutzaspekte werden erfahrungsgemafs
nachtriglich und nachrangig beriicksichtigt. Ein spiteres Aufsatteln oder
Nachriisten von Eigenschaften oder Funktionen, die Sicherheit und Daten-
schutz befordern, ist jedoch nicht immer einfach und jedenfalls schwieriger
und teurer, als wenn sie von Anfang an beriicksichtigt werden, manchmal
ist es sogar unmoglich. Wichtig sind daher Untersuchungen, wie der Pro-
zess der Entwicklung von digitalen Infrastrukturen so verandert werden
kann, dass diese Aspekte von Anfang an in die Gestaltung einfliefien.

7. Transformation der rechtlichen Infrastruktur

Auch der rechtliche Rahmen als Steuerungs- und Gestaltungsmittel fiir
Infrastrukturen ist selbst Teil einer normativen Infrastruktur. Sie wird nicht
nur durch Gesetzgebung, Rechtsprechung und Aufsichtsbehorden gezielt

weiterentwickelt, sondern verandert sich auch durch die milliardenfachen
alltaglichen gesellschaftlichen Praktiken, die sich in der Nutzung digitaler
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Infrastrukturen ungezielt ausbilden. Abstrakte Rechtsregeln, die auf prakti-
sche Fille angewendet werden miissen, nehmen in ihrer Konkretisierung
auf den praktischen Fall dessen Eigenschaften und Umstdnde in den Ent-
scheidungssatz mit auf. Dadurch dndert sich allméhlich die Bedeutung
eines Rechtssatzes iiber die Zeit mit der Verdnderung der gesellschaftlichen
Praxis.

Dies ist zum Beispiel deutlich nachzuvollziehen in der normativen Ver-
anderung des Verhiltnisses von Sicherheit und Freiheit. Die zunehmende
Abhingigkeit von digitalen Infrastrukturen und die steigende Wahrschein-
lichkeit von Ausfillen, Anschligen und Manipulationen sowie das wach-
sende Schadenspotenzial lassen auch Vorsorge gegen und Bekdmpfung von
Risiken dringender erscheinen. Solche Entwicklungen verschieben allmah-
lich die Balance zwischen der Nutzung von Technologie zur Forderung
individueller Freiheiten und dem Schutz vor Missbrauch und Verletzungen
der Privatsphire.

Sollen solche — oft unbemerkten und ungezielten — Veranderungen des
rechtlichen Rahmens vermieden werden, erfordert dies immer wieder eine
gezielte und bewusste Transformation der rechtlichen Infrastruktur. Diese
kann nicht darin bestehen, einen relevanten Wert zu ignorieren, sondern
erfordert eine rechtliche Gestaltung des technischen Entwicklungsprozes-
ses. Zu untersuchen ist, wie effektive Regulierung gestaltet werden kann,
um sowohl die Sicherheit als auch die Selbstbestimmung der Nutzer zu
starken und die gesellschaftlichen und rechtlichen Rahmenbedingungen zu
verbessern. Dies gelingt nur, wenn Recht auch die Umstdnde der riskanten
gesellschaftlichen Entwicklung in den Blick nimmt. Erforderlich ist daher,
die Design- und Entwicklungsprozesse der digitalen Infrastrukturen in den
Blick zu nehmen und von Anfang an freiheitsvertrigliche und demokratie-
fordernde Gestaltung einzufordern und durch Prozessgestaltung zu ermdg-
lichen und sicherzustellen.
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Der geopolitische Kampf um digitale Souverénitit: Zur Digital-
Governance der EU in der Rivalitdt zwischen den USA und
China und der Wirkung des ,,Briissel-Effekts” im Globalen Siiden

Ingrid Schneider

Zusammenfassung

Dieser Beitrag analysiert die europiische Digitalpolitik im Kontext geopolitischer Spannungen,
wobei der Fokus auf der Position Europas zwischen den konkurrierenden US-amerikanischen
und chinesischen Modellen digitaler Governance liegt. Wahrend die USA einen Laissez-faire-An-
satz verfolgen und China auf staatliche Kontrolle und Uberwachung setzt, strebt die Europdische
Union einen eigenstdndigen ,Dritten Weg“ mit einem umfassenden regulatorischen Rahmen an,
der Menschenrechte, Demokratie und Nachhaltigkeit betont. Durch die Umsetzung der Daten-
schutz-Grundverordnung (DSGVO) und weiterer Gesetzgebungen will die EU zugleich globale
Standards setzen und ihren Einfluss mittels des ,,Briissel-Effekts“ ausweiten. Die empirische Studie
basiert auf einer vergleichenden Analyse und Feldforschung in den Schwellenlindern Mexiko,
Brasilien, Indien und Siidafrika, in denen die Wirksamkeit européischer Digitalregulierung und
des Briissel-Effekts im Datenschutz untersucht werden. Die Ergebnisse zeigen, dass Europas regu-
latorischer Ansatz in Schwellenldndern durchaus ein Leitbild bietet und positive Impulse setzen
kann, gleichzeitig aber Herausforderungen bei der Durchsetzung der Gesetze bestehen. Die Arbeit
beleuchtet, ob das europdische Modell als Referenz fiir digitale Souveranitét in einer multipolaren
Welt fungieren kann und zeigt andere Einflussfaktoren auf.

1. Einleitung

Digitalpolitik wird seit einigen Jahren zunehmend unter geopolitischen
Vorzeichen betrachtet. Spétestens die zweite Amtszeit von Préasident Donald
Trump in den Vereinigten Staaten hat Europa die grofle Abhéngigkeit
von digitalen US-Plattform-Unternehmen vor Augen gefiihrt und den Ruf
nach technologischer Souverdnitat weiter gestarkt. Das digitale Zeitalter hat
konkurrierende Leitbilder digitaler Governance hervorgebracht, wobei die
USA und China als zentrale Akteure jeweils grundlegend unterschiedliche
Prinzipien und Praktiken vertreten. Wahrend diese beiden digitalen Super-
michte um technologische Dominanz und wirtschaftliche Einflussspharen
ringen, positioniert sich die Européische Union (EU) als Akteur mit einem
eigenstindigen normativen Ordnungsrahmen. Dieser Beitrag untersucht
insbesondere am Beispiel des Datenschutzes den Anspruch der EU, als
regulatorische Supermacht aufzutreten und fiir digitale Governance auf
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der Basis von Menschenrechten, demokratischen Werten und ethischen
Prinzipien ein globales Referenzmodell zu bilden.

Die Konfrontation zwischen dem US-amerikanischen und dem chinesi-
schen Modell digitaler Governance stellt fiir die EU die Frage nach ihrem
eigenen Weg. Die USA beflirworten traditionell einen Laissez-faire-Ansatz,
bei dem Innovation und Marktfreiheit im Vordergrund stehen, wihrend
China ein staatlich kontrolliertes System mit ausgeprigten Uberwachungs-
mechanismen vertritt. Vor diesem Hintergrund bemiiht sich die EU, einen
»Dritten Weg“ der digitalen Governance zu etablieren, der sich durch
einen robusten Regulierungsrahmen wie die Datenschutz-Grundverord-
nung (DSGVO), den Digital Markets Act (DMA), den Digital Services Act
(DSA), den Data Governance Act (DGA), den Data Act sowie den AI Act
auszeichnet. Diese Regulierungsmafinahmen zielen darauf ab, internatio-
nale Konkurrenzfihigkeit und Wirtschaftswachstum im EU-Binnenmarkt
zu stdrken, technologische Innovation zu gestalten, und gleichzeitig Men-
schenrechte, Rechtsstaatlichkeit und Demokratie zu gewahrleisten sowie
Nachhaltigkeit zu fordern. Sie wollen auch den Einfluss der EU iiber ihre
Grenzen hinaus ausweiten und den sogenannten ,Briissel-Effekt* (siehe
unten) zur Geltung bringen, mittels dessen die EU weltweit hohe regulative
Standards prigen will.

Dieser Aufsatz verfolgt die Forschungsfrage, welche unterschiedlichen
Governance-Modelle sich in den untersuchten Staaten entwickelt haben
und ob das Streben Europas nach digitaler Souverinitit und die EU-Di-
gitalregulierung in Schwellenlandern als Referenzmodell wahrgenommen
wird. Zundchst wird untersucht, welche digitalen Governance-Modelle
USA und China verfolgen und wie das europdische Modell sich davon
unterscheidet, und sodann, welche globale Wirkung dieses entfaltet. Aus-
gehend von Anu Bradfords These des ,Briissel-Effekts“ (Bradford 2019)
wird der Einfluss der EU-Regulierung auf Drittstaaten analysiert. Die ent-
sprechende Fallstudie zum Datenschutz untersucht die Gesetzgebung und
Durchsetzung von Datenschutz in vier Schwellenldndern und bewertet, ob
und wie diese effektiv umgesetzt werden. Der Blick auf Schwellenlander
erscheint besonders notwendig, da diese zu den Landern mit den hochs-
ten Internet-Nutzerzahlen gehoren. Zudem spielen diese Lander in einer
zunehmend multipolaren Welt eine wichtige Rolle bei der Gestaltung der
internationalen Digital-Governance.

Methodisch stiitzt sich die Studie auf einen vergleichenden Ansatz und
basiert auf insgesamt 12 Monaten empirischer Feldforschung, die zwischen
2020 und 2025 in Mexiko, Brasilien, Indien und Siidafrika durchgefiihrt
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wurde. Die Feldforschung wurde durch jeweils dreimonatige Entsendun-
gen im Rahmen eines EU-Projekts mit dem Titel "Promoting Research
on Digitalisation in Emerging Powers and Europe Towards Sustainable
Development" (PRODIGEES) ermdglicht. Die Methodik umfasste in erster
Linie leitfadengestiitzte qualitative Interviews mit 120 verschiedenen Akteu-
ren. Dazu gehorten Experteninterviews mit staatlichen und akademischen
Fachleuten, Vertreter:innen von Think Tanks, Branchenexperten und Digi-
talrechtsorganisationen sowie teilnehmende Beobachtung bei Veranstaltun-
gen und eingehende Literatur- und Dokumentenrecherchen. Das Material
wurde codiert und mit Methoden der qualitativen Inhaltsanalyse (Mayring
2022) ausgewertet.

2. Regimes digitaler Governance

Der Begrift der digitalen Governance-Regimes (vgl. Jia/Chen 2022; Staab
2024) umfasst die Gesamtheit der politischen Strategien, rechtlichen Re-
gelungen und gestalterischen Rahmenbedingungen, die das Management
und den Betrieb digitaler Technologien sowie des Internets bestimmen.
Diese Governance-Regimes prigen eine Vielzahl von Themen, angefangen
bei Datenschutz und Cybersicherheit bis hin zu Innovation, Wettbewerb
und Marktzugang. Die geopolitische Bedeutung der digitalen Governance
wird in den unterschiedlichen Ansétzen deutlich, die von den michtigen
globalen Akteuren wie den USA, China und der EU verfolgt werden. Dabei
operieren diese Akteure unter jeweils eigenen regulatorischen Modellen,
die von spezifischen Motivationen und Herausforderungen gepragt sind. In
jungerer Zeit werden diese Mafinahmen besonders stark hinsichtlich ihrer
geopolitischen Implikationen diskutiert.

Die Vereinigten Staaten und China haben sich zu den wichtigsten Ri-
valen auf der globalen Biithne entwickelt, die beide nach einer technologi-
schen Fithrungsrolle streben, welche letztlich die globalen Machtverhaltnis-
se neu definieren wird. In Tabelle 1 sind die wesentlichen Unterschiede
zwischen diesen beiden digitalen Governance-Regimes vergleichend darge-
stellt. Sie werden im Folgenden weiter ausgefiihrt.
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Tabelle 1: Vergleich der Digital-Governance-Modelle zwischen den USA und

China

USA

China

Regulatorischer Ansatz

Minimale Regulierung: Zur Forde-
rung des Wachstums der Technolo-
giebranche verfolgt der Staat einen
zuriickhaltenden Ansatz mit geringer
staatlicher Einmischung.

Staatlich kontrollierte Regulierung:
Die Regierung iibt eine umfassende
Aufsicht aus, um die Ausrichtung auf
nationale Priorititen sicherzustellen.

Innovationsfokus

Starke Betonung des Aufrechterhal-
tens von Technologie-Fiihrerschaft
durch die Priorisierung von Innova-
tion gegeniiber Regulierung.

Technologie wird als Instrument des
wirtschaftlichen Wachstums einge-
setzt; die staatliche Aufsicht gewéhr-
leistet jedoch die Einhaltung geplan-
ter politischer Vorgaben.

Marktdynamik

Setzt auf Marktkrifte zur Korrektur
von Ungleichgewichten und verzich-
tet auf starke Regulierung, sofern
nicht als unbedingt notwendig er-
achtet.

Die staatliche Intervention spielt eine
zentrale Rolle in der Steuerung des
Marktes und stellt sicher, dass Tech-
nologieunternehmen mit staatlichen
Vorgaben konform gehen.

Wirtschaftliche Ent-
wicklung

Marktorientierter Ansatz zur wirt-
schaftlichen Entwicklung; disruptive
Technologieunternehmen sind fiih-
rend bei Innovation und Expansion.

Ein durch die Regierung gelenk-
ter Technologiesektor unterstiitzt na-
tionale Wirtschaftsstrategien und
Wachstumsplane.

Soziale
Kontrolle

Begrenzte direkte staatliche Kontrol-
le tber digitale Plattformen, aller-
dings teilweise Bedenken beziiglich
Desinformation und Kinderschutz.
Neuerdings Propagieren von ,free-
dom of speech” fiir rechtspopulisti-
sche Sprechakte.

Technologie dient als Mittel zur so-
zialen und politischen Kontrolle und
festigt digitalen Autoritarismus mit-
tels Uberwachung sowie staatlicher
Zensur und Propaganda.

Daten-Governance

Dezentral ~ organisierte ~ Daten-
Governance mit einer zentralen Rol-
le privater Unternehmen; Regularien
wie die DSGVO fehlen weitgehend.

Umfangreiche Erfassung und staatli-
che Kontrolle der Daten von Biir-
ger:innen zur Gewihrleistung von
Sicherheit und Stabilitat.

Globaler Einfluss

Strebt globale Technologiedominanz
primar durch privatwirtschaftliche
Akteure wie Google, Apple, Meta,
Amazon, Microsoft und Open Al an,
staatlich unterstiitzt. Die Einfluss-
nahme von groflen Plattformen auf
Handelspolitik und internationales
Regierungshandeln ist gewachsen.

China propagiert sein Modell digita-
ler Steuerung weltweit, unter ande-
rem durch Infrastruktur-Initiativen
wie die ,Digitale Seidenstrafle, Set-
zung von Standards in internationa-
len Organisationen, eigene Internet-
Foren und exportiert den Ansatz von
Cyber-Souverinitit und Datenloka-
lisierung in Partnerlinder. Chinesi-
sche Unternehmen wie Tiktok, Hua-
wei, Alibaba, Tencent, Baidu, Temu
und Shein expandieren weltweit.
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2.1 Das US-Modell digitaler Governance

Der Ansatz der USA zur digitalen Governance hat traditionell Marktfreiheit
und Innovation in den Vordergrund geriickt. Der regulatorische Rahmen
ist vergleichsweise gering, wodurch Technologieunternehmen erhebliche
Freirdume zum Wachstum erhalten. Zu den zentralen Komponenten die-
ses Okosystems zihlen die staatliche Férderung entscheidender Innovatio-
nen (Mazzucato 2013), der Zugang zu hohen Risikokapital-Investitionen,
das ingenieurwissenschaftliche Fachwissen und die Wissensressourcen der
Universititen sowie ein ausgepragter Techno-Optimismus, der mit der
Vorstellung einhergeht, dass ein ,freies Internet” Freiheit und Demokratie
fordert. All dies begiinstigt rasches technologisches Fortschreiten und ver-
schafft Start-ups eine schnelle Umsetzung in marktfdhige Produkte und
Dienstleistungen.

Die USA prégen die internationale Digitalpolitik in erster Linie durch
ihre dominanten GAFAM-Plattformen - Google/Alphabet, Apple, Face-
book/Meta, Amazon und Microsoft. Sie haben bisher einem libertdren Mo-
dell den Vorzug gegeben, das marktwirtschaftliche Prinzipien priorisiert.
Trotz wachsender 6ffentlicher Forderungen nach einer stirkeren Regulie-
rung der Tech-Industrie angesichts von Datenschutzverstofien und schad-
lichen Online-Inhalten wurden regulatorische Interventionen durch inten-
sives Lobbying der Unternehmen weitgehend ausgebremst. Es erscheint
derzeit hochst unwahrscheinlich, dass ein bundesweites Datenschutzgesetz
oder umfassende Reformen von Section 230 des Communications Decency
Act von 1996 - der Online-Plattformen Haftungsimmunitét fiir gepostete
Inhalte gewdhrt — verabschiedet wird (Cohen 2019). Die Vereinigten Staa-
ten setzen weiterhin auf die Maximierung ihres technologischen Potenzials,
insbesondere um ihre Wettbewerbsfihigkeit gegeniiber China zu wahren.
Nationale Sicherheitsinteressen ermdglichen es der Regierung allerdings,
auf Daten von Internetplattformen zuzugreifen (Bradford 2023).

Unter der Regierung von Prasident Biden zeigten sich jedoch spiirba-
re Verschiebungen hin zu stérkerer staatlicher und gerichtlicher Aufsicht,
wie die Durchsetzung von Kartellrecht durch die Federal Trade Commis-
sion und das Justizministerium sowie Bidens Executive Order zur Kiinst-
lichen Intelligenz demonstrierten (Biden 2023). Ein grofler Teil dieser
Mafinahmen wurde bereits in den ersten Wochen der zweiten Amtszeit
von Prasident Trump per Dekret ausgesetzt und eine Abkehr von einer
Regulierung der Tech-Konzerne vollzogen. Wie sich bereits bei Trumps
Inaugurationsfeier zeigte, betonen die Eigentiimer bzw. Geschiftsfiihrer

23

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Ingrid Schneider

der grofiten digitalen Plattform-Unternehmen eine grofie Nahe zur US-Re-
gierung. Beispielsweise haben Meta und X Anfang Januar 2025 ihre Ko-
operation mit Fact-Checkern in den USA aufgekiindigt und wollen diese
durch sogenannte Community-Notes ersetzen. Inzwischen wird gegeniiber
Drittstaaten eine Verkniipfung von Digitalregulierung mit der Handelspoli-
tik und Zoéllen vollzogen, insofern als etwa der EU angedroht wird, eine
scharfe Durchsetzung von DSA und DMA wiirde als ,,Erpressung” bewertet
und hohe Bufigelder wiirden mit Zollerhdhungen ,vergolten® (The White
House 2025; Glenny/Muggah 2025; AP 2025). Die EU behilt sich bisher
vor, ,alle Karten auszuspielen” und die Tech-Unternehmen weiterhin strikt
zu regulieren (Reid 2025).

Unter Président Biden kam es zu verstdrkten staatlichen Subventionen
und industriepolitischen Mafinahmen, wie etwa durch den CHIPS Act
zur Forderung der inlandischen Halbleiterproduktion und Forschung so-
wie durch den Inflation Reduction Act. Mit solchen Initiativen hat die
US-Technologiepolitik einen signifikanten Paradigmenwechsel vom tradi-
tionellen Laissez-faire-Herangehen hin zu einer stirkeren Forderung na-
tionaler Wettbewerbsfahigkeit und Sicherheit vollzogen (Bradford 2023a).
Unter Trump scheint sich das Zusammenspiel von staatlicher Politik und
privatwirtschaftlichem Handeln noch zu verstirken, etwa bei der Ankiin-
digung einer neuen KI-Infrastruktur namens ,Stargate, wofir in den
kommenden vier Jahren 500 Milliarden Dollar investiert werden sollen
(Open.AlI 2025) oder bei der Forderung von Elon Musks Satellitenprojekt
Starlink in afrikanischen Landern (Rudl 2025), was die zukiinftige weltwei-
te Gestaltung technologischer Entwicklungen prégen wird. Von libertdren
technologiepolitischen Vordenkern wie Peter Thiel und anderen werden
Freiheit und Demokratie sogar zunehmend als Gegensatz konzipiert. Ima-
giniert werden dahingehend eine weitgehende Reduktion des Staates und
sogar ein Verzicht auf demokratische Wahlen zugunsten einer Art von
technologiegefiihrten Fiirstentiimern (vgl. Golumbia 2024).

2.2 Das chinesische Modell digitaler Governance

Im Gegensatz zu den USA ist das chinesische Modell der digitalen
Governance staatlich und top-down geprégt, Technologie wird genutzt
fir wirtschaftliches Wachstum, soziale Kontrolle, Stabilitdt und Wahrung

der Autoritdt der Kommunistischen Partei Chinas (KPCh). Die Regierung
fordert die Wirtschaft durch Subventionen, Steuervergiinstigungen und
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Schutz vor auslandischer Konkurrenz. Ziel ist technologische Autarkie, et-
wa bei KI und Hochtechnologie, unterstiitzt durch Programme wie ,Made
in China 2025 (Holzmann/ Zenglein 2019). Das Internet ist durch die
Grofle Firewall abgeschirmt, was dominante nationale Plattformen wie Bai-
du, Alibaba und Tencent begiinstigt. Die Regierung schafft durch Gesetze
wie Cybersecurity und Data Security Law ein strenges Regelwerk, das Kon-
trolle, Uberwachung und Zensur ermdglicht. Diese Mafinahmen dienen
dem Schutz der Industrie, der Stabilitit und der Wahrung der Autoritat
der KPCh. Unter dem Motto ,Gemeinsamer Wohlstand“ verfolgt China
eine inklusive Wachstumsstrategie, wobei der Nutzen fiir Biirger:innen mit
strenger Internetkontrolle und Sanktionen bei Dissens einhergeht (Lilkov
2020).

Wihrend technologische Entwicklungen mit 6konomischer Stofirich-
tung staatlich geférdert werden, unterbindet der Staat gleichzeitig gezielt
das Entstehen privatwirtschaftlicher Akteure, die seine Autoritdt gefahrden
kénnten. Einige Eingriffe in jiingerer Zeit — wie das Vorgehen gegen Jack
Ma’s Ant Group (2020), die Milliardenstrafe gegen Alibaba (2021) und das
Verhindern einer von Tencent unterstiitzten Fusion - spiegeln eine Neube-
wertung des staatlichen Umgangs mit dem Privatsektor wider (Bradford
2023a, S. 94fF).

Das chinesische Modell baut flichendeckend digitale Technologien wie
Gesichtserkennung, Big Data und KI zur Uberwachung und sozialen
Steuerung aus, um Loyalitdt und gesellschaftlichen Konformismus zu for-
dern (Lilkov 2020). Chinas Konzept der ,Cyber-Souverédnitit® umfasst
territoriale Datenlokalisierung, bei der alle Daten in China gespeichert
und staatlicher Zugrift gesetzlich méglich sind. China propagiert dieses
Modell international, insbesondere im Globalen Stiden, um geopolitischen
Einfluss zu gewinnen (Fischer 2022). Insgesamt steht das chinesische Mo-
dell fiir eine autoritdre Ausrichtung. Der chinesische Technologiesektor
profitiert aber auch von marktgetriebener Innovation und Wagniskapital.
Dies verdeutlicht, dass politische Freiheit kein notwendiges Erfordernis
fiir technologischen Fortschritt und damit einhergehender wirtschaftlicher
Prosperitat ist — was verbreitete westliche Annahmen zunehmend heraus-
fordert.

Extern stdrkt China seinen Einfluss durch den Export digitaler Infra-
struktur im Rahmen der ,Digitalen Seidenstrafie, etwa 5G-Technologien
durch Huawei, Netzwerklosungen von ZTE sowie Smart-City-Projekte.
Dieser Infrastruktur-Export gilt als kostengiinstiger Weg zur Entwicklung,
birgt aber hohe Schulden- und Abhingigkeitsrisiken, oft durch Kredite,
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die mit Rohstoffen gesichert sind. China starkt zudem seinen Einfluss in
internationalen Standardorganisationen der digitalen Governance, wie der
International Telecommunication Union (ITU) und der International Or-
ganization for Standardization (ISO) sowie bei Online-Zahlungssystemen
zur Forderung des Yuan. Das zeigt sich in digitalpolitischen Gremien wie
der UN-Open Ended Working Group, dem seit 2014 abgehaltenen Wuzhen
Summit und der 2020 gestarteten ,Global Data Security Initiative“ (Erie/
Streinz 2021; Recorded Future 2021). Zudem verzeichnet China eine wach-
sende Prisenz von Plattformen wie TikTok, Alibaba, Tencent, Temu und
Shein auf globalen Markten.

Zusammenfassend verbindet Chinas Ansatz zur digitalen Governance
Elemente von digitalem Autoritarismus mit selektiver Adaption regulatori-
scher Praktiken, die durchaus an die EU angelehnt sind. Ziel ist technolo-
gische Uberlegenheit, wirtschaftliche Entwicklung und politische Kontrol-
le. Es gibt Datenschutz- und Wettbewerbsregeln, die grofie chinesische
Tech-Unternehmen einschranken, dhnlich wie in der EU (Bradford 2023a).
Gleichzeitig nutzt China Technologie systematisch fiir Zensur und Uber-
wachung, um Stabilitdt zu sichern. Ob dieses Modell langfristig nachhal-
tig ist, ist unklar, da wirtschaftliche Risiken wie Immobilienblasen und
Jugendarbeitslosigkeit bestehen, und fraglich ist, ob die Bevolkerung mittels
bequemer digitaler Dienste und Wachstum dauerhaft loyal bleibt.

2.3 Die sich zuspitzende Rivalitat zwischen den USA und China

Das globale Feld digitaler Governance ist zunehmend geprigt von Span-
nungen, die Innovationspfade, Regulierungen und internationale Beziehun-
gen beeinflussen. Die digitale Rivalitit zwischen den USA und China hat
insbesondere durch KI, Konkurrenz um strategische Rohstofte wie selte-
ne Erden, Hochleistungs-Chips und Datenzentren sowie handelspolitische
Spannungen in den letzten Jahren stark zugenommen. Beide Staaten liegen
bei der Wertschdpfung aus der Datenwirtschaft an der Weltspitze: Sie be-
herbergen den Grofiteil der globalen Hyperscale-Rechenzentren, verfiigen
tiber die schnellsten Internetverbindungen, generieren tiber 94 % der Inves-
titionen in KI-Start-ups und vereinen etwa 90 % der Borsenkapitalisierung
der zehn grofiten Digitalunternehmen auf sich (UNCTAD 2021). Zugleich
entstehen dadurch neue Disparititen und Innovationsgefille, da physische
Faktoren wie Wasser und Energieversorgung, lokales Fachpersonal und
der Zugang zu spezialisierten Chips zu entscheidenden Voraussetzungen
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der KI-Okonomie werden (UNCTAD 2024). Drei Unternehmen - Amazon
Web Services, Microsoft Azure und Google Cloud - bieten mehr als 65
Prozent der weltweiten Cloud-Dienste an, ein Markt, der 2024 auf iiber 750
Milliarden US-Dollar geschitzt wurde. 90 Prozent der européischen Cloud-
Infrastruktur wird von US-Unternehmen kontrolliert. Die USA dominieren
auch die Dateninfrastruktur; ihre mehr als 5.400 Rechenzentren tibertref-
fen die von Deutschland (529) und GrofSbritannien (523) ums Zehnfache.
Schitzungsweise 70 Prozent des weltweiten Internetverkehrs flieflen iiber
Server in den USA (Glenny/ Muggah 2025).

In diesem sich verandernden globalen Kontext stellt sich die Frage, ob
Europa und der Globale Siiden zwischen diese geopolitischen Fronten ge-
raten sind und sich fiir eines der beiden konkurrierenden Modelle im inter-
nationalen digitalen Wettbewerb entscheiden miissen — oder ob sie, wie et-
wa von der EU proklamiert, einen eigenen Ansatz zur Digital-Governance
und digitalen Souverdnitit als ,Dritten Weg*“ etablieren konnen.

Angesichts der enormen Marktmacht grofler Plattformen ergibt sich
zudem die Frage, wer tatsdchlich die Regeln setzt und wer sich diesen
zu unterwerfen hat: Sind grofle Digitalplattformen eigentlich ,Rule-Taker®
oder ,Rule-Maker“? Haben sie mittlerweile gar mehr Einfluss auf digitale
Geschiftsmodelle, Wertschopfungsketten und das individuelle wie kollekti-
ve Verhalten als Nationalstaaten? In der Praxis fungieren diese Plattformen
selbst als regulatorische Akteure — sie beeinflussen iiber ihre Geschaftsmo-
delle, technologischen Designs, Algorithmen und die Steuerung dessen,
welche Inhalte in Suchmaschinen und sozialen Netzwerken prominent
sichtbar sind, mafigeblich das digitale Nutzungsverhalten. In den USA wird
dieser Sachverhalt beispielsweise mithilfe der Begriffe ,Private Ordering®
oder ,Code is Law® (Lessig) diskutiert (vgl. Cohen 2019), wéihrend im
Globalen Stiden zuweilen von ,digitalem Kolonialismus® gesprochen wird
(Belli/Zingales 2017; Dachwitz/Hilbig 2025). Nichtsdestotrotz steht auch
die Riickkehr staatlicher Steuerungsanspriiche — insbesondere in der For-
derung nach technologischer Souverdnitat und dem Streben nach strategi-
scher Autonomie — zunehmend zur Debatte (CERRE 2024; FES 2024).

3. Das Regulierungsmodell der Europdischen Union fiir digitale Governance
3.1 Zentrale Regulierungsinitiativen der Européischen Union

Die EU strebt danach, sich als ambitionierte regulatorische Supermacht
zu positionieren und damit einen eigenstindigen ,Dritten Weg“ zu etablie-
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ren, der sie sowohl von den Modellen der Vereinigten Staaten als auch
Chinas abgrenzt (Hobbs 2020). Innerhalb der EU mehren sich allerdings
Stimmen, die unter dem Motto von ,Vereinfachung®, Entbiirokratisierung
und ,Innovationsoffensive“ eine Abkehr von dieser Strategie fordern (Eu-
ropean Commission 2024; vgl. Csernatoni 2025; von Thun et al. 2025;
Schneider 2025). In diesem Spannungsfeld versucht die EU, sich als inter-
nationales Referenzmodell fiir andere Staaten darzustellen. In den vergan-
genen Legislaturperioden hat die EU eine Reihe umfassender gesetzlicher
Regelwerke verabschiedet (zum Uberblick siehe Bruegel 2024). Die Daten-
schutz-Grundverordnung (DSGVO), die 2018 in Kraft trat, hat strenge
Maf3stdbe fiir den Datenschutz in der EU gesetzt und sieht bei Verstéfien
empfindliche Bufigelder vor. Der Digital Markets Act (DMA) zielt darauf
ab, fairen Wettbewerb zu gewidhrleisten, indem er wettbewerbswidrige
Praktiken grofer Gatekeeper-Plattformen einschrinkt. Der Digital Services
Act (DSA) fokussiert auf sehr grofie Online-Plattformen und Suchmaschi-
nen und fordert Transparenz und Sicherheit der Nutzer:innen. Der Data
Governance Act (DGA) sowie der Data Act sollen durch mehr Datenzu-
gang die europdische Datendkonomie fiir kleinere und mittlere Unterneh-
men erschlieflen. Die KI-Verordnung schliefllich definiert Standards fiir
Kiinstliche Intelligenz, kategorisiert vier Risikostufen und legt insbesondere
tiir Hochrisikosysteme spezifische Auflagen fest.

Zusammengenommen bilden diese Regulierungen ein robustes Rahmen-
werk der digitalen Governance, das die EU als Vorreiterin bei Datenschutz,
fairem Marktzugang und nachhaltiger Innovation positioniert (CAIDP
2025; UNCTAD 2021 und 2024). Ziel ist ein level playing field, das Wachs-
tum, Wettbewerb und Innovation sowohl im EU-Binnenmarkt als auch
global fordert. Gleichzeitig stehen die Mitgliedstaaten vor der Herausforde-
rung, technologische Entwicklung zu unterstiitzen und zugleich die Grund-
rechte der Biirger gegeniiber staatlichen Sicherheitsinteressen und ausldndi-
scher Einflussnahme zu schiitzen.

Mit ihrer Strategie ,Weg in die Digitale Dekade® hat die Europiische
Union ehrgeizige Ziele fiir die digitale Transformation bis 2030 definiert
(European Council 2022a und 2024). Der ,,Digital Compass“ legt die Vision
und Zielvorgaben fiir die Digitalisierung der EU fest (European Commissi-
on 2021), wihrend das entsprechende internationale Politikprogramm das
Rahmenwerk fiir ihre Umsetzung bereitstellt (European Council 2022b).
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3.2. Der ,Briissel-Effekt”: Konzept und Implikationen

Der Begriff ,Briissel-Effekt, wie ihn Anu Bradford (2019) geprégt hat,
bezieht sich auf die weitreichenden extraterritorialen Wirkungen der regu-
latorischen Mafinahmen der Européischen Union. Er umfasst zwei zentrale
Prozesse: Erstens neigen globale digitale Plattformen und Unternehmen
dazu, die hohen regulatorischen EU-Standards auch auflerhalb Europas
freiwillig zu tbernehmen. Dies liegt daran, dass es fiir diese Akteure
unpraktisch und zu aufwendig wire, ihre digitalen Architekturen und
Systemdesigns jeweils genau den unterschiedlichen nationalen Regularien
anzupassen. Zweitens fungieren die EU-Regelungen zunehmend als Refe-
renzmodelle fiir die Gesetzgebung in anderen Landern, die ihre eigenen
Rechtsrahmen an die EU-Standards angleichen, um Zugang zu wichtigen
Markten zu erhalten oder internationale Kooperationen zu erleichtern.

Der Briissel-Effekt stellt daher Bradford zufolge eine Form der unilatera-
len, globalen Regulierung dar, bei der die Rechtsnormen der EU primar
durch Marktmechanismen nach auflen hin durchgesetzt werden. Dies sei
auf mehrere Faktoren zuriickzufithren: Die Gréle des EU-Binnenmarktes
mit seinen 450 Millionen Konsument:innen ermdglicht es, Einfluss auf
auslandische Akteure auszuiiben; die betrachtlichen regulatorischen Kapa-
zititen der EU erlauben eine wirksame Durchsetzung; EU-Vorschriften
konnen den Zugang zu samtlichen Mérkten erleichtern; durch ihre Rele-
vanz im globalen Verbrauchermarkt werden einheitliche Produktstandards
bei multinationalen Unternehmen geférdert und regulatorische Kosten mi-
nimiert. Zusammengenommen fiihrt dies zu dem, was Bradford als ,,de-fac-
to-Briissel-Effekt” bezeichnet, bei dem es primér die Unternehmen selbst
sind, die die hohen EU-Standards nicht nur innerhalb der EU, sondern
weltweit implementieren (Bradford 2019, S. 83-84.).

Daneben gibt es den ,de jure-Briissel-Effekt®, bei dem Nicht-EU-Lander
formell durch Gesetzgebung, Regulierung oder durch internationale Ab-
kommen an EU-Standards angepasste Regeln in ihren eigenen Rechtssyste-
men verankern (dies., S. 67-68). Dadurch wird die Einflussnahme der EU
auf globale Regulierungen institutionalisiert und verstirkt. Insgesamt zeigt
der Briissel-Effekt, wie die EU ihre regulatorische Macht iiber nationale
Grenzen hinweg ausiibt und globale Standards maf3geblich beeinflusst.

Insbesondere die Datenschutz-Grundverordnung (DSGVO) hat Wir-
kungen ausgeldst, die weit iiber das Territorium der EU hinausreichen.
Erstens gilt unter dem Marktortprinzip, das in der DSGVO (Art. 3 Abs. 2)
verankert ist, dass Anbieter digitaler Produkte und Dienste in der EU die
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Datenschutzregeln der EU einhalten miissen, ungeachtet dessen, wo sie
ihren Firmensitz haben. Zweitens sind europdische Datenschutzprinzipien
in internationalen Handelsabkommen der EU mit Drittlaindern verankert,
was die Etablierung globaler Standards férdert. Fiir globale Technologierie-
sen wire es 6konomisch unklug, den lukrativen europdischen Markt aufzu-
geben; die Organisation ihrer Geschiftstitigkeit auf der Grundlage vieler
verschiedener rechtlicher Rahmenbedingungen wére miithsam, und die
Mobilitat der Daten erfordert faktisch eine transnationale Harmonisierung
(Bendiek/Rémer 2019). Zudem kann die EU fiir den Transfer personlicher
Daten in Drittlinder einen Angemessenheitsbeschluss fassen, womit diese
dem Datenschutz innerhalb der EU gleichgestellt werden und keine weitere
Genehmigung bediirfen (laut Art. 45 Abs. 3 DSGVO).

Bradford (2019) argumentiert, dass es fiir die Unternehmen effizienter
sei, strenge europdische Vorschriften weltweit umzusetzen, als Architektur
und Design ihrer Dienste zu fragmentieren. Infolgedessen tendierten diese
Anbieter digitaler Dienstleistungen dazu, Verbraucher:innen in anderen
Rechtsordnungen das gleiche Schutzniveau zu bieten wie den Europier:in-
nen. Diese Situation fithre dazu, dass die EU ihre Datenschutzgesetze effek-
tiv iber ihre Grenzen hinaus ausdehne und ausliandische Marktteilnehmer
veranlasse, sich an die EU-Vorschriften zu halten, unabhéngig davon, ob sie
Kund:innen in der EU, den USA oder in anderen Landern beliefern.

3.3 Der EU-Ansatz fiir rechtsbasierte und menschenzentrierte digitale
Governance

Das digitale Governance-Regime der Europdischen Union bietet einen
strukturierten Rahmen, um der dominierenden Einflussnahme grofSer
Tech-Unternehmen entgegenzuwirken. Es versteht sich als Korrektiv ge-
geniiber den wahrgenommenen regulatorischen Schwichen in den USA
und den Ubergriffen des autoritativen Modells Chinas. Der EU-Rahmen
zeichnet sich dadurch aus, dass er den Schwerpunkt auf die Férderung
des offentlichen Interesses, die Abwéagung der Macht von Unternehmen
und die Wahrung demokratischer Werte legt. Wie in Tabelle 3 dargestellt,
basiert die digitale Governance der EU auf Prinzipien, die mit Menschen-
rechten und demokratischen Grundwerten in Einklang stehen. Dies fufit
auf einem Gesellschaftsvertrag, der Grundrechte, Demokratie, Solidaritit,
und Rechenschaftspflichten verankert sowie auf dem Ziel, einen digitalen
Binnenmarkt zu schaffen (Bradford 2023b; European Commission 2021).
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Tabelle 2: Das digitale Governance-Modell der Europdischen Union

Europdische Union

Regulatorischer Ansatz Starkes regulatorisches Rahmenwerk mit Schwerpunkt auf Transparenz,
Fairness und Rechenschaftspflicht in der digitalen Wirtschaft.

Innovationsfokus Will ethische und menschenzentrierte Innovation priorisieren, um sicher-
zustellen, dass KI und digitale Technologien sicher, nachhaltig und ver-
trauenswiirdig sind.

Marktdynamik Sucht eine Balance zwischen Regulierung und Wettbewerb, um Monopole
zu verhindern und gleichzeitig einen wettbewerbsfahigen Markt zu for-
dern.

Wirtschaftsentwicklung | Fordert eine digitale Wirtschaft, die mit europédischen Werten im Einklang
steht, mit Schwerpunkt auf Nachhaltigkeit und sozialer Verantwortung.

Soziale Kontrolle Betont digitale Rechte und will sicherstellen, dass Nutzer:innen die Kon-
trolle iber ihre Daten und digitalen Interaktionen behalten.

Daten-Governance Umfassendes Rahmenwerk fiir Daten-Governance, einschliefSlich
DSGVO, um Datenschutz, Sicherheit und Nutzerermédchtigung zu stér-
ken.

Globaler Einfluss Exportiert regulatorische Standards weltweit durch den ,Brissel-Effekt“

und beeinflusst so Digitalpolitik iiber die eigenen Grenzen hinaus.

Die Vorteile des EU-Governance-Modells liegen in der Gemeinwohlorien-
tierung und der Bewahrung demokratischer Strukturen. Doch es gibt He-
rausforderungen, vor allem bei der Innovationsfahigkeit: Kritiker warnen,
dass strenge EU-Vorschriften die Innovation hemmen und verweisen auf
die vergleichsweise geringe Zahl fithrender europiischer Tech-Unterneh-
men. Der Ende 2024 veréffentlichte Draghi-Bericht moniert viel zu geringe
private und offentliche Investitionen in digitale Technologien (European
Commission 2024) und fordert regulative Vereinfachung. Bradford (2023b
und 2024) weist jedoch darauf hin, dass Probleme wie ein fragmentierter
digitaler Markt und unzureichende Risikokapitalressourcen sowie die Ab-
hingigkeit von auslindischen Datenzentren eine groflere Rolle bei der
Innovationsliicke spielen als die Regulierung selbst.

Fiir die EU ist es entscheidend, ihre Vorschriften koharent in allen Mit-
gliedstaaten zu implementieren. Nur durch eine effektive Durchsetzung
kann die EU ihre globale Glaubwiirdigkeit sichern und die Wirksambkeit
ihrer regulatorischen Mafinahmen unter Beweis stellen. Ein Beispiel fiir
gewisse Vollzugsdefizite bildet die langwierige Durchsetzung der DSGVO.
So hat die irische Datenschutzbehorde erst 2022/2023 begonnen, hohe
Bufigelder gegen Digitalunternehmen zu verhdngen, die ja iiberwiegend
aus Steuergriinden ihren europdischen Sitz in Irland haben. Das bislang
hochste Bufgeld betrdgt 1,2 Milliarden Euro gegeniiber Meta Platforms
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Ireland wegen unzureichender Rechtsbasis fiir deren Datenverarbeitung.
Zudem verhdngte die irische Aufsichtsbehorde eine Strafe in Hohe von 345
Millionen Euro gegen TikTok. Luxemburg sanktionierte Amazon Europe
mit 746 Millionen Euro wegen unzureichender Rechtsbasis fiir die Daten-
verarbeitung (GDPR Enforcement Tracker 2025). Entscheidend fiir den
Erfolg der europdischen Datenschutzaufsichtsbehdrden wird sein, ob sie
in der Lage sind, die Einhaltung der Vorschriften nicht nur durch hohe
Bufigelder einzufordern, sondern andere, datenschutzkonforme Geschifts-
modelle durchzusetzen.

Der Erfolg neuer Regelwerke wie des Digital Services Act (DSA), des Di-
gital Markets Act (DMA) und des AI-Acts hangt wesentlich davon ab, wie
effektiv die EU diese Gesetze um- und durchsetzen kann. Dabei sind eine
abgestimmte Policy-Koordination zwischen Européischer Kommission und
den nationalen Mitgliedstaaten sowie sektoriibergreifende Strategien not-
wendig. Zudem muss die EU gegen Vorwiirfe von Uberregulierung antre-
ten: Insbesondere aus den USA wird die Ansicht vertreten, die strengen Re-
geln der EU seien protektionistische Mafinahmen gegen US-Unternehmen
(The White House 2025). Die EU betont jedoch, dass es um Verhaltensstan-
dards gegen den Missbrauch marktbeherrschender Macht geht, unabhingig
von der Nationalitdt der Unternehmen. Gleichwohl pragen die EU-Verord-
nungen weiterhin globale Standards und gelten vielfach als Vorbild fiir
regulatorische Reformen, die von Gesetzgebern und zivilgesellschaftlichen
Akteuren gleichermafien begriif3t werden.

4. Die Wirkung des Briissel-Effekts im Datenschutz

Der Datenschutz ist das prominenteste Beispiel fiir den Briissel-Effekt.
Die DSGVO hat zahlreiche Lander inspiriert, ihre eigenen Regelungen
zu schaffen und gilt aufgrund des hohen Datenschutzniveaus weltweit als
Goldstandard (UNCTAD 2021). Bislang haben 167 Staaten entsprechende -
teilweise an die DSGVO angelehnte — Gesetze erlassen, {iber 94 Nationen
Datenschutzbehdrden eingerichtet, sodass etwa 83 % der Weltbevolkerung
in Rechtsordnungen mit umfassendem Datenschutz leben (Banisar 2025).
Dies klingt wie eine globale Erfolgsgeschichte der DSGVO. Es bleibt jedoch
wichtig, nicht nur die formalen legislativen Errungenschaften zu betrach-
ten, sondern auch die praktische Umsetzung des Datenschutzes in den
jeweiligen Landern zu untersuchen. In allen vier betrachteten Schwellen-
lindern wird die Privatsphire der Biirger:innen als ein fundamentales,
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verfassungsrechtlich geschiitztes Recht anerkannt. Die Umsetzung dieses
Grundrechts mittels Datenschutzgesetzen und deren Implementierung ist
jedoch mit erheblichen Herausforderungen verbunden, wie nun anhand
der Datenschutzgesetze und ihrer Durchsetzung in Mexiko, Brasilien, Indi-
en und Stidafrika ausgefiihrt wird.

4.1 Datenschutz in Mexiko

Mexiko verfiigt iiber zwei Datenschutzgesetze: eines fiir den privaten Sek-
tor und ein zweites fiir den offentlichen Sektor. Das 2010 verabschiedete
Bundesgesetz zum Schutz personlicher Daten in der Hand von Personen
(Ley Federal de Proteccion de Datos Personales en Posesién de Particulares,
kurz LFPDPPP) gilt fiir den Privatsektor. Fiir den 6ffentlichen Sektor wur-
de 2017 das Allgemeine Gesetz zum Schutz von Daten in der Hand von
Verpflichteten (Ley General de Proteccion de Datos en Posesién de Sujetos
Obligados) verabschiedet, das sich deutlich an der DSGVO orientiert. Diese
Doppelstruktur schafft gewisse Inkonsistenzen, da der offentliche Sektor
nunmehr stirker reglementiert ist als der private. Zudem hat Mexiko 2018
die Konvention 108 des Europarats zum Datenschutz unterzeichnet, was
einen bedeutenden Schritt in Richtung einer Harmonisierung des interna-
tionalen Datenverkehrs darstellt.

Das Nationale Institut fiir Transparenz, Zugang zu Informationen und
Datenschutz (INAI - Instituto Nacional de Transparencia, Acceso a la In-
formacién y Proteccion de Datos Personales) beschiftigte bis Ende 2024
etwa 100 Mitarbeitende, die sich dem Vollzug der Datenschutzvorschriften
widmeten. Von 2014 bis Ende 2024 hat das INAI als unabhéngige Behorde
agiert.

Das INAI ist eine sehr aktive Aufsichtsbehorde, die im Jahr 2022 119 Ver-
fahren eingeleitet und 78 davon abgeschlossen hat, was zu Buf3geldern in
Hohe von umgerechnet insgesamt 2,8 Millionen Euro vor allem an Medien-
unternehmen, Finanzdienstleister und Versicherungen fiithrte (Villanueva
Plasencia 2023). Sanktionen durch das INAI werden jedoch hiufig gericht-
lich angefochten, was ihre Durchsetzung erschwert. Kritiker beméangeln,
das INAI habe in der Vergangenheit zu wenig proaktiv agiert und Verstof3e
unzureichend verfolgt.

Herausforderungen in der Durchsetzung des Datenschutzes bestehen in
einer schwachen Datenschutzkultur sowie in erheblichen Verstéflen, die
kaum geahndet werden. Das Freihandelsabkommen USMCA/T-MEC von
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2020 enthdlt zwar eine Datenschutzklausel, verbietet jedoch Datenlokalisie-
rung auf nationaler Ebene, was es Unternehmen erleichtert, ihre Server in
die USA zu verlegen und damit die mexikanischen Vorgaben auszuhebeln.
Dieses ,Forum-Shopping“ von grofien Unternehmen um die niedrigsten
Datenschutzstandards bildet zum Verdruss des INAI ein hohes Hindernis
fiir das effektive Implementieren der mexikanischen Datenschutzgesetze.
Weitere Schwierigkeiten ergeben sich aus mangelnder Sensibilisierung fiir
Datenschutzfragen, geringer Bewusstheit iiber die rechtlichen Implikatio-
nen der Datenverarbeitung sowie mangelnder Kenntnis der Biirger:innen
tber ihre Rechte (Schneider 2022). Allerdings hat das INAI durchaus
erfolgreich niedrigschwellige Aufkldrung {iber Datenschutzrechte geleistet
und dabei mit Comics, Spielen und anderen Informationseinheiten innova-
tive Wege eingeschlagen.

Das INAI wurde, initiiert durch Préisident Andrés Manuel Léopez Ob-
rador und vollendet durch seine Nachfolgerin Présidentin Claudia Shein-
baum, durch eine Verfassungsreform im Dezember 2024 ebenso wie sechs
weitere autonome Behorden aufgeldst; begriindet wurde dies mit Effizienz
und Verwaltungsvereinfachung. Die Aufgaben der INAI wurden auf das
neu geschaffene Sekretariat fiir Korruptionsbekdmpfung und gute Regie-
rungsfithrung iibertragen und damit dem Ministerium unterstellt (Huitron
2025). Beobachter sehen darin eine bedeutsame Schwichung des Daten-
schutzes und fiirchten, dass die Regierung den Datenschutz politischen
Motiven gefiigig macht. Mexiko war zudem im Begriff, von der EU einen
Angemessenheitsbeschluss fiir den personenbezogenen Datentransfer zu
erhalten, die es Mexiko ermoglicht hitte, digitale Dienstleistungen mit
starken Datenschutzgarantien anzubieten. Dies ist nach dem Verlust der
Unabhingigkeit als Behorde nunmehr wohl nicht mehr moglich. Im Zuge
der Unsicherheit iiber die Zukunft des INAI haben eine Reihe langjahriger
Mitarbeiter:innen das INAI verlassen, was auch mit dem Verlust von Erfah-
rungswissen einhergeht.

4.2 Datenschutz in Brasilien

Brasilien z&hlt zu den Pionieren im Bereich der digitalen Rechte. 2014 wur-
de der Marco Civil da Internet verabschiedet, ein grundlegendes Gesetz,
das zentrale digitale Rechte, einschlieflich der Netzneutralitit, kodifiziert

hat (Belli/Doneda 2022). Das 2018 in Kraft getretene Allgemeine Daten-
schutzgesetz (LGPD - Lei Geral de Protecdo de Dados) stimmt in recht
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hohem Mafle mit der DSGVO {iberein. LGPD war gleichwohl das Produkt
ausfithrlicher, mehrjahriger Debatten im Parlament, in Anwaltskreisen, Un-
ternehmen und der Zivilgesellschaft (Brioni 2020).

Die brasilianische Datenschutzbehorde (ANPD - Autoridade Nacional
de Prote¢do de Dados) wurde im November 2020 eingerichtet und erhielt
im Oktober 2022 formale Autonomie. In den Anfangsjahren unter der Re-
gierung von Prisident Jair Bolsonaro arbeitete die ANPD in einer schwieri-
gen Konstellation, drei der fiinf Direktoren stammen vom Militdr. Obwohl
ANPD von 50 im Jahr 2021 auf 141 Mitarbeitende im Jahr 2024 gewachsen
ist, besteht weiterhin Ressourcenknappheit.

Die ANPD hat wichtige Regelungen zum Datenschutz in Brasilien erlas-
sen, darunter Meldepflichten bei Datenpannen und Kooperationspflichten.
Die Verhdangung von Sanktionen erfolgt bedichtig, obwohl tausende von
Beschwerden wegen Datenschutzverletzungen eingegangen sind. Bis Herbst
2024 wurden lediglich sieben Verwarnungs- und Sanktionsentscheidungen
getroffen, zumeist im Bereich der offentlichen Verwaltung und unzurei-
chender Meldung von Sicherheitsvorfallen (ANPD 2024c).

Das Einhalten der Datenschutzvorschriften gestaltet sich sowohl im 6f-
fentlichen als auch im privaten Sektor herausfordernd. Datenschutz wird
jedoch fiir Unternehmen bedeutender, da er sich auf ihre Reputation aus-
wirkt. Die bisher wenigen, aber strengen Mafinahmen der ANPD veran-
schaulichen, dass ANPD bestrebt ist, Compliance-Praxen zu verbessern
und interne Prozesse zu stirken. Unter der Regierung von Président Lula
da Silva seit 2022 entwickelt sich die ANPD zu einer resilienteren und
glaubwiirdigeren Institution, insbesondere im Hinblick darauf, die Stan-
dards der OECD, zu der Brasilien beitreten will, zu erfiillen.

Seit 2024 erhielt ANPD weitere Aufgaben, sie fungiert nun auch als
Koordinationsbehorde fiir die Regulierung Kiinstlicher Intelligenz. Im Zu-
ge dieser Aufgabenerweiterung hat ANPD eine 6ffentliche Konsultation
zu automatisierten Entscheidungen durch KI ausgeschrieben, deren Ergeb-
nisse sie in einer Technischen Mitteilung zusammenfasst (ANPD 2024a).
Das Personal soll nunmehr um weitere 200 Personen aufwachsen, um die
Aufsicht bei der Regulierung von KI zu iitbernehmen. Ein brasilianisches
KI-Gesetz wurde im Dezember 2024 vom Senat verabschiedet und an den
Kongress zur Befassung {iberwiesen.

Im Juli 2024 erliefS ANPD (2024b) eine Praventivmafinahme, mit der die
sofortige Aussetzung der neuen Datenschutzrichtlinie von Meta in Brasilien
angeordnet wurde, welche die Verwendung der auf seinen Plattformen
verdffentlichten personenbezogenen Daten fiir das Training von KI-Syste-

35

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Ingrid Schneider

men erlaubten. Fiir die Nichteinhaltung wurde eine tagliche Geldstrafe von
50.000 R$ (rund 8000 Euro) festgesetzt. Im November 2024 begann die
ANPD, TikTok hinsichtlich des Umgangs mit Daten von Kindern zu unter-
suchen. Die ANPD priifte, ob die Plattform Daten von Minderjahrigen
unrechtmiflig sammelt und verarbeitet, und hat die Nutzung der App ohne
Registrierung und Altersiiberpriifung verboten. Im Mirz 2025 versprach
ByteDance, dieser Anordnung nachzukommen (Flach 2025).

Das 2025 in Brasilien gestartete Pilotprojekt ,,dWallet, initiiert von der
der kalifornischen Firma DrumWave in Zusammenarbeit mit der staatli-
chen Firma Dataprev soll Biirger:innen ermdglichen, ihre personlichen
digitalen Daten zu verwalten, Eigentumsrechte daran geltend zu machen
und durch deren Verkauf Geld zu verdienen. ANPD hat bereits 2022 ein
Inspektionsverfahren gegen DrumWave eingeleitet, um seine Vereinbarkeit
mit LGPD zu priifen (ANPD 2022; Daros 2025).

TFH, einem Unternehmen, das von Sam Altman, CEO von OpenAl, und
dem deutschen Informatiker Alex Blania gegriindet wurde, gelang es, die
Iris-Scan-Daten von 400.000 Brasilianer:innen zu registrieren, indem es
ihnen einen Geldbetrag in Kryptowdhrung anbot. Im Januar 2025 ordnete
ANPD jedoch an, dass Tools for Humanity (TFH) diese Praxis einstellen
muss, unter Verweis auf eine Beeintrichtigung fiir die freie Zustimmung
der Nutzer und Verstofle gegen das Datenschutzgesetz. TFH argumentiert,
dass die Sammlung biometrischer Daten digitale Sicherheit erh6ht und es
Datenschutzstandards einhilt, doch ANPD halt die Praxis aufgrund der
Nicht-Riickholbarkeit der gesammelten Daten und der Vulnerabilitit der
Teilnehmenden fiir besonders bedenklich (ANPD 2025a, DW 2025).

Wie aus diesen MafSinahmen deutlich wird, hat ANPD inzwischen an
Biss gewonnen und geht auch den Praktiken grofler US-Unternehmen auf
den Grund. Obwohl das LGPD eine wichtige Errungenschaft darstellt, ist
seine Durchsetzung in Brasilien selbst bisher noch schwach. Dies liegt auch
daran, dass eine Datenschutzkultur kaum ausgeprégt ist. In Brasilien ist
es iiblich geworden, die Steuernummer CPF (Cadastro de Pessoas Fisicas)
tiberall abzufragen; in Supermarkten erhilt man damit einen Rabatt, auch
Apotheken, Museen und Amter erfragen sie. Sensible Daten kdnnen so
leicht getrackt und unter der einheitlichen CPF zusammengefiihrt werden.
Zudem trennen Brasilianer:innen in ihren sozialen Netzwerken und Mes-
senger-Diensten nicht zwischen Beruf und Privatem, sondern teilen sogar
recht intime Fotos bereitwillig mit Kollegen und Offentlichkeit. Allféllige
Datenlecks werden leichtfertig hingenommen.
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Allerdings gibt es weitere Krifte, die dazu fithren, dass Privatsphire
ernster genommen wird. Dazu zéhlen das Verfassungsgericht, wo wichtige
Verfahren anhingig sind und eine gut organisierte digitalrechtliche Zivil-
gesellschaft. Bundesrichter Alexandre de Moraes vom Obersten Bundesge-
richt Brasiliens ordnete beispielsweise am 30. August 2024 die Telekombe-
treiber an, die App X (ehemals Twitter) aufgrund unzureichender Bekamp-
fung von Hassrede und Verletzung der Regelungen zur Anwesenheit eines
rechtlichen Vertreters im Land zu sperren. Diese Anordnung wurde am
2.September 2024 vom Obersten Gerichtshof bestatigt. Moraes hatte Elon
Musk ein Ultimatum gesetzt, bestimmte rechtsradikale Nutzerkonten und
die Verbreitung gewisser Falschinformationen, insbesondere zum Sturm auf
die Regierungsgebdude in Brasilia im Januar 2023, zu l6schen. Dem war
Musk nicht nachgekommen, sondern zog stattdessen seinen rechtlichen
Vertreter aus Brasilien ab. Nachdem X dann angeblich ,versehentlich® eine
Umgehungsmoglichkeit zur weiteren Nutzung von X in Brasilien erdffnet
hatte, wurde zudem ein hohes Strafmafd verhangt. Aus diesem Kriftemessen
mit X ging Moraes als Sieger hervor. Nach etlichen Verunglimpfungen fiigte
sich Musk, zahlte die Geldstrafe von rund 5 Mio. US-Dollar und benannte
auch wieder einen Reprisentanten fiir das Land, worauthin am 9. Oktober
2024 die Sperrung aufgehoben wurde (AP 2024). Zu Musks Einlenken hat
sicherlich auch beigetragen, dass binnen weniger Tage Bluesky in Brasilien
zwei Millionen neue Nutzer:innen (insgesamt 4 Millionen) verzeichnete (X
hat 21 Millionen Nutzer in Brasilien).

Der Oberste Gerichtshof Brasiliens STF (Supremo Tribunal Federal) traf
am 26. Juni 2025 eine weitreichende Entscheidung iiber die Haftung von
Online-Plattformen fiir Nutzerinhalte. Die Richter entschieden mit einer
Mehrheit von 8 zu 3 Stimmen, dass Social-Media-Plattformen in Zukunft
direkt fiir illegale Inhalte ihrer Nutzer haftbar gemacht werden kénnen.
Eine vorherige gerichtliche Anordnung zur Loschung solcher Beitrdge ist
daher nicht mehr erforderlich (Krempl 2025).

Abschlielend bleibt festzuhalten, dass das Datenschutzgesetz LGPD ein
bedeutender Fortschritt ist, aber bisher auch aufgrund begrenzter perso-
neller und finanzieller Ressourcen noch nicht stark durchgesetzt wird.
US-Technologieplattformen wie Meta und Alphabet ziehen weiterhin gro-
e Mengen an personenbezogenen Daten ab. Dies wird durch geringe
Datenkompetenz und Zero-Rating-Angebote begiinstigt, bei denen Mobil-
funkanbieter den Kund:innen Tarife anbieten, welche die Nutzung von Me-
ta-Diensten wie Facebook, Instagram und WhatsApp ermdglichen, ohne
dass dies ihr Datenvolumen einschrinkt. Viele drmere Internetnutzer nut-
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zen somit fast nur diese Dienste und konnen entsprechende Postings nicht
durch Suchmaschinen und andere Quellen iiberpriifen. ANPD hat jedoch
seit 2022 durchaus an Gewicht gewonnen. Brasilien orientiert sich nicht
nur an der DSGVO, sondern neuerdings auch am AI-Act und dem DMA
der EU (Carvalho/Iglesias 2025). Insofern ist der Briissel-Effekt durchaus
wirksam.

4.3 Datenschutz in Indien

Indiens Weg hin zu einer Datenschutzgesetzgebung begann am 24. August
2017, als sein Oberster Gerichtshof im spektakularen Puttaswamy v. Union
of India-Urteil das Recht auf Privatsphére als verfassungsmifiges Grund-
recht anerkannte. Nach vier Durchgingen von Gesetzentwiirfen, in denen
deren Inhalt immer mehr verwasserte, verabschiedete das Parlament 2023
schliellich die Digital Personal Data Protection Bill (PDPB). Diese letztli-
che Gesetzesfassung ist jedoch bislang nicht in Kraft getreten; die hierfiir
notwendig zu erlassenden Ausfiithrungsvorschriften (Rules) wurden erst im
Januar 2025 als Entwurf veréffentlicht. Es sind zudem noch die Ernennung
einer Datenschutzkommission sowie Mechanismen fiir Audits und grenz-
iberschreitende Dateniibertragungen erforderlich.

Das PDPB-Gesetz integriert zentrale Prinzipien des Datenschutzes, ten-
diert jedoch eher zu einer prozeduralen Regulierung und stiitzt sich nicht
explizit auf ein zu schiitzendes Grundrecht. Es enthélt DSGVO-édhnliche
Bestimmungen zum Zugang, zur Berichtigung und Loschung personlicher
Daten sowie Verpflichtungen beziiglich Datenminimierung, Zweckbindung
und Eingrenzungen bei der Speicherung. Eine explizite Begrenzung der
Datensammlung und eine spezifische Kategorie fiir sensible Daten fehlen
jedoch, stattdessen wird ein schwammiges Konzept des ,deemed consent®
(vermutetes Einverstdndnis) eingefiihrt.

Das finale PDPB-Gesetz verzichtet auf die Forderung nach Datenlokali-
sierung, die Indien lange international vorangetrieben hatte. Stattdessen
sieht es die amtliche Benachrichtigung {iber eine Liste ,vertrauenswiirdiger
Geografien® fiir Dateniibertragungen vor. Die aktuellen Entwiirfe von Aus-
fithrungsbestimmungen enthalten Regelungen, die bedeutsame Datenverar-
beiter verpflichten konnen, bestimmte Kategorien personlicher Daten lokal
in Indien zu speichern (Rajmohan 2025).

PDPB enthilt Klauseln, die der Regierung recht umfassende Befugnis-
se zum Zugrift auf persénliche Daten gewdhren, auf Grundlage weit ge-
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fasster Interessen wie nationale Souverdnitit, Sicherheit, aufSenpolitische
Beziehungen und 6ffentliche Ordnung (Chapter IV, 17, 2(a) PDPB). Kriti-
ker bemingeln, dass das Gesetz eher die Machtbefugnisse der Regierung
stirke als den Individuen groflere informationelle Selbstbestimmung zu
verschaffen (Jhalani 2022). Man vermutet, dass einige Bestimmungen des
PDPB vor dem Verfassungsgericht landen werden und die Regierung Modi
sich lediglich Zeit habe kaufen wollen (Interviews Indien). Angesichts der
bislang verabschiedeten PDPB-Regelungen diirfte Indiens Datenschutzrah-
men grofite Schwierigkeiten haben, die Angemessenheits-Standards der EU
hinsichtlich des grenziiberschreitenden Datenverkehrs zu erfiillen.

Die indische Regierung entwirft eine eigenstindige, techno-nationalisti-
sche Digital-Agenda, unterstiutzt durch NITI Aayog (National Institution
for Transforming India) und den privaten Thinktank Observer Research
Foundation (ORF), gegriindet von der schwerreichen Ambani Familie. In-
dien distanziert sich von China und hat beispielsweise den Betrieb der
App Tiktok verboten. Neben dem Datenschutz verfolgt Indien eine strategi-
sche Neuausrichtung im Bereich der digitalen Governance und strebt die
Etablierung eines ,Vierten Weges“ in der Digitalpolitik an, der auf die For-
derung digitaler o6ffentlicher Infrastrukturen (digital public infrastructures,
DPIs) setzt und zielt damit auf eine globale Transformationsrolle im Rah-
men von G20 und UN (Sharma et al. 2023).

4.4 Datenschutz in Sudafrika

Die Entwicklung des Datenschutzes in Siidafrika reflektiert einen breiteren
Trend in Afrika. Seit 2001 haben 35 afrikanische Staaten Datenschutzgeset-
ze verabschiedet. Regionale Abkommen wie die Konvention fiir Cybersi-
cherheit und Datenschutz der Afrikanischen Union (Malabo-Ubereinkom-
men) betonen die Bedeutung eines umfassenden Datenschutzes, jedoch
haben noch nicht alle Mitgliedsstaaten das Ubereinkommen ratifiziert (Ac-
cess Now 2024). In der neuen Verfassung Siidafrikas nach dem Ende der
Apartheit wurde 1996 das Recht auf Privatsphare (Artikel 2, Abs. 14) konsti-
tutionell verankert.

Das Schutzgesetz fiir personliche Daten (POPIA- Protection of Personal
Information Act), verabschiedet 2013, wurde erst 2020 vollstandig umgesetzt
und die Durchsetzungsmafinahmen im Jahr 2021 eingeleitet. Das Gesetz
enthalt zahlreiche Elemente, die an die DSGVO erinnern. Es hat allerdings
die Besonderheit, dass auch personenbezogene Daten juristischer Personen
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geschiitzt sind. Die Umsetzung wird durch den unabhéngigen Information
Regulator, so der Name der Datenschutzbehoérde, iberwacht. Im Haushalts-
jahr 2022/2023 wurden 895 Beschwerden eingereicht; 68,8 % dieser Fille
wurden gelost (Malinga 2023). Diese hohe Aufklirungsrate unterstreicht
das Engagement dieser Behorde, insbesondere bei Verletzungsféllen in Re-
gierungsstellen. Im Jahr 2023 verhidngte die Datenschutzbehdrde erstmals
Bufigelder, vor allem gegen staatliche Organisationen wie Justizministeri-
um, Bildungsministerium und Polizeibehorden, was auf erhebliche Man-
gel im Umgang mit persénlichen Daten hinweist (Information Regulator
2023). 2024 folgten weitere Ordnungsmafinahmen, etwa gegeniiber der
Wahlkommission und dem Bildungsministerium (Mzekandaba 2024a).

Der Information Regulator befasst sich zunehmend auch mit US-Unter-
nehmen, was seinen Willen zur Durchsetzung der Vorschriften gegen grofle
Akteure im Datenokosystem verdeutlicht. So wurde WhatsApp wegen Dop-
pelstandards bei der Datenverarbeitung zwischen Europa und Siidafrika
gerligt, wobei vor allem Metas Praxis, WhatsApp-Daten mit Facebook ohne
Widerspruchsmoglichkeit seitens der Nutzer zu teilen, kritisiert wurde. Be-
reits im Marz 2021 hatte der Information Regulator einen Brief an Facebook
Stidafrika gesendet, im September 2024 folgte eine Vollstreckungsverfiigung
(Information Regulator 2021; Mzekandaba 2024b).

Der Information Regulator ist auf einem guten Weg, Datenschutz solide
zu implementieren. Trotz positiver Entwicklung bestehen jedoch Heraus-
forderungen wie etwa knappe Personalressourcen, mit nur 90 Mitarbei-
tenden bei einem Jahresbudget von rund 100 Millionen ZAR (4,8 Mio.
EUR). Die Bewiltigung von Verletzungen bei der Datensicherheit und die
Steigerung der Compliance bleiben weiterhin zentrale Anliegen. Die gerin-
ge Datenschutz- und Privatsphire-Kultur in der Bevolkerung erschwert
die Kontrolleinsitze zusitzlich. Die Uberwachung von Social-Media-Platt-
formen befindet sich noch im Anfangsstadium; die Bufigeldschwelle von
maximal 10 Millionen ZAR (rund 482.000 EUR) erscheint unzureichend,
um groflere Tech-Firmen abzuschrecken. Zudem mangelt es am Austausch
mit zivilgesellschaftlichen Organisationen, was Potenziale stirkeren aufkla-
rerischen Engagements ungenutzt lasst.

4.5 Fazit zum Datenschutz

Datenschutzbehérden miissen sich mit zunehmenden technologischen
Komplexititen befassen, insbesondere im Bereich sozialer Netzwerke, KI
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und automatisierter Entscheidungsprozesse. Relevante 6ffentliche Akteure,
Wissenschaftler:innen sowie zivilgesellschaftliche Organisationen in den
untersuchten Landern bekunden ihre Wertschétzung gegeniiber den digita-
len regulatorischen Bemiihungen der EU. Mehrere Linder des Globalen
Stidens orientieren sich an der EU im Bestreben, die Macht der Big
Tech-Unternehmen (GAFAM) einzuschranken, Marktdiversitat zu fordern
und die demokratische Integritdt zu schiitzen. Allerdings sind die Durchset-
zungsfihigkeiten der lokalen Institutionen finanziell und organisatorisch
begrenzt, und die politischen Prioritaten der jeweiligen Staaten liegen héu-
fig auf anderen Feldern.

Zusammenfassend ldsst sich festhalten, dass die DSGVO die Daten-
schutzgesetzgebung in den genannten Lindern mafgeblich beeinflusst
hat, und somit ein de-jure-Briissel-Effekt durchaus erkennbar ist. In der
praktischen Um- und Durchsetzung der nationalen Datenschutzgesetze
gibt es jedoch eine grofie Spannbreite. Mexiko hat mit INAI eine aktive
Datenschutzbehérde aufgebaut, die jedoch jiingst von der Regierung unter
Kuratel gestellt und mit dem Verlust der behérdlichen Unabhingigkeit
deutlich geschwiécht wurde. Brasilien und Stidafrika haben durchaus ernst-
hafte Schritte in der Durchsetzung von Datenschutz unternommen. Brasi-
liens ANPD richtet sich derzeit stirker im Hinblick auf KI-Regulierung
aus. Stidafrikas Information Regulator hat bisher vor allem Datenschutzver-
letzungen im offentlichen Sektor im Fokus und konzentriert sich auf das
Durchsetzen bestehender Regularien zur Bekdmpfung von Korruption und
zur Starkung der Rechenschaftspflichten der Regierung.

Im Hinblick auf eine starkere Regulierung der grofien Tech-Plattformen
sind die untersuchten Lénder bisher eher zaghaft. Dies liegt mit daran,
dass die administrativen Kapazititen als unzureichend angesehen werden,
da Beamte teils nicht gut genug ausgebildet sind oder Personal hiufig
fluktuiert. Auch die Furcht, hohe Kosten bei Rechtsstreits aufzuwerfen und
ggf. gerichtlich zu unterliegen, spielt eine Rolle. Nicht zuletzt ist die Lobby-
macht und das Drohpotential der Plattformen nicht zu unterschitzen, da
einige Plattformen bei Auseinandersetzungen durchaus gedroht haben, ihre
Dienste aus dem Land abzuziehen. Dass sie dies in die Tat umsetzen, er-
scheint sehr unwahrscheinlich, sind doch die Linder des Globalen Siidens
nicht nur bevolkerungsreich, sondern es befinden sich dort bei gesittigten
Mirkten in den Industriestaaten auch die niachsten Milliarden Kund:innen.
Gleichwohl zeitigen diese Drohungen eine gewisse Abschreckungswirkung.
Das geschilderte Beispiel der temporéren Suspendierung von X in Brasilien
zeigt jedoch, dass demonstrative Stiarke und Beharren auf dem Rechtsstaat
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auch gegeniiber einem Elon Musk obsiegen kann. Der eigenen Bevolkerung
indes den kostenfreien Zugang zu Metas Diensten (im Sinne des Zero-Ra-
ting beim Handy-Datenvolumen) streitig zu machen, wird sich wohl weder
Brasilien noch eine andere Regierung trauen, auch wenn man dieses Zero-
Rating als Verstofl gegen die Netzneutralitidt werten konnte. Hier wire der
breite Ausbau offentlicher WLAN-Netze eine Alternative, um auch armeren
Bevolkerungsschichten den Zugang zum Internet zu gewahren.

Stidafrika pocht gegeniiber den grofien US-Plattformen darauf, dass in
Europa durchgesetzte Regelungen auch in Siidafrika Geltung erlangen, et-
wa bei Metas Zusammenfithrung von Daten von WhatsApp mit Facebook,
dariiber hinaus auch bei kartellrechtlichen Untersuchungen (CCSA 2023).
Insofern scheint Siidafrika den Briissel-Effekt sogar aktiv einzufordern,
indem es sich darauf beruft, die Plattformen sollten nicht mit Doppelstan-
dards agieren, sondern das hohe europaische Schutzniveau auch in Stidafri-
ka anwenden.

In Indien hingegen scheint Datenschutz - bisher jedenfalls - eher eine
Fassade zu sein, denn ein ernsthaftes Unterfangen. Allerdings verfiigt Indi-
en iiber eine wache und agile Zivilgesellschaft, die Digitalrechte einfordert,
jedoch zunehmend unter repressiven Druck seitens der Regierung von
Préasident Narendra Modi gerit. Indiens ,vierter Weg® in der Digitalpoli-
tik, vorgestellt im Rahmen seiner G20-Prasidentschaft im Jahr 2023, zielt
darauf ab, digitale Infrastrukturen als &ffentliches Gut (DPIs) weltweit zu
fordern. Mittels der Zusammenarbeit mit dem Entwicklungsprogramm der
Vereinten Nationen (UNDP 2024) und dem ,Global Digital Compact®
durch die UN im Jahr 2024 strebt Indien eine fithrende Rolle in einer
multipolaren globalen Ordnung an. Die Bedeutung der DPIs wichst inter-
national, wobei durchaus Synergien mit den EU-Initiativen im Bereich
Daten Governance und Data Act entstehen kdnnen (Dang et al. 2024).

5. Schlussfolgerungen fiir die EU Digital-Governance

Wihrend die Datenschutzbehorden die Relevanz der EU-Regulierungen
anerkennen, bilden diese dennoch nur einen von mehreren Referenzpunk-
ten. Indien, Brasilien und Stidafrika sind auch Mitglied der BRICS-Staaten
und sehen in der Ausweitung zu BRICSplus Optionen fiir ein starkeres
eigenstandiges Gewicht des Globalen Siidens. Insgesamt beharren alle vier
Staaten darauf, Datenschutz an den eigenen sozio-politischen Kontext an-
zupassen, statt ein einheitliches Modell européischer Vorschriften wie der
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DSGVO zu implementieren. So wird etwa ein ,,Recht auf Vergessenwerden®
von der Zivilgesellschaft in vielen Léndern abgelehnt, da sie befiirchten,
dass korrupte Politiker dadurch sie belastende Informationen unzugéinglich
machen konnten.

Insgesamt sind unterschiedliche Prioritdten erkennbar: Wahrend Indien
eine innovative, globale digitale Rahmenordnung anstrebt, die gleichen
Zugang zu Technologie fordert, konzentriert sich Siidafrika auf die Durch-
setzung datenschutzrechtlicher Vorgaben in einem Kontext von historisch
bedingtem Misstrauen (sowohl innerstaatlich wie international), wie auch
angesichts enormer sozio6konomischer Herausforderungen. Indien navi-
giert derzeit durch innenpolitische Spannungen hinsichtlich Uberwachung,
nationaler Sicherheit und technikbasierter Kontrolle. Das biometrische
Aadhaar-Authentifizierungs-System, bei dem iiber 1,2 Milliarden Inder:in-
nen registriert sind, bildet die Grundlage fiir weitere ,Schichten des India
Stack, das digitale Zahlungssysteme und weitere digitale Anwendungen
grofiflachig ausrollen will. Indien verfolgt damit das Ziel, internationale
Anerkennung und Wertschétzung fiir seinen Ansatz der digitalen 6ffentli-
chen Infrastrukturen (DPIs) zu gewinnen (Sieker 2024; Sharma 2023).

Der geopolitische Kontext, gepragt durch Russlands Invasion in der
Ukraine und Konflikte im Nahen Osten, hat die Staaten des Globalen
Siidens vom Westen distanziert und sie im BRICSplus-Verbund enger an
China und Russland herangefiihrt. Diese Verschiebung konnte sich auf den
digitalen Raum auswirken. Zudem gibt es durchaus auch einen ,Beijing-Ef-
fekt®, mittels dessen China versucht, iiber technische Infrastrukturen, Stan-
dards und internationale Foren seine Einflusssphire auszudehnen (Erie/
Streinz 2021; Recorded Future 2021). Und man kénnte moglicherweise von
einem ,Washington-Effekt” sprechen, bei dem die aktuelle US-Regierung
durch Ausweitung der Exekutivbefugnisse und Vergeltungsdrohungen die
Durchsetzung von Regulierungen in der EU und anderen Lindern zu be-
hindern sucht (The White House 2025; Chen 2025). Das im April 2025
begonnene Verhdngen unilateraler Zéolle seitens der US-Regierung gegen
ihre Handelspartner weltweit, legitimiert als (protektionistischer) Schutz
der US-Industrie, dient demnach vor allem als Druckmittel, um Lander zu
Zugestandnissen zu zwingen. Mitte des Jahres 2025 verhandeln die USA
mit {iber 70 Landern tiber Handelsbelange. Die US-Forderungen betreffen
sowohl die Riicknahme von Digitalsteuern als auch die Abschwéchung
von Digital-Regulierungen wie DMA, DSA und AI-Act. Sie dienen zudem
als Faustpfand fiir den US-Handelsbeauftragten (USTR), um den globalen
digitalen Handel zu liberalisieren, privatisieren und deregulieren. Big-Tech-
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Unternehmen stellen die US-Z6lle als marktkorrigierende Mechanismen
dar, die wettbewerbsverzerrende Praktiken bestrafen sollten. Digitale Regu-
lierungen werden somit als ,nichttarifdire Handelshemmnisse® reframed,
und Handelspolitik als ein strategisches Instrument ergriffen, um strategi-
sche Priorititen von groflen US-Digitalunternehmen weltweit voranzutrei-
ben. Beim Begiinstigen der US-Digitalplattformen geht es darum, Services
ohne Betriebsstitte im Land anzubieten, grenziiberschreitende Datentrans-
fers unreguliert zu erlauben, Datenzentren aufzubauen sowie Daten zu ex-
trahieren und zu speichern, ohne Steuern im jeweiligen Land zu errichten
(Nayyar 2025; Kilic 2025; Hingle 2025; Banga et al. 2025).

Der Briissel-Effekt wird hdufig nur aus europdischer Perspektive be-
trachtet, was Reminiszenzen an koloniale Attitiiden wecken kann. Die
Lander verlangen kooperative Partnerschaften und Dialog auf Augenho-
he. Wiahrend die Staaten des Globalen Siidens zunehmend eigene digitale
Governance-Modelle entwickeln, stehen sie vor spezifischen Herausforde-
rungen und suchen an ihre jeweiligen Kontexte angepasste Losungen. Der
Einfluss der EU ist spiirbar, aber keineswegs ein Selbstldufer. Mexiko ist
6konomisch eng mit den USA verbunden und hat es schwer, eigene regu-
lative Anspriiche durchzusetzen. Staaten mit stirkeren wirtschaftlichen Ver-
flechtungen zur EU tendieren eher dazu, deren Regelwerke zu iibernehmen,
wobei gemeinsame Werte beziiglich Demokratie und Menschenrechten
eine wichtige Rolle spielen — insbesondere bei jiingeren Demokratien wie
Brasilien und Siidafrika. Die Unterstiitzung der EU beim Kapazitatsaufbau
und Wissenstransfer zur Regulierungspraxis konnte diesen Landern helfen,
wirksame digitale Governance-Strukturen zu etablieren (Schneider 2025).

Abschlieflend besteht Forschungsbedarf, um Anu Bradfords These zu
priifen, wonach Big Tech-Plattformen ihre Plattform-Designs global an den
hohen EU-Standards ausrichten (,,de facto Briissel-Effekt“). Zum einen gibt
es — jedenfalls anekdotische — Hinweise dafiir, dass die Digitalunternehmen
ihre Dienste durchaus im Hinblick auf den Datenschutz differenzieren
und die hohen EU-Vorschriften nicht gleichermafien {iberall anwenden.
Zum anderen konnten sich paradoxerweise gerade durch die zunehmenden
nationalen gesetzlichen Regelungen des Datenschutzes graduelle oder gar
stark divergierende Abweichungen vom DSGVO-Standard ergeben, so dass
Unternehmen dies ausnutzen, etwa geringere Datenverarbeitungsstandards
anwenden oder mehr Daten erheben und an Dritte weitergeben. Hier be-
darf es weiterer empirischer Forschungen, um die tatsdchlichen Effekte und
Wechselwirkungen zu verstehen.
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Auf einer iibergeordneten Ebene stehen Europa und der Globalen Siiden
vor dhnlichen Herausforderungen, wie zunehmende geopolitische Span-
nungen und Abhéngigkeiten von global agierenden Tech-Unternehmen.
Diese Entwicklungen betonen die Notwendigkeit, die digitale Souveranitat
zu starken und eigene technologische Kapazititen aufzubauen. Beispiels-
weise kann die o6ffentliche Beschaffung als ein Instrument genutzt werden,
um unterschiedliche Anbieter und technologische Losungen zu fordern.
Im Rahmen oOffentlicher Auftrige tragt dies dazu bei, Abhédngigkeiten zu
verringern, Innovationen zu férdern und den Wettbewerb zu stiarken (FES
2024). Europa sollte den Dialog mit den Landern des Globalen Siidens
intensivieren, die meist technikoptimistischer sind und danach streben,
digitale Entwicklungsspriinge zu machen sowie als wichtige Akteure auf der
Weltbithne anerkannt zu werden. Im Austausch zu europdischen histori-
schen Erfahrungen, etwa gezogene Lehren aus staatlicher Uberwachung,
kann dies dazu beitragen, Sensibilisierung und gegenseitiges Verstdndnis
zu fordern. Europa muss anerkennen, dass die Priorititen des Globalen
Stidens neben Sicherheitsfragen etwa die Verbesserung der Konnektivitit,
die Uberbriickung der digitalen Kluft und die Forderung digitaler Inklu-
sion umfassen, stets im Einklang mit den UN-Zielen fiir nachhaltige Ent-
wicklung (SDGs) (G20 South Africa 2025; UNCTAD 2024). Der stirkere
Impetus auf kollektive Rechte, Entwicklung und globale 6ffentliche Giiter
in diesen Regionen erfordert es, unterschiedliche Narrative, kulturelle Kon-
texte und drangende Anliegen zu beriicksichtigen, um einen gemeinsamen
Verstdndigungsraum zu schaffen.

Insofern reicht es nicht, auf den Brissel-Effekt zu vertrauen, sondern die
EU muss sich starker nach auflen orientieren, um ihre Position in der glo-
balen Digital-Governance zu behaupten. Die EU sollte strategische Allian-
zen mit gleichgesinnten Landern wie Brasilien, Indien, Siidafrika, Mexiko,
Kanada, Grof8britannien, Japan und Australien schmieden, um ihre digitale
Resilienz, Souverénitdt und globale Stellung zu stirken. Solche Allianzen
sind von entscheidender Bedeutung fiir die Forderung einer wettbewerbs-
fahigen und nachhaltigen digitalen Wirtschaft, in der die Grundwerte, die
Menschenrechte und die Rechtsstaatlichkeit geachtet werden. Im ,,Digitalen
Kompass’, der EU-Strategie bis 2030, wird anerkannt, dass die EU einen
umfassenden und koordinierten Ansatz fiir den Aufbau digitaler Koalitio-
nen und diplomatische Initiativen benétigt, um geopolitische Rivalitaten
zu bewiltigen (European Commission 2021, Kap.6; European Council
2022 und 2024). Dabei ist es wichtig, Grundrechte, offene und menschen-
zentrierte Technologien in Partnerschaften zu integrieren und gemeinsam
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geteilte technologische Souverénitit anzustreben, um machtstarke Einfluss-
nahmen, Cyberangriffe und technologische Dominanz zu verhindern. Die
EU hat mit den digitalen Regulierungsakten bereits bedeutende Vorbilder
geschaffen, doch um ihre Glaubwiirdigkeit als globales Referenzmodell
zu wahren, muss sie diese Verordnungen konsequent umsetzen und ihre
Position gegen Tech-Monopole stirken (Csernatoni 2025; von Thun et al.
2025; Schneider 2018; 2020; 2025). In der internationalen Zusammenarbeit
ist eine feste Allianz zur Einhegung von Tech-Giganten notwendig, um den
Einfluss aus den USA, China und Russland einzudimmen. Die EU sollte
sich zudem aktiv gegen das Ausnutzen der Marktmacht der Tech-Konzerne
stellen, um ihre demokratischen Werte und wirtschaftlichen Interessen zu
sichern, statt zogerlich auf Konfrontation zu verzichten. Nur durch mutige
Regulierung und Kooperation kann die EU ihre technologische Souverani-
tat und ihren globalen Einfluss langfristig sichern.
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Freiheit by Design in digitalen Infrastrukturen

Marit Hansen, Andreas Baur und Felix Bieker

Zusammenfassung

Digitale Infrastrukturen sind die Basis fiir die Digitalisierung. Von ihrer Gestaltung héngt der
Grad der Freiheit von Individuen und Gesellschaft angesichts der technischen Evolution ab.
Je grofler eine Abhingigkeit von den Infrastrukturen ist, je grofler die Abhéngigkeiten und
Ungleichgewichte innerhalb dieser sind und je weniger sich die Nutzenden ihnen entziehen
konnen oder wollen, desto wichtiger ist ein faires Design, das insbesondere vor einem Machtmiss-
brauch schiitzt. In diesem Beitrag beschreiben wir die grundlegende Relevanz heutiger digitaler
Infrastrukturen und erldutern, welche unerwiinschten Effekte damit einhergehen. Im Mittelpunkt
stehen Ansatzpunkte fiir die freiheitliche und demokratische Gestaltung digitaler Infrastrukturen.

1. Einleitung

»Freiheit in digitalen Infrastrukturen® - dieses Thema wihlte die Plattform
Privatheit fiir ihre Jahreskonferenz 2024. ,Freiheit® wird in diesem Zusam-
menhang als Abwehr von ungerechtfertigter Machtausiibung und Schutz
vor Machtmissbrauch verstanden - eine Voraussetzung fiir individuelle
Selbstentfaltung und kollektive Selbstbestimmung. Freiheit ist also zentral
fiir die Grundrechte jeder Person und fiir unsere Demokratie.

Digitale Infrastrukturen sind das technische Riickgrat unserer Gesell-
schaft. Ohne das Vorhandensein von Infrastrukturen funktionieren weder
Kommunikation noch Vernetzung in der digitalen Welt. Das betriftt nicht
nur den individuellen elektronischen Austausch zwischen Menschen oder
die Nutzung von Informations- oder Unterhaltungsangeboten, sondern
Finanzwesen, Energieversorgung, Giiteraustausch, Mobilitit und der Ge-
sundheitsbereich sind heute zu grofien Teilen ohne digitale Infrastrukturen
nicht denkbar.

Wie viel individuelle und kollektive Freiheit gelebt werden kann, hangt
stark von der Gestaltung der digitalen Infrastrukturen ab. In diesem Beitrag
zeigen wir, wie heutige digitale Infrastrukturen diese Freiheit gefahrden,
statt ihre Ausiibung zu unterstiitzen. Analog zu den Prinzipien von ,Da-
tenschutz by Design® aus der Datenschutz-Grundverordnung (DSGVO)
und ,,Security by Design“ aus der Cyberresilienz-Verordnung schlagen wir
vor, bei der Gestaltung von digitalen Infrastrukturen auch das Prinzip von
»Freiheit by Design® als Richtschnur anzulegen.
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Im Folgenden stellen wir digitale Infrastrukturen und ihre Problemfelder
dar (2.), fithren bestehende Ansitze aus dem Bereich der Infrastruktur-
studien ein, die eine umfassende Analyse ermdglichen (3.), und zeigen
Ansatzpunkte fiir die freiheitliche und demokratische Gestaltung digitaler
Infrastrukturen auf (4.), bevor wir mit einem Ausblick aufzeigen, wie wir zu
solchen Losungen gelangen kénnen (5.).

2. Digitale Infrastrukturen

Unter digitalen Infrastrukturen versteht man ,netzartige sozio-technische
Systeme, die verldsslich einen einheitlichen Satz von Leistungen anbieten,
die von Interessierten als Grundlagen des menschlichen Zusammenlebens,
als Eroffnung von Handlungsmoglichkeiten und als Schutz gegentiber Le-
bensrisiken genutzt werden kénnen - wie fiir Kommunikation, Energiever-
sorgung, Giiteraustausch, Mobilitit oder Unterhaltung®!

Larkin (2013, S.329, eig. Ubersetzung) hebt hervor, dass Infrastruktu-
ren nicht nur Objekte oder Technologien sind, sondern ,Objekte, die die
Grundlage fiir das Funktionieren anderer Objekte bilden® Technologische
Konzepte wie Interoperabilitit und Standardisierung sind daher fiir das
Funktionieren einer Infrastruktur zentral.

Die systemische und grundlegende Bedeutung von Infrastrukturen lésst
sich nicht nur daran zeigen, dass sie andere Technologien ermdglichen,
sondern auch, darin, dass sie darauf aufbauende Technologien und so-
ziale Praktiken prigen und normieren. Ein besonderes Augenmerk auf
die normsetzende und handlungsbeeinflussende Eigenschaft von Infra-
strukturen haben DeNardis und Musiani (2016) mit dem Konzept der
~Governance by Infrastructure gelegt. Infrastrukturen werden dabei auch
als Rohrleitungen unterhalb des Sozialen, oder, wie Star (1999) es aus-
driickt, als ,unsichtbare Arbeit® verstanden. Infrastrukturen entfalten eine
ermoglichende, aber auch handlungseinschrankende Wirkung entlang den
in ihr angelegten Normen und Werten (Values-in-Design-Ansatz).

Infrastruktur wirkt sich auf Praktiken und Nutzungen aus und kann so
die bewusste Regulierung oder Steuerung durch vom Menschen geschafte-
ne Technologie und deren Wirkungen tiber die Wirkung des Rechts hinaus
verldngern. Infrastrukturen konnen deshalb auch als frozen governance

1 Aus dem Text der Plattform Privatheit zur Jahreskonferenz 2024, https://plattform-priv
atheit.de/p-prv/jahreskonferenzen/jahreskonferenz-2024.php.
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verstanden werden, die sich in den Materialien, Technologien, Institutionen
und Praktiken von Infrastrukturen niederschlagen und dadurch langfris-
tig auf das Soziale wirken. Gleichzeitig geht das Verstindnis von frozen
governance nicht weit genug, da es davon ausgeht, dass es nur das intentio-
nale oder klassische politische Regieren durch Technologie iibersetzt oder
verldngert wird, was unbeabsichtigte Wirkungen versteckt.

Diese Formen der Governance und Handlungsbeeinflussung lassen sich
auch unter dem Schlagwort der infrastrukturellen Macht verstehen und
analysieren. Macht wird hierbei nicht nur in einer direkten Weise verstan-
den, also im Sinne von power to und power over. Power to bezeichnet die
eigenen Handlungsmoglichkeiten und power over die Méglichkeit, andere
zu Handlungen zu zwingen oder an diesen zu hindern. Einem strukturel-
len, auf Foucaults Arbeiten aufbauenden Verstindnis nach wird Macht
auch dann ausgeiibt, wenn bestimmte Handlungen, Wissen und Identititen
ermoglicht oder erschwert werden - also die Grundlagen dafiir beeinflusst
werden (Haugaard 2022).

Digitale Infrastrukturen wie Clouds ermdglichen nicht nur KI-Anwen-
dungen, sondern sie bedingen und prégen die auf der Infrastruktur autbau-
enden Technologien und legen fest, was iiberhaupt moglich ist (Rieder
2020). Es sind die Infrastrukturen selbst, die infrastrukturelle Macht aus-
tiben, nicht nur die Unternehmen und Betreiber:innen dieser Technologi-
en. Fir van Dijck u. a. (2019) ist es vor allem die Moglichkeit, Standards
zu setzen, Plattform- und Netzwerkeffekte sowie Zugrift auf die anfallenden
Nutzungsdaten, die infrastrukturelle Macht ausmachen. Luitse (2024, eig.
Ubersetzung) betont den polit-Skonomischen Anteil von infrastruktureller
Macht, da diese Infrastrukturen nicht nur die darauf aufbauenden Tech-
nologien und Gesellschaften beeinflussen, sondern durch ,die Fahigkeit
eine Einheit aus Rechen-Infrastrukturen, KI-Entwicklungspraxis, Diskur-
sen und Governance-Prozessen zu formen, mit dem Ziel und Effekt die
Marktmacht der Infrastruktur zu starken.”

Die vertikale Integration von Big-Tech-Unternehmen und vor allem gro-
len Cloud-Anbieter:innen, die von Hardware iiber Rechenzentren, Cloud-
Systemen, APIs und Software bis hin zu KI-Trainingsméglichkeiten, Trai-
ningsdaten und -modellen reicht, ist ein zentraler Faktor der infrastruktu-
rellen Macht (Luitse 2024, 33).

Infrastrukturen und die Kontrolle {iber sie {iben auch direkte Macht
aus: zum Beispiel durch die Entscheidung dariiber, wer die dariiber ange-
botenen Leistungen erhilt und wer dagegen das Angebot nicht oder nur
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eingeschriankt nutzen kann. Dies kann explizit, aber auch durch implizite
Hindernisse oder erschwerte Bedingungen geschehen.

Besonders relevant wird dies, wenn eine (digitale) Infrastruktur notwen-
dig fiir die Teilhabe am (digitalen) Leben oder in der Gesellschaft ist. Nicht
nur die unmittelbare Leistungserbringung (oder -versagung) spielt hier
eine Rolle, sondern auch die Méglichkeit der Uberwachung der Nutzenden
in ihrem Verhalten. Als Grundregel kristallisiert sich heraus: Je weniger sich
Nutzende der Infrastruktur entziehen kénnen, desto mehr Daten kdnnen
gesammelt und desto mehr Einfluss kann auf die Nutzenden ausgeiibt
werden.

Weil Infrastrukturen so grundlegend und systematisch bedeutsam sind,
ist ihre Gestaltung und Ausprdgung fiir demokratische und freiheitliche
Gesellschaften von grofier Bedeutung. Gerade aber diese Gestaltung ist we-
gen des grundlegenden Charakters sehr komplex: Sie kénnen gestaltet und
verdndert werden; ein Re-Design von im Einsatz befindlichen Infrastruk-
turen ist jedoch aufwendig. Die Gestaltung von Infrastrukturen folgt eben-
so wie ein etwaiges Re-Design erfahrungsgemdfi nicht grundrechtlichen
Erwégungen, sondern wird als von technischen Anforderungen gepragt
konstruiert oder vor allem 6konomisch getrieben.?

Sicherheits- oder Datenschutzaspekte sind somit regelméfliig nachrangig
bei der Gestaltung. Das zeigt sich beispielsweise in der Riickschau auf die
Entwicklung des World Wide Web (WWW) in Bezug auf zahlreiche Sicher-
heitsprobleme: Berners-Lee als einer der wichtigsten Begriinder des WWW
verteidigte die Entscheidung, nicht gleich von Beginn mehr Sicherheit
eingebaut zu haben, weil dies dem Ziel, eine fiir Entwickler:innen leicht
bedienbare Plattform zu schaffen (,eine Plattform zu schaffen, die Entwick-
ler:innen vertraut ist und einfach zu nutzen®), entgegengestanden hitte
(Leyden 2014, eig. Ubersetzung). Demnach wurde in Kauf genommen, dass
wichtige Eigenschaften und Funktionen wie Sicherheitsfeatures fehlten und
so spéter ergdnzt werden mussten, beispielsweise die Transportverschliisse-
lung in der Kommunikation zwischen Webbrowser und Webserver. Ein
spateres Aufsatteln oder Nachriisten von Eigenschaften oder Funktionen
ist jedoch nicht immer einfach und in einigen Fillen schwierig, teuer oder
sogar unmdoglich.

2 So wurden Vorschldge zur vertrauenswiirdigen Mobilkommunikation zwar in der wis-
senschaftlichen Diskussion aufgenommen, aber hatten keinen wirklichen Einfluss auf
die Gestaltung der Mobilnetze (Federrath 1998).
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Aktuell werden im KI-Bereich Infrastrukturen ausgebaut. KI basiert auf
Cloud-Diensten, wird aber zunehmend selbst eine Infrastruktur fiir die An-
wendungen unterschiedlicher Betreiber:innen. Diese Perspektive ist noch
nicht ausreichend untersucht; dabei wire es gerade zum jetzigen Zeitpunkt
noch méglich und nach unserer Uberzeugung auch erforderlich, bei KI-In-
frastrukturen gestaltend einzugreifen.?

In der KI-Debatte wird haufig auf die Effizienz von KI oder durch diese
zu erreichende Effizienzsteigerungen verwiesen. Dabei bleibt aufler Acht,
dass Effizienz kein Ziel an sich ist, und offen, was genau effizienter gestaltet
wird und zu welchem Zweck. In den USA ldsst sich aktuell verfolgen,
wie unter dem Deckmantel von Effizienzsteigerungen demokratische und
rechtsstaatliche Strukturen abgebaut werden. Demokratie und Rechtsstaat-
lichkeit sind jedoch nicht effizient. Sie sollen es auch nicht sein, sondern sie
verteilen und kontrollieren Macht bewusst. Aushandlungen, Widerspruchs-
moglichkeiten, Kontrolle und transparente demokratische Verfahren sind
gerade nicht auf Effizienz ausgelegt, sondern wollen erreichen, dass nicht
eine Gewalt oder eine Stelle unwidersprochen und ungepriift ihre Ziele
ohne Riicksicht auf andere Interessen und Normen durchsetzen kann.

Die Trump-Regierung setzt dabei auf den Abbau von Gewaltenteilung,
Biirokratie, Verantwortlichkeit und Mafinahmen gegen strukturelle Diskri-
minierung (vgl. Teirstein 2025, Vought 2023). KI funktioniert als magische
Effizienzmaschine, die zu besseren Ergebnissen gelangen und gleichzeitig
Personal und Finanzmittel einsparen soll, wobei die gravierenden Umwelt-
auswirkungen und durch sie verursachten wirtschaftlichen und sozialen
Kosten ignoriert werden. Tatséchlich steht zu befiirchten, dass Einsparun-
gen und der Ersatz von offentlichen Beschiftigten eher dazu fiihren, dass
offentliche Dienstleistungen aufgrund fehlenden Fachpersonals nicht mehr
fiir darauf angewiesene Personen verfiigbar sind (Hadgu/Gebru 2025).

Vor diesem Hintergrund stellt sich die Frage, wie (rechtliche und digita-
le) Infrastrukturen so gestaltet werden konnen, dass sie demokratische und
freiheitliche Gesellschaften unterstiitzen und solchen Angriffen méglichst
widerstehen kénnen.

3 Die KI-Verordnung (KI-VO) enthalt zahlreiche Regelungen fiir und Gestaltungsanfor-
derungen an KI-Systeme. Damit greift die europdische Gesetzgebung gestaltend in
den KI-Markt ein. Die KI-VO nimmt jedoch primér KI in Form von einzelnen Pro-
dukten in den Blick und adressiert die infrastrukturelle Perspektive allenfalls indirekt,
beispielsweise in Bezug auf Risikobewertungen und Folgenabschitzungen.
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Digitale Infrastrukturen formen die Bedingungen fiir das Leben in der
digitalen Welt aus. Sie sind nicht naturgegeben, sondern werden von Ak-
teur:innen aus Staat und Wirtschaft* entwickelt, aufgebaut und betrieben.
Die Gestaltung ist daher auch keineswegs zufillig: Sie folgt tiberwiegend
vorgegebenen, bewussten und unbewussten Design-Entscheidungen. Selbst
wenn im Entwicklungsprozess nicht jede Design-Anforderung absichtsvoll
unter Einbeziehen sdmtlicher vorhersehbarer Folgen formuliert wird, wer-
den von Entwicklungsteams stdndig Entscheidungen zur Gestaltung getrof-
fen. In diesem Sinne wird beispielsweise auch entschieden, ob und welche
Voreinstellungen implementiert werden, ob etwas (und wenn ja, in wel-
chem Rahmen) durch die Anwendenden oder die Endnutzenden konfigu-
rierbar ist usw. Der Verzicht auf eine Implementierung einer Funktion oder
einer Eigenschaft ist ebenfalls eine Gestaltungsentscheidung. Im Ergebnis
bedeutet dies: Es gibt kein Nicht-Design.

Gleichzeitig sind Infrastrukturen im Alltag unsichtbar (s. auch Star 1999);
erst durch eine Fehlfunktion, einen Glitch, werden sie sichtbar. Heutige
digitale Infrastrukturen sind in den meisten Fallen funktionsfahig, jedoch,
wie oben aufgezeigt, dysfunktional (s. auch Berlant 2016): Sie ermdglichen
ndmlich nicht eine gleichberechtigte Teilhabe aller Menschen, sondern
sind verbunden mit Machterhalt und -erweiterung von Akteur:innen in
Wirtschaft und Politik. Um die Infrastrukturen und ihre bereits in diesem
Abschnitt benannten Dysfunktionalitdten sichtbar zu machen und sie zu
analysieren, zeigen wir im folgenden Abschnitt bestehende Ansatze auf, die
genau daran ansetzen.

3. Erste Analyseansiitze

Fir eine Untersuchung digitaler Infrastrukturen kann auf bestehende
Ansitze der Infrastrukturstudien zuriickgegriffen werden. Diese sind in
Deutschland bisher noch nicht breit rezipiert worden, bieten aber zahlrei-
che Ansatzpunkte.

In den Infrastrukturstudien (z. B. Star 1999; Edwards u. a. 2009; Easter-
ling 2014; Berlant 2016) wird mit den Perspektiven verschiedener Diszipli-
nen die strukturelle Bedeutung von technischen Infrastrukturen untersucht.

4 Es konnen sich auch Projekte von einzelnen Personen, die keine kommerziellen Inter-
essen haben, zu Infrastrukturen entwickeln. Ublicherweise ldsst sich der zuverldssige
Betrieb von Infrastrukturen jedoch nicht von Einzelpersonen gewahrleisten.
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Nach Berlant formt Infrastruktur die Gesellschaft; Easterling argumentiert,
dass ,einige der radikalsten Verdnderungen in der globalisierten Welt nicht
in der Sprache des Rechts oder Diplomatie geschrieben werden, sondern
in [...] infrastrukturellen Technologien® (2014, 15). Infrastrukturen sind in
besonderem Maf3e handlungsnormierend, da sie durch Technologien und
Praktiken, also ihre sozio-technische infrastrukturelle Form, soziale Hand-
lungen, aber auch Wissen und Ressourcen steuern.

Oft werden wir uns Infrastrukturen erst dann bewusst, wenn sie nicht
funktionieren (Star 1999). Aber wenn sie funktionieren, enthalten sie eine
»systemische Logik und Logistik [...]. Sie pragen die Art und Weise, wie wir
leben und wie Gesellschaft organisiert wird (van Dijck u. a. 2018, 9, eig.
Ubersetzung).

Science and Technology Studies erforschen das ko-konstitutive Verhilt-
nis von Technik, im Speziellen auch Infrastrukturen, und Mensch/Gesell-
schaft: wie sie miteinander existieren und sich gegenseitig bedingen (z. B.
Jasanoff 2004). Sie bauen auf Disziplinen wie der Techniksoziologie auf
und ergdnzen, z. B. durch Konzepte wie Latours Akteur-Netzwerk-Theorie,
dass Technologien selbst als soziale Phdanomene verstanden werden kénnen
(vgl. z. B. Bijker u. a. 1987; Felt u. a. 2017). Ansétze wie Responsible Research
and Innovation, anwendungsbezogene Technikethik und Constructive Tech-
nology Assessment erforschen nicht nur, wie diese Zusammenwirkungen zu
verstehen sind, sondern wie eine bessere und werteorientierte Gestaltung
und Entwicklung von neuen Technologien aussehen kann (vgl. z. B. Rip
u. a.1995).

Die Fragen einer bewussten Gestaltung umfassender und ubiquitdrer
Infrastrukturen und vor allem KI-Infrastrukturen auf Systemebene sind
bislang noch nicht beantwortet. Erste Ansitze finden sich zum Beispiel bei
Musiani (2022), die die Prozesse der Einbettung von digitaler Souveranitat
in Infrastrukturen - infrastructuring sovereignty — untersucht. Infrastruktu-
ren werden hierbei als prozessual und relational verstanden und nicht als
fixe Artefakte, die auflerhalb des Sozialen Handelns liegen. Dieses Verstind-
nis von Infrastrukturen als Praktiken und Prozesse ermdglicht nicht nur,
das Entstehen und Wirken von Infrastrukturen zu analysieren, zu verstehen
und zu bewerten, sondern auch einzelne Ansatzpunkte fiir Einwirkungen
und aktive Einbettung von Werten in die Prozesse, Praktiken und Techno-
logien zu identifizieren und anzugehen.

Auch das Recht selbst kann auf verschiedene Arten als Infrastruktur
betrachtet werden: Nach Byrne u. a. (2024, 12371.) ko-konstituieren Rechts-
normen, -praxis und Institutionen Legal Infrastructures (rechtliche Infra-
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strukturen). Diese Legal Infrastructures unterscheiden sich von anderen
Arten von Infrastrukturen durch ihre normativen Eigenschaften: Recht
konstruiert gesellschaftliche Infrastrukturen und hat dadurch eine inhiren-
te Infrastrukturdynamik. Dabei kommt Recht auch eine soziale Ordnungs-
funktion zu. Die Legal Infrastructures wirken konkret auf die Verteilung
von Affordances, wie Macht, ein, da sie in anderen, materiellen, technischen
oder sozialen Infrastrukturen eingebettet sind (Byrne u. a. 2024, 1241 u.
1243£).

In den bestehenden Legal Infrastructures wird also festgelegt, wie Macht
innerhalb von Gesellschaften verteilt wird, welche Gruppen sie in wel-
chem Mafle ausiiben und welche Gruppen ausgeschlossen werden. Dies
erginzt die vorwiegend individualistische Betrachtungsweise von Diskri-
minierungsdynamiken innerhalb des Rechts. Bei dieser von Individuen
oder Gruppen ausgehenden Betrachtung wird oft von konkreten Fillen
ausgegangen, in denen eine Diskriminierung bereits erfolgt ist. Aus den
daraus ableitbaren strukturellen Gesellschaftsdynamiken, die bereits aus-
fithrlich untersucht wurden (vgl. Bieker/Hansen 2023b m. w. N.), lassen
sich Schlussfolgerungen und Ansatzpunkte fiir die infrastrukturelle Ebene
gewinnen.

Weiterhin konnen Legal Infrastructures als Praktiken betrachtet werden.
Sie existieren nicht ohne soziale Auseinandersetzung mit ihnen. Recht
konstituiert sich fortlaufend, Rechtsnormen miissen durch eine bestédndige
Praxis aufrechterhalten werden, die ihr Legalitdt (Brunné/Tohope 2010)
verleiht. Ein Ansatzpunkt hierzu ist auch die Frage, wie sich in Praktiken
normative Strukturen und Anordnungen iiber Grenzen und Gemeinschaf-
ten hinweg (re-)produzieren. Aus infrastruktureller Sicht kommt dabei der
Untersuchung, wie Legal Infrastructures das Teilen, Hinterfragen und Aus-
tithren von Rechtsnormen ermdglichen, besondere Bedeutung zu, die sich
nicht auf soziale Interaktionen beschrankt, sondern auch die verbunde-
nen Ebenen rechtlich-technischer Integration betrachtet (Byrne u. a. 2024,
1242).

Fiir digitale Infrastrukturen bietet sich eine Betrachtung der Integration
von Recht in Technik an. Problematisch ist hier in Hinblick auf By-Design-
Ansitze, dass sie in der Praxis nicht (ausreichend) umgesetzt werden -
trotz bestehender Rechtspflichten. Obwohl etwa Art.25 DSGVO technik-
neutral formuliert ist, zusatzlich konkrete Hinweise auf Mafinahmen bietet
und auf die unterschiedlichen Risiken individueller Datenverarbeitungen
skaliert, ist die Vorschrift innerhalb der Wissenschaft und Praxis umstritten
(vgl. Dewitte 2024). Ein Problem der Umsetzung liegt darin, dass Hersteller
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von der DSGVO nicht adressiert werden und daher kein gesteigertes Ei-
geninteresse am Anbieten datenschutzfreundlicher Produkte haben. Wih-
rend die datenschutzrechtlich Verantwortlichen im Prinzip die Moglichkeit
haben, bei der Beschaffung von speziellen Produkten auf die Beriicksichti-
gung des Art.25 DSGVO zu dréngen, unterbleibt zumeist ein Einfordern
der Umsetzung des Datenschutzrechts, weil dies gar nicht innerhalb des ei-
genen Verantwortungsbereichs empfunden wird oder ohnehin unrealistisch
erscheint.

Ein weiterer Ansatzpunkt fiir die rechtliche Analyse ist die Verkniipfung
der Bereitstellung von physischer Infrastruktur mit Jurisdiktion. Dabei
wird von verschiedenen Akteuren etwa der Bau von Straflen als Anlass
zur Normsetzung genommen. Dies wurde in Hinblick auf (neo-)koloniale
Kontexte untersucht (Cowan 2023, Rodiles 2022, Kwet 2022). Im Verhaltnis
zwischen den USA und der EU und anderen Regionen im Bereich von
Cloud-Infrastrukturen, erfolgt ebenfalls eine Verkniipfung von Infrastruk-
turbereitstellung mit Jurisdiktion: Die USA haben mit dem US CLOUD
Act umfassende Regelungen erlassen, die ihnen Zugrift auf die bei US-ame-
rikanischen Unternehmen gespeicherte Daten einrdumen, auch wenn dies
durch den Zugriff auf die physische Infrastruktur regionaler Niederlassun-
gen aufSerhalb der USA erfolgt.

4. Ansatzpunkte fiir demokratische und freiheitliche Infrastrukturen

Die europiische Gesetzgebung der letzten Jahre fiir den Digitalbereich ist
durch einen risikobasierten Ansatz gekennzeichnet: Risiken sollen identi-
fiziert, bewertet und ausreichend eingeddmmt werden. Zum Einddmmen
der Risiken wird der By-Design-Ansatz verfolgt. Dies zeigt sich beispiels-
weise in der DSGVO, die mit Art.25 auf Datenschutz by Design und
by Default setzt, aber auch in den jiingeren gesetzgeberischen Entwicklun-
gen im Bereich der Cybersicherheit wie der NIS-2-Richtlinie (Richtlinie
(EU) 2022/2555) und dem Cyber Resilience Act (CRA, Cyberresilienz-Ver-
ordnung, Verordnung (EU) 2024/2847), der das Paradigma ,Security by
Design® verfolgt. Doch wie geht ,Freiheit by Design“? Oder - sinnvoll
weitergedacht — ,,Grundrechte by Design?

Um eine grundrechtskonforme Gestaltung von Infrastrukturen zu errei-
chen, bietet sich eine Kombination verschiedener Ansatzpunkte an, die
sich an unterschiedliche Akteur:innen und die Ausgestaltung der Technolo-
gien selbst richten. Einige der Ansatzpunkte gehen von Anwender:innen
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aus, die Alternativen zu Big-Tech-Infrastrukturen suchen oder erginzende
Mafinahmen treffen miissen, um das von den diesen Infrastrukturen aus-
gehende Risiko ausreichend zu beherrschen. Entscheidend ist, inwieweit
technische Standards so gestaltet werden, dass sie (grund-)rechtliche An-
forderungen umsetzen oder unterstiitzen.

Zu diskutieren sind zudem (weitere) Regulierungen des grundlegenden
Infrastrukturbereichs auf gesetzlicher Ebene. Derartige Regulierungen miis-
sen jedoch auch durchgesetzt werden; hier muss besser gewahrleistet sein,
dass sich Infrastrukturanbieter:innen an die rechtlichen Vorgaben halten.
Einige interessante Ansatzpunkte werden im Folgenden erldutert.

4.1 Selbstbestimmung und Reduzierung von Abhingigkeiten

Der Freiheitsbegriff ist unmittelbar verbunden mit Selbstbestimmung; eine
Fremdbestimmung soll vermieden oder zumindest eingeschrankt sein. Die-
ses Konzept ist verwandt mit der digitalen Souverédnitit. Unter diesem
Schlagwort sowie iiberlappenden Konzepten wie der technologischen, ope-
rationalen und Daten-Souverénitit werden aktuell vor allem in Europa
Mafinahmen zur Reduktion der Abhédngigkeit von Big Tech diskutiert (z. B.
Glasze u. a. 2022, Baur 2024, Baur 2025). Eine hdufig angewandte Defini-
tion versteht unter digitaler Souverénitit ,die Summe aller Fihigkeiten
und Moglichkeiten von Individuen und Institutionen, ihre Rollen in der
digitalen Welt selbststandig, selbstbestimmt und sicher ausiiben zu kénnen®
(Kompetenzzentrum Offentliche IT 2017). Da der Begriff der digitalen
Souverdnitit ein sehr schillernder ist, mit unterschiedlichen Definitionen
und Anwendungen und in dem sich auch sehr widerstreitende Interessen
wiederfinden, sind einige konzeptionelle Ergdnzungen sinnvoll.

Der Begriff der Souverdnitat, an dem sich die digitale Souverinitit
bedient, stammt aus der politischen Theorie und kennt vor allem zwei
Dimensionen: eine interne und eine externe. Die externe bezeichnet die
Ordnung von Autorititen und damit Abwehr ungerechtfertigter Einfluss-
nahme meist mithilfe von staatlichen Territorien, wéhrend die interne die
legitime Autoritdt innerhalb eines Staates definiert. Souverdnitat wurde erst
durch Philosophen wie Rousseau auf demokratische Systeme und damit
demokratisch legitimierte Machtausiibung und Rechtstaatlichkeit erweitert.

Mit dem Argument der digitalen Souverénitit konnen deswegen auch
einer Abschottung und einer autoritiren Organisation und Uberwachung
von Gesellschaften Vorschub geleistet werden, wie es zum Beispiel in
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Russland unter dem Begriff des ,souverdnen Internets geschieht. Es ist
deswegen wichtig, bei Initiativen zur Steigerung der digitalen Souveranitat
darauf zu achten, dass nicht nur staatliche Institutionen als Referenzpunkt
genannt werden, sondern eben vor allem Gesellschaften und Individuen.
Diese gilt es in ihrer Selbstbestimmung zu fordern und dabei nicht ihre
Uberwachung bzw. autoritire Kontrollmechanismen und Abschottung vor-
anzutreiben.

Digitale Souverdnitit im Sinne der Gesellschaft und der Individuen be-
deutet, die Risiken ausreichend einzudimmen, die mit der Verarbeitung
der Daten oder anderen Digitalisierungskomponenten verbunden sind.
Dies betrifft insbesondere die Abhingigkeiten von der korrekten (und
gewlinschten) Funktionsweise von Hard- und Software und damit auch
von Hersteller:innen, Zulieferer:innen oder Betreiber:innen. Es gilt, Klum-
penrisiken zu vermeiden, beispielsweise Risikokonzentration aufgrund von
zentralen singuldren und nicht oder kaum auswechselbaren Komponenten.
Zu den strategischen Zielen, die die 6ffentliche Verwaltung in Bezug auf
digitale Souverinitit verfolgt, gehoren eine Wechselméglichkeit, eine Ge-
staltungsfahigkeit und Einflussmoglichkeiten auf Anbieter:innen (IT-Pla-
nungsrat 2021).

4.2 Offene Standards und Transparenz

Offene Schnittstellen, Formate und Protokolle® unterstiitzen die Mdéglich-
keit des Auswechselns von Komponenten auf der technischen Ebene. Dage-
gen erschweren proprietire und nicht offengelegte Gestaltungen der Tech-
nik die fir digitale Souverédnitit wiinschenswerte oder gar erforderliche
Interoperabilitdt und Interkonnektivitit. Insoweit kommt auch den Open-
Source-Entwicklungen eine grofle Bedeutung fiir digitale Souveranitat zu.
Dass Open Source das Potenzial fiir mehr Kontrolle, Einflussnahme und
Beherrschbarkeit hat, ist keine neue Erkenntnis (Kohntopp u. a. 2000).

Da die Hauptverantwortung fiir Infrastrukturen im Allgemeinen und
fir digitale Infrastrukturen im Besonderen beim Staat liegt (vgl. Rofinagel
19976, Berlit 2011), kommt den Initiativen des Staats fiir digitale Souverani-

5 Technische Schnittstellen, Formate und Protokolle sind mindestens ebenso relevant
wie der eigentliche Code (Lessig 2001).

6 Rofinagel ging bereits 1997 davon aus, dass der Staat und das Recht nicht mehr in
der Lage seien, im ,immateriellen Sozialraum der Netze Gemeinwohlbelange durchzu-
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tat der Verwaltung eine besondere Bedeutung zu. So hat beispielsweise das
Land Schleswig-Holstein (2024) eine Open-Source-Strategie ausgearbeitet
- das Land stellt allmdhlich seine Verarbeitung auf Open-Source-Kompo-
nenten um. Auf Bundesebene wirkt das Zentrum fiir Digitale Souveranitat
darauf hin, dass fiir die Verwaltung in Bund und Léndern Open-Sour-
ce-Losungen bereitgestellt werden (ZenDiS 2025). Dies geschieht unter
anderem tiber die Plattform openCode.” Auch der IT-Planungsrat (2025)
erkennt die Notwendigkeit von offenen Dokumentenstandards und offenen
Kollaborationslosungen in der offentlichen Verwaltung und fordert die
Umsetzung in Deutschland bis 2027.

Das Konzept ,,Open Source® garantiert aus sich heraus noch nicht, dass
es sich auch tatsdchlich um einen korrekten Code ohne Schwachstellen
handelt (Kéhntopp u. a. 2000) - und schon gar nicht, dass der Code
Werte-basiert ist. So hat die Konferenz der unabhéngigen Datenschutzauf-
sichtsbeh6rden (2023) in ihrem Positionspapier zu Souverdnen Clouds
Open Source als Soll- und nicht als Muss-Kriterium aufgefithrt; aus Sicht
der Datenschutzkonferenz ist Open Source hilfreich fiir digitale Souveréni-
tat, aber keine notwendige Voraussetzung. Hinzu kommt, dass einerseits
im Einsatz von Open-Source-Tools, andererseits im Entwicklungsprozess
von Open Source heutzutage ebenfalls Abhédngigkeiten bestehen, die Ri-
siken mit sich bringen (instruktiv Seeger 2024). Besonders wichtig ist
daher, in Anspruch genommene Produkte, Komponenten und Dienste
durch (rechtskonforme) Alternativen ohne unverhaltnisméfligen Aufwand
auswechseln zu konnen.?

Generell spielt fiir die Produkt- und Systementwicklung und auch fiir
die Wechselfahigkeit die technische Standardisierung eine wesentliche Rol-
le. Das Befolgen von technischen Standards ist in einigen Sektoren eine
Pflicht, in anderen Bereichen zumindest angeraten. Fiir einen rechtssiche-
ren Einsatz von Produkten und Systemen ist es hilfreich, wenn grund-

setzen und die Biirger zu schiitzen® Aufgrund der Schutzmaglichkeiten auf der Basis
von Informationstechnik wandele sich die Erfiillungsverantwortung des Staates zu
einer Strukturverantwortung. Der Staat werde seiner Schutzpflicht gerecht, wenn er
Strukturen schaffe, ,die seine Biirger befahigen, ihre Interessen in der Welt der Netze
selbstbestimmt zu schiitzen Es geht dabei weniger um einen Selbstdatenschutz, der
die Last weitgehend auf die Schultern der Biirger:innen legt, sondern um die staatliche
Rolle zur Befahigung der Betroffenen in Ergdnzung zu einem Systemdatenschutz -
auch und gerade im Sinne der digitalen Souverénitit.

7 https://opencode.de/de.

8 Europdische Alternativen fiir digitale Produkte werden beispielsweise unter diesem
Link gesammelt: https://european-alternatives.eu/ (Graf 2025).
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rechtsrelevante Kriterien in technischen Standards beriicksichtigt werden.
Der Prozess der Erarbeitung technischer Standards ist tiblicherweise von
unternehmensiibergreifenden 6konomischen Interessen getrieben. Jedoch
miissen beispielsweise die von der Européischen Kommission bei den Stan-
dardisierungsgremien CEN und CENELEC in Auftrag gegebenen Stan-
dards zur KI-VO auch die dort enthaltenen Anforderungen, die sich auf
Grundrechte oder Energieverbrauch beziehen, beriicksichtigen (Europii-
sche Kommission 2023b).

Die Teilnehmenden in den Standardisierungsgremien stammen grofien-
teils aus der Industrie. Auch wenn eine Teilnahme von Vertreter:innen aus
der Zivilgesellschaft nicht ausgeschlossen ist, geschieht dies nur in gerin-
gem Umfang, schon weil der - iiblicherweise unbezahlte - Zeitaufwand
grofd ist und internationale Reisen finanziert werden miissen. Aus densel-
ben Griinden ist zurzeit auch die Beteiligung von Datenschutzaufsichtsbe-
horden an Standardisierungsinitiativen auf Einzelfille begrenzt.

Weil technische Standards so einflussreich sein konnen, miissen sie
und der Prozess der Erarbeitung gegen eine Manipulation geschiitzt wer-
den. Die US-amerikanische Standardisierungsorganisation NIST (Natio-
nal Institute of Standards and Technology) hatte sich aufgrund einer
zunachst unerkannten Einflussnahme des Geheimdiensts NSA (National
Security Agency) im Bereich der Verschlisselung gezwungen gesehen,
eine bereits verdffentlichte Empfehlung fiir einen Krypto-Algorithmus zu-
rickzuziehen (NIST 2014). Es ist generell wahrscheinlich, dass Geheim-
dienste versuchen, in vielen Standardisierungsgremien Einfluss zu nehmen
(Rogers/Eden 2017). Abgesehen von moglichen Unterwanderungen der
Standardisierungsprozesse sei betont, dass trotz des potenziell hohen Wir-
kungsgrads auf unsere Gesellschaft technische Normung nicht auf einer
unmittelbaren demokratischen Legitimierung basiert — anders als bei parla-
mentarischen Entscheidungen iiber rechtliche Normen. Als Ansatzpunkte
zur Verbesserung sollte diskutiert werden, wie gesellschaftliche Interessen,
rechtliche Anforderungen und generell Risiken fiir die Grundrechte und
Grundfreiheiten zuverldssig in den Standardisierungsprozessen behandelt
und entsprechende Design-Entscheidungen dokumentiert werden kénnen.
Dass mehr Transparenz notwendig ist, zeigt sich auch daran, dass selbst
die Ergebnisse der Standardisierung — also die technischen Standards, die
umgesetzt werden sollen oder miissen - nicht generell frei und kostenlos
zur Verfiigung gestellt werden. Der EuGH hat mittlerweile in der Mala-
mud-Entscheidung festgestellt, dass iiberwiegendes offentliches Interesse
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an der Verbreitung von harmonisierten europédischen Normen bestehen
kann (EuGH-Urteil vom 05.03.2024 - C-588/21 P).?

Technische Standards fiir einzelne Komponenten in der Verarbeitung
konnen in der Regel keinen rechtssicheren Einsatz garantieren; hdufig
kommt es auf den Einsatzkontext und die Einsatzumgebung an. Im End-
effekt muss der Verantwortliche sich selbst davon iiberzeugen, dass die
rechtlichen Anforderungen eingehalten werden. Ein Faktor konnte dabei
die Zertifizierung nach Art. 42f. DSGVO darstellen, auch wenn sie in der
Praxis noch fast gar nicht vorkommt. Von den Datenschutzaufsichtsbehor-
den wird héufig eine Sofort-Bewertung der Datenschutzkonformitit eines
Produkts erwartet — am besten fiir alle moglichen Versionen und Konfigu-
rationen. Dies ist unrealistisch, und Produktpriifungen gehdren auch nicht
zu den unmittelbaren Aufgaben der Datenschutzaufsicht, wofiir sie zurzeit
auch nicht ausgestattet sind. Diese Behorden unterstiitzen durchaus, in
dem sie aufzeigen, welche Priifpunkte Verantwortliche anlegen miissen,
oder abstrakte Losungen als Positivbeispiele skizzieren. Es ist aber so noch
nicht gewidhrleistet, dass diejenigen Verantwortlichen, die sich an Recht
und Gesetz halten wollen, ausreichende Hilfen erhalten. Nach Mdglichkeit
sollten die Verantwortlichen eine Situation vorfinden, in der es leicht ist,
die rechtlichen Anforderungen zu erfiillen. Das gilt besonders fiir die Infra-
strukturen, derer sie sich bedienen.

4.3 Moving Targets und Verantwortungsdiffusion angehen

Bisher schaffen es Big-Tech-Unternehmen, sich der Verantwortlichkeit
durch Zeitverzogerung zu entziehen. Es werden Dienste angeboten, bevor
Risiken identifiziert oder gar adressiert wurden, oft mit dem Hinweis beste-
hende Regelungen seien auf diese neuartige Technologie nicht anwendbar.
Wenn sich Risiken in Schidden fiir betroffene Personen niederschlagen,
werden diese zundchst abgestritten, bei wachsendem Druck kleine Ande-
rungen umgesetzt, die die meist systemischen Ursachen nicht angehen. In
etwaigen behordlichen oder gerichtlichen Verfahren werden Informationen
nur langsam herausgegeben und im Anschluss auf ein ungiinstiges Urteil
nur minimale Anderungen vorgenommen oder argumentiert, dass diese be-

9 Die Standardisierungsorganisationen IEC und ISO wehren sich gegen den Informati-
onszugang und haben beim EuGH Klage gegen die Européische Kommission einge-
reicht (anhingige Rechtssache T-631/24, veroffentlicht am 17.02.2025, https://eur-lex.e
uropa.eu/legal-content/DE/TXT/PDF/?uri=0):C_202500919).
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reits erfolgt seien und das Urteil damit nicht mehr auf die aktuelle Situation
anwendbar sei (Bieker/Hansen 2023a).

Unter den aktuellen wirtschaftlichen Bedingungen wird diese Verzdge-
rungstaktik belohnt. Auch hier funktioniert das Vorgehen nach der Maxime
»Move fast and break things“: In der gewonnenen Zeit kdnnen die Anbie-
ter:innen bereits Gewinne erwirtschaften und sich eine starke Position
auf dem Markt verschaffen. Sie haben damit einen grofien 6konomischen
Vorteil, insbesondere gegeniiber griindlicheren und - was leider keine
Selbstverstdndlichkeit ist — rechtstreu orientierten Anbieter:innen, die sich
an bestehende Regelungen anpassen.

Dies zeigt sich auch im Bereich der KI, in dem es insbesondere Microsoft
und Amazon als grofien Cloud-Dienstleistern gelungen ist, mit dieser fiir
grofe KI-Modelle notwendigen Infrastruktur infrastrukturelle Macht auf-
zubauen und mafigebliche Anbieter zu werden, die zum einen die techni-
sche Recheninfrastruktur bereitstellen, aber auch von der Datenerhebung,
der Modellerstellung und dem Training sowie dem Endkund:innenkontakt
wichtige Aspekte der KI-Dienste in sich vereinen (Luitse 2024). Selbst
grofle Betreiber von eigenen KI-Anwendungen sind auf ihre Recheninfra-
struktur angewiesen.

Aus informationstechnischer Perspektive benennen Balayn und Giirses
(2024) agile Entwicklungsumgebungen als Teil dieses Problems: Aktuelle
KI-Angebote beruhten auf einer Vielzahl von Diensten unterschiedlicher
Anbieter:innen, die Betreiber:innen zusammenklicken, sodass kurzfristig
Anderungen vorgenommen werden konnen, aber eben auch ein hochkom-
plexes Gefiige unterschiedlicher Akteur:innen entsteht. Dabei hitten die
Betreiber:innen meist keine grofie Machtposition gegeniiber ihren Diens-
teanbieter:innen, sodass sie auch nur begrenzten Einfluss auf die Gestal-
tung der Prozesse und ihnen zugrundeliegenden Infrastrukturen hitten.
Sie fordern, dass diese Entwicklungsumgebungen reguliert werden miissen,
anstatt sich auf einzelne Technologien zu beschranken, wie bei der KI-VO.

Zwar gibt es mit der DSGVO bereits eine technikneutrale Regulierung,
die sich allgemein auf Datenverarbeitungen bezieht. Baylan und Giirses
stellen jedoch fest, dass diese bisher nicht erfolgreich darin war, den ge-
nannten Verzogerungstaktiken und dieser Verantwortungsdiffusion effektiv
entgegenzutreten.

Auf der zeitlichen Ebene wire es denkbar, den gerichtlichen Rechtsweg,
wie es bereits im Wettbewerbsrecht nach § 73 GWG geregelt ist, in be-
stimmten Féllen auf den BGH zu begrenzen, damit europarechtliche Fra-
gen nicht erst, wie tiblich, nach mehreren Instanzenziigen durch den EuGH
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vorab entschieden werden kénnen und so schneller Rechtssicherheit fiir
alle Beteiligten hergestellt wird. Fiir die Klarung wichtiger Grundsatzfragen
mit weitreichenden und teilweise faktisch irreversiblen Auswirkungen auf
die Realitit, wie dies bei der Gestaltung von digitalen Infrastrukturen nicht
selten ist, wire ein Fast Track beim EuGH denkbar.

Beziiglich der Verantwortungsdiffusion ist ein grofies Problem der
DSGVO, dass diese nur Verantwortliche und Auftragsverarbeiter:innen
kennt. Hersteller:innen oder Anbieter:innen, die keine eigenen Zwecke mit
der Datenverarbeitung verfolgen, sondern nur Dienste oder Infrastrukturen
bereitstellen, fallen nicht in den Anwendungsbereich der DSGVO. Dies hat
der EU-Gesetzgeber in der KI-VO explizit anders geregelt. Insofern kénnen
Verantwortliche etwa durch die Verpflichtung von Anbieter:innen nach
Art.9 KI-VO ein Risikomanagementsystem zu betreiben, voraussichtlich
leichter Informationen fiir ihre eigenen Risikobeurteilungen (etwa nach
Art.27 KI-VO, Art.35 und 24 DSGVO) erhalten. Allerdings ersetzt dies
eigenstandige Verpflichtungen der Anbieter:innen nach der DSGVO nicht
ausreichend und birgt ebenfalls Gefahren der regulierten Selbstregulierung
(Bieker 2025).

4.4 Inzentivierung korrigieren und Infrastrukturen regulieren

Das Digitale-Dienste-Verordnung (Verordnung (EU) 2022/2065) bezieht
die infrastrukturelle Perspektive insoweit ein, dass sehr grofie Online-Platt-
formen und Suchmaschinen (Very Large Online Platforms (VLOPs) and
Very Large Online Search Engines (VLOSEs)) besonderen Pflichten unter-
worfen werden. Ziel der Digitale-Dienste-Verordnung ist es, illegale oder
schiddliche Online-Aktivititen sowie die Verbreitung von Desinformation
tiber die Plattformen und Suchmaschinen zu verhindern. VLOPs und
VLSEs sind dadurch charakterisiert, dass sie mehr als 10% der 450 Mio.
Verbraucher:innen in Europa erreichen. Nach der Definition betriftt dies
eine kleine Anzahl (2023: 19 (Europaische Kommission 2023a), bis zum L.
Quartal 2025 wurde die Liste der VLOPS und VLOSEs auf 25 Angebote
erweitert!); Anbieter:innen von LLMs gehoren bisher nicht dazu.

Es ist noch unklar, ob die Regelungen zur Plattformkontrolle ausreichen
und sie sich effektiv durchsetzen lassen. Schliefllich basieren bisherige

10 Aktuelle Liste der VLOPs und VLOSESs: https://digital-strategy.ec.europa.eu/en/polic
ies/list-designated-vlops-and-vloses (Abruf am 09.05.2025).
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Geschiftsmodelle zahlreicher Anbieter:innen darauf, die Aufmerksambkeit
der Internet-Nutzenden und vor allem deren Klicks auf sich zu lenken.
Belohnt werden gerade nicht die sorgfaltige Recherche und die korrekte
Darstellung, sondern unserioses Gebaren mit extremen Darstellungen, die
verfalscht oder auch vollstindig erfunden sein konnen. Hier miisste in die
Geschiftsmodelle des Ausspielens von Werbung im Internet eingegriffen
werden, wenn man wirklich eine Anderung erreichen méchte - z. B. indem
nicht schnelle Klicks monetarisiert werden konnen, sondern etwa Klicks
auf korrekte, ausgewogen dargestellte und vor allem qualitdtsgesicherte
Inhalte, die ldnger Bestand haben,

Zusitzlich wiren Moglichkeiten zur Gewinnabschépfung denkbar, wenn
ein:e Akteur:in nicht nachweisen kann, dass diese Gewinne auf rechtmafi-
ge Art und Weise entstanden sind. Es kdnnten Fonds eingerichtet werden,
die abgeschopfte Gewinne an Geschidigte weitergdben. Hierzu sind noch
keine detaillierten Ausarbeitungen bekannt; wir finden es aber lohnend,
dies weiterzuverfolgen.

Monopole und umfassende Marktmachtkonzentrationen sollten kartell-
rechtlich angegangen und entflochten werden. Hierbei ist es wichtig, nicht
nur einzelne Dienstleistungen und Sektoren getrennt zu betrachten, son-
dern die Netzwerk- und Abhingigkeitseffekte integrierter Infrastrukturen
zu berticksichtigen. Problematisch hierbei sind, dass trotz der interessanten
und richtigen Ansatzpunkte in der EuroStack-Initiative auch hier Forde-
rungen nach einem Abbau ,Jdhmender Regulierung’ und nach mehr Konso-
lidierung in Europa laut werden (Caffarra u.a. 2025, S. 6 f.). Eine sinnvolle
Antwort auf die Nachteile fehlender Regulierung und grofler Machtkonzen-
tration in anderen Markten kann jedoch nicht in der Kopie dieses Ansatzes
liegen.

Waihrend die Datenschutz-Grundverordnung den Fokus auf die Verar-
beitung personenbezogener Daten legt und die Digitale-Dienste-Verord-
nung primir die Plattformen und Diensteanbieter:innen in den Blick
nimmt, konnen bei Freiheit by Design weitere wesentliche Aspekte eine
Rolle spielen. So wird der Klimawandel massive Auswirkungen auf die
Freiheit haben, wo auf der Erde noch Lebensbedingungen herrschen, die
sich fiir Menschen eignen. Fiir die Entwicklung des Klimas sind wiederum
der Energieverbrauch und die Energieproduktion von grofler Bedeutung.
Besonders der Hype um KI fiihrt aktuell und kiinftig zu einem erheblich
gesteigerten Bedarf an Energie (IEA 2025). Dies fithrt dazu, dass Big-Tech-
Unternehmen fiir ihre KI-Angebote eigene Kraftwerke bauen und betrei-
ben.
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Die Entscheidung dariiber, welche Risiken und Nebenwirkungen von
der Gesellschaft in Kauf genommen werden, was die Energieversorgung
angeht, treffen diese Unternehmen groflenteils in Eigenregie. Bisher ist
jedenfalls nicht absehbar, dass der Betrieb von Atomkraftwerken damit
verbunden ist, sowohl die Betriebsrisiken ausreichend abzusichern als auch
die Langzeitlagerung und -versorgung fiir die Brennstébe zu garantieren.

4.5 Offentliche Infrastrukturen fordern und vor Vereinnahmung schiitzen

Forderungen nach offentlichen Infrastrukturen treffen héufig auf die Er-
widerung, dass diese durch Diskriminierung, Zensur und Uberwachung
leichter politisiert und auch missbraucht werden kénnen. Gerade die Ent-
wicklungen in den USA seit Beginn der zweiten Amtszeit von Prisident
Donald Trump (Teirstein 2025") zeigen jedoch, dass auch private Anbieter
nicht per se Schutz vor Politisierung und Vereinnahmung garantieren.

Wir beobachten auflerdem eine falsche Dichotomie zwischen komplett
privaten Infrastrukturen auf der einen Seite und solchen, die direkt der Re-
gierung und Exekutive eines Landes oder politischen Ordnung unterstellt
sind. Gerade Beispiele des 6ffentlichen Rundfunks und anderer 6ffentlicher
Institutionen zeigen, dass Ordnungsprinzipien denkbar sind, die sich dieser
Dichotomie entziehen. Deswegen muss der Zivilgesellschaft eine stdrkere
Rolle zukommen.

Dariiber hinaus sind die oben genannten Prinzipien der Werte-orien-
tierten Infrastrukturgestaltung und der By-Design-Ansétze wichtige Anker
innerhalb der vernetzten Technologien, die einen Missbrauch und Umwid-
mung erschweren und damit besonders marginalisierte Gruppen schiitzt.

5. Ausblick

Angesichts der aktuellen geopolitischen Entwicklungen und des rasanten
technischen Fortschritts verdienen die Forschung zu digitalen Infrastruktu-
ren und die Ausarbeitung von Losungsstrategien gegen Machtkonzentrati-
on in und durch Infrastrukturen sowie Machtmissbrauch durch Staaten
oder Wirtschaftsunternehmen deutlich mehr Aufmerksamkeit. Fiir den

11 Mit Verweisen auf zwei Websites, die als ,Project 2025 Tracker” die Schritte der
Verfassungskrise der USA und ihre Transformation dokumentieren.
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Bereich der Cybersicherheit ist das Problembewusstsein zwar in jiingerer
Zeit gestiegen, und der europdische Gesetzgeber hat in Rechtsnormen wie
der NIS-2-Richtlinie und der Cyberresilienz-Verordnung Anforderungen
fiir mehr Sicherheit und Risikobeherrschung iiber die gesamte Lieferkette
fiir Hardware und Software formuliert. Weitere Digitalrechtsakte der EU,
von der DSGVO aus dem Jahr 2016 bis zur KI-VO aus dem Jahr 2024
nehmen das Risiko fiir die Betroffenen und ihre Rechte und Freiheiten in
den Blick. Wahrend die DSGVO diesen Risikobegrift vor allem in Bezug
auf die Pflichten der Verantwortlichen (und der Auftragsverarbeiter:innen)
anwendet, hat das Konzept seitdem eine Ausweitung in DDVO und KI-VO
erfahren. Ob diese Skalierung entlang von weitgefassten Risikobegriffen
eine Verbesserung fiir den Grundrechteschutz darstellt, bleibt abzuwarten
(vgl. Bieker 2025).

Die Durchschlagskraft der DSGVO im Sinne der europdischen Grund-
rechte war bisher jedoch, gelinde gesagt, beschriankt. Insbesondere gegen-
iber Anbieter:innen von Produkten und Dienstleistungen im Bereich der
digitalen Infrastrukturen fehlt es an der notigen Umgestaltung. Der Aufbau
von (europdischen) Alternativen zu etablierten Infrastrukturen verlauft bis-
her zdgerlich. Angebote, die von Anfang an konform zu den rechtlichen
Anforderungen - im Sinne von ,Grundrechte by Design® — gestaltet wur-
den, hatten in der Vergangenheit nicht unbedingt einen Marktvorteil.

Der aktuelle Prozess einer geopolitischen Disruption rechtfertigt einen
Paradigmenwechsel: Es ist jetzt notiger als je zuvor, dass die bisherigen
digitalen Infrastrukturen samt den damit verbundenen Abhédngigkeiten auf
den Priifstand kommen, und bei der Entwicklung neuer Infrastrukturen die
grundrechtlichen Kriterien berticksichtigt werden. Europa muss sich faire
Infrastrukturen leisten wollen. Im Fall von KI kann dies bedeuten, dass
dezentralisierte, spezialisierte, aufwendiger trainierte Systeme ausgew&hlt
werden, statt auf grofle allgemeine Modelle zu setzen, die mit fragwiirdigen
Methoden entwickelt wurden.

So wie Technologien nie die alleinige Losung fiir soziale Probleme sein
konnen, so sind auch Infrastrukturen nie ausreichend zum Schutz vor
einer anti-demokratischen Ubernahme geeignet. Technische Infrastruktu-
ren werden Demokratien nicht schiitzen. Werte-orientierte 6ffentliche In-
frastrukturen sind eine notwendige Bedingung fiir eine stabile, inklusive
und freiheitliche Demokratie, aber keine hinreichende fiir ihre Existenz-
sicherung. Anti-demokratischen politischen Kriften muss in Gesellschaft
und Politik begegnet und entgegengetreten werden, Demokratie dort gelebt
und stabilisiert werden.
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Infrastruktur-Design darf nicht zufillig passieren. Es bedarf eines syste-
matischen, partizipativen und inklusiven Ansatzes unter Beteiligung aller
gesellschaftlich relevanter Gruppen, um Risiken zu erkennen, Ldsungen
mit jhren Vor- und Nachteilen zu diskutieren und sich auf ein Vorgehen
zu verstandigen — kurzum: Es bedarf einer verldsslichen Infrastruktur zur
fairen Gestaltung von Infrastrukturen.
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Ein offener Webindex: Anwendungen, rechtlicher Rahmen,
Akzeptanz

Leopold Beetr, Paul C. Johannes, Huda Koulani, Christian L. Geminn,
Matthias Séllner und Stefan Voigt

Zusammenfassung

Ein frei zuginglicher européischer offener Webindex (OWT) kénnte als Grundlage fiir eine Viel-
zahl von Suchmaschinen dienen und das Entstehen neuer webdatenbasierter Anwendungen, ein-
schliefllich Systemen der kiinstlichen Intelligenz (KI), fordern. Damit wiirde ein solcher offener
Index wesentlich zur Vielfalt in digitalen Markten beitragen und Nutzern die Méglichkeit geben,
zwischen verschiedenen Diensten zu wihlen. Auf diese Weise wiirde der Index zum Pluralismus
auf dem aktuell monopolisierten Suchmaschinenmarkt beitragen. Der OWI konnte auch fiir
Innovationen im Bereich der KI von entscheidender Bedeutung sein, da er die notwendige
Datenbasis fiir das Training und die Weiterentwicklung von Retrieval Augmented Generation
(RAG) und anderen KI-Systemen schaffen wiirde. Der vorliegende Beitrag befasst sich mit dem
rechtlichen Rahmen fiir einen solchen offenen Webindex und erértert Herausforderungen. Nach
einer Einleitung (1) wird zundchst das Potenzial eines offenen Webindex (2) und seiner Anwen-
dungen dargestellt. Sodann werden die verschiedenen Akteure (3) erortert und Anwendungsfalle
(4) beleuchtet, darunter vertikale Suchmaschinen (4.1), das Training von Large Language Models
(LLMs) (4.2), die Verbesserung lokaler Suchdienste (4.3), Business Intelligence und Analytics
(4.4) sowie die Aufdeckung von Desinformation und Bot-Netzwerken (4.5). Chancen und Risiken
fiir die Grundrechte und -freiheiten (5) werden besprochen, gefolgt von einem Uberblick iiber
die rechtlichen Anforderungen an einen OWI (6) in Bezug auf Datenschutz (6.1), digitale Dienste
(6.2), Rechte des geistigen Eigentums (6.3) und kiinstliche Intelligenz (6.4). Erste Uberlegungen
zur Untersuchung von Akzeptanz und Vertrauen der Nutzer werden angestellt (7). Abschliefend
werden die Erkenntnisse zusammengefasst und ein Ausblick in die Zukunft gegeben (8).

1. Einleitung

In der digitalen Welt zu navigieren, ist ohne Suchmaschinen kaum maglich.
Thre Nutzung wird als vermeintlich kostenlose Dienstleistung angeboten,
die sich durch die Auswertung von Nutzerdaten nicht nur finanziert,
sondern auch eine immense Gewinnschopfung ermdglicht.! Zunehmend
werden Suchmaschinen jedoch durch LLM-basierte Systeme (Large Lan-

1 Alphabet erwirtschaftete laut eigenen Angaben (https://abc.xyz/investor/) im ersten
Quartal 2025 einen Gesamtumsatz von 90,23 Milliarden US-Dollar, wovon 50,7 Mil-
liarden US-Dollar auf den Bereich Google Search entfielen. Der Nettogewinn des
Konzerns betrug in dem Zeitraum 34,54 Milliarden US-Dollar. Der Nettogewinn fiir
das Segment Google-Suche ist nicht separat ausgewiesen.
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guage Models), die auf kiinstlicher Intelligenz basieren, ergénzt oder ersetzt.
Diese Systeme, die in verschiedene Dienste integriert werden, bieten eine
intuitivere Schnittstelle fiir die Recherche zu verschiedenen Themen. Den-
noch greifen auch diese LLM-basierten Systeme letztlich auf die Daten und
Strukturen von Suchmaschinen zuriick, um ihre Antworten zu generieren
und zu optimieren.

Mit dem Ziel, die Funktionalitit und die Dienstleistungsqualitit sicher-
zustellen, erfassen und verarbeiten Anbieter vieler Suchmaschinen und LL-
Ms grofie Mengen personenbezogener Daten, aus denen vielféltige Riick-
schliisse auf Interessen und Lebensumstinde der Nutzenden mdglich sind.
Gerade die individualisierte Werbung wird in der Folge zu einer zentra-
len Finnahmequelle. Hinzu tritt die Mdglichkeit zur Monetarisierung der
Anzeigereihenfolge von Suchergebnissen (z. B. durch an erster Stelle pra-
sentierte Anzeigen oder eine bezahlte Besserstellung in der Anzeigereihen-
folge). Die daraus resultierenden Probleme haben die Google-Griinder Brin
und Page bereits Ende der 90er Jahre selbst benannt und vorausgesagt:
»[W]e expect that advertising funded search engines will be inherently
biased towards the advertisers and away from the needs of the consumers.
In anderen Worten: ,[T]he search engines we have are not neutral or
benevolent. They determine what data to collect from us and how to use it
in algorithms. They are not open and transparent. So, it is hard to spot any
bias or manipulation. They profile us. They divide us. This is not the search
we want. We need search algorithms tuned for humanity, not individual
greed.

Alle Suchmaschinen basieren auf einem sogenannten Webindex, den
man sich wie die Kartei einer Bibliothek vorstellen kann, nur eben um
ein Vielfaches grofler und viel dynamischer. Das Internet muss stindig
nach neuen oder gednderten Inhalten durchsucht werden, damit diese iiber
eine Suchmaschine abgerufen werden kénnen. Dies erfordert eine hohe
Rechenleistung und grofle Speicherkapazititen, was die Erstellung und den
Betrieb eines Webindex komplex und kostspielig macht. Neue Suchmaschi-
nen haben es daher schwer, sich zu etablieren. Zwar gibt es alternative
Suchanbieter wie Ecosia oder DuckDuckGo, diese bendtigen aber in der
Regel Zugrift auf einen oder sogar mehrere bestehende Webindizes und

2 Brin/Page, Anatomy of Large-Scale Hypertextual Web Search Engine, Computernetz-
werke und ISDN-Systeme 1998, S. 107.
3 Smith, 2023.
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entsprechenden Rankings. Dabei miissen sie sich den Bedingungen des
Betreibers unterwerfen.*

Bislang gibt es weltweit nur vier umfassende Indizes des Internets:
Google, Microsoft (beide USA), Baidu (China) und Yandex (Russland).
Diese Anbieter diktieren die Bedingungen fiir den Zugang zu ihren In-
dizes und nehmen damit die Rolle von Torwichtern (Gatekeeper) auf
dem Suchmaschinenmarkt ein. Das schriankt die Wahlmdoglichkeiten der
Verbraucher ein. So kdnnen Nutzende beispielsweise keine besonders da-
tenschutzfreundlichere Suchmaschine wihlen. Datenschutz und andere Be-
lange der Privatsphire, denen in der Europdischen Union (EU) besondere
Bedeutung beigemessen wird, diirften bei den Gestaltungsentscheidungen
fiir bestehende Indizes aufgrund des Sitzes der jeweiligen Unternehmen
eine untergeordnete Rolle spielen. Durch die jetzige Ausgestaltung der vor-
herrschenden Suchindizes und das Fehlen von datenschutzfreundlichen
Wettbewerbern kann das Grundrecht auf Privatsphire und Datenschutz
von den Nutzenden der Suchmaschinen kaum effektiv wahrgenommen
werden. Das umfangreiche Sammeln und Auswerten von Nutzerdaten
durch Suchmaschinen? erfiillt das Bediirfnis nach Privatsphére® der Bevol-
kerung keinesfalls.

Der Marktanteil von Googles Suchmaschine in Deutschland liegt derzeit
bei rund 90 %;” der weltweite Marktanteil auf allen Geriten (Desktop und
mobil) betrdgt 89,6 %.8 Einer der Hauptgriinde fiir diese Dominanz ist
der iber Jahrzehnte aufgebaute Webindex von Google. Ein Blick auf den
Marktanteil von Microsofts Suchmaschine Bing (weltweit: 4,0 %°) zeigt
jedoch, dass ein hochwertiger Webindex nicht der einzige Faktor fiir die
Dominanz von Google in diesem Bereich sein kann. Vielmehr spielen
auch Gewohnungseffekte, Vertrauen,'® Benutzerfreundlichkeit, andere an-
gebundene Dienste, Voreinstellungen, Hindernisse beim Wechsel auf ande-

4 Z.B.basiert die deutsche Suchmaschine Ecosia auf dem Index von Bing.

5 Ein Blick in Google’s Datenschutzerklarung (abrufbar unter https://policies.google.c
om/privacy?hl=de#infocollect) zeigt die umfangreiche Erhebung personenbezogener
Daten durch das Unternehmen, etwa von Sprach- und Audiodaten oder Standortda-
ten.

Braun/Trepte, Privatheit und informationelle Selbstbestimmung, 2017, S. 6.
StatCounter, Marktanteile der fiihrenden Suchmaschinen in Deutschland, 2024.
StatCounter, Marktanteil der fithrenden Suchmaschinen weltweit, 2025.

StatCounter, Marktanteil der fiihrenden Suchmaschinen weltweit, 2025.
Schultheif$/Lewandowski, Misplaced trust?, Journal of Information Science 2021.
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re Suchdienste und die subjektiv empfundene Qualitit der Dienste eine
wichtige Rolle.!

Ein offener, frei zuginglicher und grofimafistibiger Webindex konnte
dazu beitragen diese Probleme 16sen, indem er anderen Suchmaschinenbe-
treibern als Grundlage fiir die Bereitstellung ihrer Dienste dient und so das
Entstehen neuer, nutzer- und datenschutzfreundlicherer Suchmaschinen
fordert.> So konnte ein offener Index einen wichtigen Beitrag zur Vielfalt
und Wahlfreiheit im Bereich der Internetsuche leisten. Crawling und In-
dexierung wiirden vom eigentlichen Betrieb der Suchmaschine getrennt
werden. Kleine und aufstrebende Anbieter konnen sich den Aufbau und
Betrieb eines eigenen Indexes meist nicht leisten; ein offener Webindex
wiirde ihnen langfristig eine Perspektive bieten. Der offener Webindex
konnte auch fiir Wissenschaft und Forschung zuginglich gemacht werden.
Dariiber hinaus wire ein solcher Index in hohem Mafle innovationsfor-
dernd fiir den Bereich der Kiinstlichen Intelligenz, da er die notwendige
Datenbasis fiir das Lernen, Trainieren und Weiterentwickeln von Retrieval
Augmented Generation (RAG) und anderen KI-Systemen schaffen wiirde.
Insbesondere die aktuelle Entwicklung grofler KI-basierter Sprachmodelle
(z.B. ChatGPT von OpenAl/Microsoft oder Gemini von Google) unter-
streicht die hohe Relevanz umfassender und qualitativ hochwertiger vorge-
filterter Web-Datenbanken, wie sie ein offener Webindex bieten wurde.
Solche Datenbanken sind sowohl fiir die digitale Wirtschaft als Ganzes
als auch fiir den Suchmaschinenmarkt der Zukunft im Besonderen von
grofiter Bedeutung.!®

Moglich wire das alles nur durch eine kollaborative Anstrengung, bei der
viele Institutionen bei Crawling und Indexing sowie bei der Bereitstellung
und Pflege des Index zusammenwirken. Sogar Brin und Page betonten
anfangs die Vorteile eines kollektiven Zusammenwirkens, bevor sie mit
Google Search eine zentralisierte und profit- und werbegetriebene Losung
etablierten. Ein offener Web-Index kénnte die Websuche revolutionieren:
»[...] presenting the results from querying that index could be done com-
pletely unfiltered - simply clustered by source such as researched and

11 Liaw/Huang, An investigation of user attitudes toward search engines, Computers in
Human Behavior 2003, 751.

12 Lewandowski, in: Kénig/Rasch (Hrsg.), Reflections on Web Search, 2014, S.49;
Lewandowski, The Web is missing an essential part of infrastructure, Communica-
tions of the ACM 2019, 24.

13 Wilson, Microsoft Bing vs. Google Bard, 2023.
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reviewed, mainstream media, social media trends, independent content.
And you could have the controls to dive in and explore and filter by any
criteria you chose — rather than being blinkered to a subset prepared to
match you. And the rating from various fact checker organizations could
be used to red-flag content. The validated would no longer get submerged
under the popular. Fact would be distinct from fiction. That would be
revolutionary”* Ein wirkméchtiges Instrument der informationellen und
kommunikativen Selbstbestimmung kdnnte entstehen, das zugleich dem
strategischen Ziel der Stirkung von Demokratie und Gesellschaft dient.
Eine offene Suchinfrastruktur erméglicht es, den gerade in Suchmaschinen
prisenten Moglichkeiten der Kontrolle und Uberwachung zu begegnen.

Die Etablierung eines offenen, europiischen Web-Index wiirde zudem
einen wesentlichen Beitrag leisten, Standortnachteile fiir Deutschland und
Europa abzubauen und wire ein wichtiger Schritt hin zur Realisierung
von digitaler Souverénitédt. Zugleich wiirde die dadurch erméglichte Plu-
ralisierung des Marktes fiir Suchmaschinen Privatheit und Datenschutz
starken, sofern sichergestellt wiirde, dass die Gestaltung der entstehenden
Suchinfrastruktur an der bestmdglichen Verwirklichung von Grundrechten
und -prinzipien sowie des geltenden Datenschutzrechts ausgerichtet wiirde.
Diese Pluralisierung wiirde zudem die individuelle Handlungsfreiheit der
BiirgerInnen férdern und die Qualitdt der Internetsuche insgesamt verbes-
sern: ,When geographic map data was opened, competition ensured we
got the better road navigation systems we all love in our cars. So similarly
now, we need to open the web map data, the search indexes, so that
competition can get us better web navigation systems."> Diese erwiinschten
positiven Auswirkungen auf Privatheit und Selbstbestimmung konnen sich
aber nur entfalten, wenn sie eine Unterstiitzung erfahren, die sowohl eine
Ausrichtung an Grundrechten und am einfachen Datenschutzrecht als auch
Fragen der Nutzerakzeptanz neuer Technologien betriftt. Insgesamt wire
ein offener Web-Index ein wichtiger Schritt, um im zentralen Bereich der
Internetsuche Informationelle Selbstbestimmung als langfristigen Wettbe-
werbsvorteil und Katalysator fiir Innovationen zu starken.

Die Aussagekraft von im Kontext der Internetsuche anfallenden Daten
und die daraus resultierenden Bedrohungen von Privatheit und Selbstbe-
stimmung soll ein Beispiel illustrieren:!® Im Jahr 2006 verdffentlichte die

14 Smith, 2023.
15 Smith, 2023.
16 Beispiel entnommen aus Geminn, Deus ex machina?, 2023, 25.
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Forschungsabteilung des Internetanbieters AOL eine Textdatei, die Suchan-
fragen der unternehmenseigenen Suchmaschine tiber die AOL Client Soft-
ware enthielt. Enthalten waren die Anfragen von 657.000 U.S.-Amerikanern
Uber einen Zeitraum von drei Monaten (Mérz bis Mai 2006), wobei deren
Identitat durch zufillig generierte Zahlen ersetzt wurde. Die Suchanfragen
betrafen die Interessen und Sorgen der Nutzer, und dabei auch dunkle
Facetten der Personlichkeit; so fanden sich auch zahlreiche Anfragen zu
Suizidmethoden oder etwa auch solche wie ,how to kill your wife“ Die
New York Times deckte in der Folge anhand der Suchanfragen die Identitat
von Nutzerin Nr. 4417749 auf; es handelte sich um die damals 62-jéhrige
Thelma Arnold aus Gilburn, Georgia. Die Identifizierung war in diesem
Fall besonders einfach, denn die Nutzerin hatte zahlreiche Suchanfragen
gestellt, die den Nachnamen Arnold oder ihren Wohnort enthielten. In
einem Interview mit der Zeitung fand Frau Arnold deutliche Worte: ,We
all have a right to privacy. Nobody should have found this all out"V Das
Bediirfnis nach Privatheit und Selbstbestimmung wird von den aktuell do-
minierenden Suchmaschinen indes nicht erfiillt, sondern ganz im Gegen-
teil erheblich bedroht. Eine offene Suchinfrastruktur ermdglicht es indes,
den gerade in Suchmaschinen présenten Mdoglichkeiten der Kontrolle und
Uberwachung zu begegnen.

Einen ersten praktischen Schritt hin zu einem offenen Webindex geht
das Horizon Europe-Projekt OpenWebSearch.EU (2022-2026). In diesem
Projekt wird von einem technisch-wissenschaftlich orientieren Konsortium
aus 14 europiischen Grofirechenzentren, Wissenschaftszentren, Université-
ten sowie der Open Search Foundation eine offene und verteilte Suchinfra-
struktur fiir das Internet konzipiert und prototypisch implementiert. Dabei
werden sowohl signifikante Webdatencrawls als auch die weiterfithrende
Webdatenanalyse und Webindexerstellung fiir eine Nutzung in Suchdiens-
ten fiir Europa durchgefiihrt. Das vom Bundesministerium fiir Bildung und
Forschung (BMBF) geforderte Projekt ,Privatsphére fordernde Digitale
Infrastrukturen — PriDI* unterstiitzt die Erstellung eines offenen Webindex
durch rechtswissenschaftliche und wirtschaftsinformatorische Expertise.!®

17 Barbaro/Zeller Jr., A Face Is Exposed for AOL Searcher No. 4417749, The New York
Times v. 9. August 2006.

18 Beitrag basiert auf und erweitert Whitepaper Geminn u.a., Anwendungsfille eines
offenen Webindex, 2025; abrufbar unter https://pridi-projekt.de.
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2 Der offene Webindex

Ahnlich wie die Indizes von Google oder Bing wird der OWI durch syste-
matisches Crawlen des Webs, die Analyse der gecrawlten Inhalte und deren
Speicherung mit Metadaten in einer Datenbank erstellt.” Der OWI soll
die digitale Souveranitit der EU starken, indem er die Abhdngigkeit von
auflereuropdischen Monopolisten im Suchmaschinenmarkt durch einen
nachhaltigen, frei zugdnglichen Webindex verringert.

Entwickelt wurde eine verteilte Crawling-, Indexierungs- und Hosting-
Architektur fiir den OWI. Diese besteht in der Kombination eines Fron-
tier-Crawlers, der im Wesentlichen das Web entlang eingebetteter Links
kartiert und URLs sammelt, mit verteilten Worker-Crawlern, die spater
die Websites abrufen und deren Inhalte in sogenannten Web-Archivdateien
(WARC) speichern. Spiter werden die "rohen” Webdaten weiterverarbeitet,
bereinigt, gefiltert, mit Metadaten angereichert, nach Sprache und Gen-
re Klassifiziert und als Webindex-Charts im Common Index File Format
(CIFF) gespeichert.

Das System ist so konzipiert, dass es Speicher- und Rechenkapazititen
in mehreren Hochleistungsrechenzentren in ganz Europa biindelt und dy-
namisch erweitert werden kann, indem weitere Rechenzentren in den Ver-
bund aufgenommen werden. Um auf den Index zuzugreifen, konnen sich
Suchmaschinenanbieter oder andere wissenschaftliche Nutzer des OWI
tiber ein offentliches System authentifizieren und tiber die Befehlszeile auf
Teile des Index zugreifen und diese abrufen. Derzeit werden die Webdaten
unter einer Forschungslizenz zur Verfligung gestellt. Das Forschungsteam
wird den Zugang zum System jedoch auch fiir kommerzielle Akteure er-
moglichen.

Die offentliche Zuginglichkeit des Index soll die Freiheit der Internetsu-
che stirken und eine Grundlage fiir Innovationen in Wissenschaft und
Wirtschaft bilden. Die Forscher haben inzwischen rund 2,23 Milliarden
URLs in 185 verschiedenen Sprachen gecrawlt. Der offene Webindex hat
derzeit ein Volumen von rund 14 TB und steht interessierten Entwicklern
fiir Tests zur Verfiigung. Der Index von Google ist mit einem Volumen von
rund 100 000 TB allerdings deutlich grofler.20

19 Weitere Einzelheiten iiber die Erstellung und den Betrieb des OWI in Hendriksen
u.a., Open Web Index, Advances in Information Retrieval 2024.
20 Google, How Google Search organizes information, 2025.
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3 Akteure

Bei der Bewertung des OWTI aus rechtlicher Sicht und mit Blick auf die
Nutzerakzeptanz wird im Folgenden zwischen den verschiedenen Inter-
essengruppen unterschieden. Zum einen sind das die Betroffenen. Diese
Rolle beschreibt Personen oder Unternehmen, deren personliche Daten
(betroffene Personen) oder geistiges Eigentum (Rechteinhaber) im OWI
gespeichert sind und von Tools oder Suchmaschinen, die auf dem OWI
basieren, genutzt oder gefunden werden konnen. Der Index selbst wird
vom OWI-Entwickler entwickelt und gepflegt. Der OWI-Entwickler hat
sich zu einer unabhéngigen juristischen Person, dem Betreiberkonsortium,
zusammengeschlossen. Die Abrufer oder Konsumenten der im OWI ent-
haltenen Daten und Informationen werden als Anwendungsentwickler be-
zeichnet. Es handelt sich um Personen oder Systeme, die Webdaten aus
dem Index abrufen, um auf Grundlage der abgerufenen Daten verschiedene
Anwendungen und Modelle zu erstellen und zu entwickeln.?! Dabei kann
es sich um Einzelpersonen, Unternehmen, &ffentliche Einrichtungen oder
Wissenschaftler:innen handeln, die die offenen Daten des OWI nutzen,
um ihre eigenen Anwendungen und Dienste zu entwickeln. Schliefilich
kommen auch die Endnutzer mit dem Index in Beriihrung. Sie sind die na-
tiirlichen oder juristischen Personen, die von den Anwendungsentwicklern
entwickelte Werkzeuge und Systeme nutzen.

4 Anwendungsfille

Der offene Web-Index lésst sich in einer Vielzahl von Anwendungsberei-
chen?? nutzen, die im nachfolgenden tiberblicksartig dargestellt werden.??

21 Z.B.im Rahmen von Trainingsprozessen fiir KI-Anwendungen, siche 4.2 und 4.4.

22 Siehe auch Studie Nowakowski u.a., Market potential assessment, 2024.

23 Aufstellung basiert auf Geminn u.a., Anwendungsfille eines offenen Webindex, 2025,
welche hier in Teilen wiedergeben wird.
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4.1 Entwicklung vertikaler Suchmaschinen

Der OWI kann als Grundlage fiir die Entwicklung neuer (vertikaler)
Suchmaschinen?* dienen. Es konnten etwa Suchmaschinen fiir bestimm-
te Nutzergruppen, Lokalitdten oder Themen entstehen. Der OWI schafft
die Grundlage dafiir, indem er eine umfangreiche Datenbasis zur Verfii-
gung stellt. Auf diese konnen Anwendungsentwickler von spezialisierten
Suchmaschinen zugreifen und genau die Daten herausfiltern, die fiir den
jeweiligen Zweck relevant sind. So kdnnen auch kleinere Organisationen
und Unternehmen Suchmaschinen entwickeln und die Vielfalt im Suchma-
schinenmarkt erh6hen.?> Denn sie miissen keine enormen Ressourcen fiir
das Crawlen und Indexieren des gesamten oder eines Teils des Internets
aufbringen, sondern konnen auf Grundlage des OWTI prizise und relevante
Ergebnisse fiir spezifische Themengebiete liefern. Da der Quellcode des
OWI offentlich einsehbar ist, konnen die Anwendungsentwickler zudem
die zugrundeliegenden Algorithmen verstehen und auf ihre spezifischen
Bediirfnisse anpassen. Mithilfe des offenen Webindex konnen neue Such-
maschinen fiir Nachrichten entstehen, die Privatpersonen Nachrichten
tiber sowohl aktuelle als auch vergangene Ereignisse zur Verfiigung stellen.
Dariiber hinaus konnen Pressespiegel zu verschiedenen Themen, Ereignis-
sen oder auch Unternehmen zusammengestellt werden.

4.2 Training von Large Language Models (LLMs)

Fir das Training von Large Language Models (LLMs)?¢ sind umfassende
und qualitativ sehr gut vorgefilterte Webdatenbestdnde von hoher Relevanz.
Ein Beispiel fiir ein LLM ist GPT-4 von OpenAl, worauf das Sprachmodell
ChatGPT basiert. Solche Modelle werden mit grofien Mengen an Textdaten
trainiert, die iberwiegend aus online verfiigbaren Quellen stammen. Mit-
hilfe von maschinellem Lernen unter Nutzung von neuronalen Netzwerken
und Deep Learning-Methoden lernen LLMs, statistische Zusammenhin-
ge zwischen Wortern und Sitzen zu erkennen, um auf der Grundlage
statistischer Haufigkeiten Sprach-Artefakte zu vervollstindigen oder zu ge-

24 Curran/McGlinchey, Vertical search engines, The ITB Journal 2003, S. 22.

25 Vgl. Geminn u.a., Anwendungsfille eines offenen Webindex, 2025, S. 11f.

26 Dakhel u.a., in: Nguyen-Duc u.a. (Hrsg.), Generative Al for Effective Software Devel-
opment, 2024, S. 3f.
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nerieren. Der OWI trigt dazu bei, neue LLMs zu entwickeln, indem er
auch kleineren Unternehmen kostengiinstig eine hinreichende Menge an
Trainingsdaten zur Verfiigung stellt. Dadurch weisen die Produkte solcher
Start-Ups im Vergleich zu den derzeit auf dem Markt angebotenen Sprach-
modellen eine konkurrenzfahige Qualitat auf.?”

RAG, oder Retrieval Augmented Generation, ist ein Ansatz in der KI,
bei dem Textgenerierungsmodelle um eine Komponente zur Informations-
beschaffung erweitert werden.?® Dabei kombiniert RAG die Fahigkeit eines
Sprachmodells, Antworten zu generieren, mit einer Retrieval-Komponente,
die relevante Informationen aus externen Wissensquellen wie Datenbanken
oder Dokumenten abruft. Die erste Komponente von RAG, das Sprach-
modell, wird auf grofien Textmengen trainiert, um Sprache zu verstehen
und Texte zu generieren. Es bildet das Grundgeriist fiir die Generierung
von Antworten. Die zweite Komponente, das Retrieval, greift auf eine
Wissensbasis oder eine Dokumentensammlung zu, um bei jeder Anfrage
relevante Informationen abzurufen. Diese Kombination erméglicht prazise-
re und aktuellere Antworten, da das Modell nicht nur auf statisches Wissen
beschrankt ist, sondern gezielt aktuelle Informationen in die Generierung
integrieren kann. Anwendungsfelder fiir RAG sind unter anderem Kunden-
support, medizinische Beratung und Wissensmanagement, bei denen es auf
spezifische und aktuelle Antworten ankommt.

Mithilfe der Daten im OWI konnten auch andere webdatenbasierte KI-
Anwendungen trainiert werden, etwa Systeme des Knowledge Representati-
on and Reasoning (KRR).?’ Hier geht es im Gegensatz zu LLMs, die mit
Statistik Texte produzieren, darum, Informationen so darzustellen, dass sie
ein Computer verarbeiten und gleich einem Menschen komplexe Probleme
16sen kann. Ziel sind ,intelligente“ Maschinen, die vom menschlichen Wis-
sen lernen und gleich diesem handeln. KRR-Systeme werden beispielsweise
im Qualititsmanagement zur Uberwachung der Produktqualitit eingesetzt
oder zur Betrugspravention im Versicherungswesen.

27 Vgl. Geminn u.a., Anwendungsfille eines offenen Webindex, 2025, S. 13f.
28 Arslan u.a., A survey on RAG with LLMs, Procedia Computer Science 2024, S. 378L.
29 Sharma/Garg, Artificial Intelligence, 2021.
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4.3 Verbesserung lokaler Suchdienste

Google verkniipft via Google Maps Nutzer mit Unternehmen. Im Sinne
dieses Dienstes konnte der OWI dazu genutzt werden neue Kartendienste
zu verbessern. Denn die Webdaten aus dem Index enthalten katalogisiert
Informationen zu Stiddtenamen, Hotels, Restaurants, Geschéften und Se-
henswiirdigkeiten. Diese Daten kénnen mit den jeweiligen Orten auf einer
Karte verkniipft werden. Zudem ist es moglich, weitere Hintergrunddaten
aus dem OWI automatisiert zu den jeweiligen Orten hinzuzufiigen, wie
etwa die Historie von Stidten oder Preise von Hotels, Restaurants und
Geschiften. Auf diese Weise sind Anbieter von Kartendiensten nicht mehr
auf eine umfangreiche Mitarbeit von Nutzern angewiesen, sondern konnen
ihre Inhalte auf Grundlage der Webdaten initial aufstellen und laufend
aktualisieren. Dies ist ein Kostenvorteil, der dazu fithren konnte, dass neue
Anbieter von Kartendiensten auf den Markt eintreten.>°

Zudem ist es mithilfe des OWI méglich, das lokale Web fiir Bewohner
oder Touristen in einer bestimmten Region in eine separate Suchmaschine
zu Gberfiithren und so eine lokale Suche zu ermdglichen. In den Suchergeb-
nissen werden dann automatisch nur die Inhalte lokaler Anbieter angezeigt.
Der Nutzer findet so zielgerichtet die Informationen, die aufgrund seiner
Lokalitét fiir ihn relevant sind. Es ergdbe sich der Effekt einer Art Gemein-
deplattform, in der sich die Biirger untereinander austauschen konnen und
lokale Okosysteme gestirkt werden. Das wiirde auch dazu fiihren, dass lo-
kale Unternehmen gestarkt und ihre Angebote vor Ort sichtbarer gemacht
werden. Auf diese Weise wiirden durch Suchmaschinen die giinstigsten
und besten lokalen Angebote angezeigt und nicht diejenigen, die mit dem
Suchmaschinenanbieter verbunden sind.*!

4.4 Business Intelligence und Analytics

Business Intelligence (BI) und Analytics spielen eine zentrale Rolle in
modernen Unternehmen, da sie datenbasierte Entscheidungsprozesse er-
moglichen.?? BI umfasst die Sammlung, Verarbeitung und Darstellung von

30 Vgl. Geminn u.a., Anwendungsfille eines offenen Webindex, 2025, S. 17.

31 Siehe auch das Urteil gegen Google wegen unlauterer Selbstreferenzierung in Google
Shopping: EuGH, Urteil vom 10. September 2024 — Ref. C-48/22 P.

32 Baars/Kemper, Business Intelligence & Analytics, 2021.
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Geschiftsdaten, um historische Trends und aktuelle Leistungskennzahlen
zu visualisieren. Analytics geht einen Schritt weiter und nutzt fortschrittli-
che statistische Methoden sowie maschinelles Lernen, um tiefergehende
Einblicke zu gewinnen und Vorhersagen zu treffen. Unternehmen konnen
dadurch nicht nur Entwicklungen aus der Vergangenheit analysieren, son-
dern auch zukiinftige Geschiftsstrategien optimieren. Diese datengetriebe-
nen Ansitze fiihren zu verbesserten Geschiftsentscheidungen, effizienteren
Prozessen und folglich zu Wettbewerbsvorteilen in einem zunehmend da-
tenintensiven Markt. Die Ansdtze von Business Intelligence und Analytics
erfordern operative Daten, Kundendaten, Finanzdaten, Web- und Social-
Media-Daten, logistische Daten, Marktdaten, externe Daten sowie Maschi-
nendaten, um fundierte Analysen durchzufithren und datengetriebene Ent-
scheidungen zu unterstiitzen.* Es lassen sich Produkte entwickeln, die
die Ansdtze aus Business Intelligence und Analytics implementieren und
geeignete Webdaten aus den OWI-Subindizes fiir diese Berechnungen her-
anziehen. Nicht alle genannten Datenarten waren im OWTI verfiigbar, da
zum Beispiel Finanz- und Kundendaten von Unternehmen nicht im Inter-
net zur Verfiigung stehen. Daher konnen Anwendungsentwickler relevante
Daten aus den verschiedenen Subindizes und dem OWTI ziehen, um den
individuell geeigneten Datensatz fiir die Berechnungen zusammenstellen.

4.5 Aufdeckung von Desinformation und Bot-Netzwerken

Der offene Webindex kann dabei helfen, Desinformation®* und Bot-Netz-
werke aufzudecken. Auf Grundlage des umfangreichen Datenpools kdnnen
plattformiibergreifende Losungen entwickelt werden, um Social Media Ac-
counts zu erkennen und zu verfolgen, die allein oder in Netzwerken Desin-
formation in der digitalen Welt verbreiten. Das gilt ebenso fiir Accounts,
die kiinstlich ein bestimmtes (politisches) Narrativ verbreiten wollen, was
sich zuletzt im Zusammenhang mit dem Angrift Russlands auf die Ukrai-
ne als Herausforderung dargestellt hat. Systematische Verzerrungen der
offentlichen Meinungsbildung konnen dann entsprechend geflaggt oder
aus dem jeweiligen Netzwerk herausgenommen werden. Der OWI wire
tiir die Entwicklung eines Tools zur Aufdeckung von Desinformation und
Bot-Netzwerken hilfreich, da mithilfe des OWI-Inhalte uber verschiedenen

33 Vgl. Geminn u.a., Anwendungsfille eines offenen Webindex, 2025, S. 20.
34 Shams u.a., Web search engine misinformation notifier extension, Healthcare 2021.
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Plattformen und Webseiten verfolgt werden konnen, um auf diese Weise
den Ursprung der Nachrichten verifizieren zu konnen.%

5 Chancen und Risiken fiir Grundrechte und -freiheiten

Gerade in Rechtsgebieten, die einem schnellen Wandel unterliegen, birgt
die Betrachtung grundrechtlicher Anforderungen gewisse Vorteile im Ver-
gleich zu einer Analyse einfachgesetzlicher Anforderungen. Grundrechte
und -freiheiten dienen als bestindige, allgemein giiltige Leitplanken. Durch
Erstellung und Kuratierung eines offenen Web-Index sind potenziell eine
Vielzahl von Grundrechten und Grundfreiheiten aus dem Grundgesetz
(GG) und der EU-Grundrechte-Charta (GRCh) betroffen:

Art.2 Abs.1 iVm. Art.1 GG beinhaltet das Recht auf informationelle
Selbstbestimmung, welches durch das Crawling und Indexieren persénli-
cher Daten betroffen sein kann. So besteht durch den Index insbesondere
das Risiko einer zweckunbestimmten Datenvorratshaltung.

Eine solche Datenvorratshaltung stiinde zunéchst im Konflikt mit dem
Recht auf Achtung der Kommunikation aus Art.7 GRCh und dem Recht
auf Schutz personenbezogener Daten aus Art. 8 GRCh. Gleichzeitig kann
durch den offenen Webindex allerdings auch Transparenz iiber die Verar-
beitung personenbezogener Daten im Netz geschaffen und den betroffenen
Personen eine Kontrollméglichkeit tiber die Verbreitung solcher Informa-
tionen gewidhrt werden.

Art.15 GRCh und Art. 11 GG schiitzen die Berufsfreiheit. Das Crawling
und die Indexierung von Daten kann dazu fithren, dass Daten gegen den
Willen oder in Widerspruch mit den Interessen des Urhebers oder Rechte-
inhabers genutzt werden und so Geschiftsmodelle gestért werden. Auch
die in Art.16 GRCh geschiitzte unternehmerischen Freiheit kann dadurch
betroffen sein. Es ergeben sich fiir die berufsbezogenen Grundrechte und
-freiheiten jedoch auch erhebliche Chancen durch das Aufbrechen beste-
hender Quasi-Monopole.

Das Eigentum wird in Art. 17 GRCh und Art. 14 GG geschiitzt. Insbeson-
dere das sogenannte geistige Eigentum ist von einem Kontrollverlust durch
den offenen Webindex bedroht, etwa wenn Werke gegen den Willen des
Rechteinhabers in den Index aufgenommen und verbreitet werden. Ande-
rerseits kann der Index auch dazu beitragen, urheberrechtlich geschiitzte

35 Vgl. Geminn u.a., Anwendungsfille eines offenen Webindex, 2025, S. 22f.
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Werke weiter zu verbreiten und besser auffindbar zu machen, sodass krea-
tive Urheber mehr Kunden erreichen kénnen und die Verwertungsrechte
an wirtschaftlichem Wert gewinnen. Der Index konnte den Rechteinhabern
auch helfen, tiberhaupt unrechtméflige Verwendungen ihres geistigen Ei-
gentums online aufzudecken.

Durch die Zugénglichmachung von Webinhalten durch den Index kén-
nen auch das Recht auf freie Meinungsauflerung, die Informationsfreiheit
(Art.11 GrCH und Art.5 Abs.1 GG) sowie die Freiheit von Kunst und
Wissenschaft (Art. 13 GRCh und Art. 5 Abs. 3 GG) betroffen sein. Denn der
Index birgt grundsitzlich die Gefahr, unwahre Informationen zu verbreiten
oder Meinungen zu manipulieren. Zugleich kann ein offener Webindex den
Zugang zu Informationen im Netz erleichtern sowie vielfaltige Meinungs-
duflerungen und wissenschaftliche Publikationen einem breiten Publikum
zuginglich machen.

Art. 36 und Art.22 GRCh beinhalten das Recht auf Zugang zu Dienst-
leistungen von allgemeinem wirtschaftlichem Interesse sowie den Schutz
der Vielfalt der Sprachen. Abhingig davon, welche Inhalte in den Index
aufgenommen werden und fiir wen der offene Webindex zuginglich ist,
kénnen auch diese Grundfreiheiten betroffen sein.

Zuletzt wird der Webindex offen ausgestaltet sein und derzeit durch eu-
ropéische Akteure finanziert und umgesetzt. Vor diesem Hintergrund sind
Risiken von zu grofier oder missbrauchlicher politischer Einflussnahme mit
den Art. 20 und 23 GG in Einklang zu bringen.

6 Einfachgesetzlicher Rechtsrahmen

Die Komplexitit des OWI wirft viele rechtliche Fragen auf, so dass der
Rechtsrahmen nicht einfach zu bestimmen ist. Das europdische Recht fiir
Daten und Online-Dienste hat sich in den letzten Jahren stark verandert.
Wihrend zunéchst vor allem die Datenschutz-Grundverordnung (DSGVO,
Verordnung (EU) 2016/679) den Umgang mit personenbezogenen Daten
detailliert regelte, ist inzwischen ein Netz von mehr oder weniger spezia-
lisierten, unmittelbar geltenden Rechtsakten entstanden. Der Digital Ser-
vices Act (DSA, Verordnung (EU) 2022/2065), der Data Governance Act
(DGA, Verordnung (EU) 2022/868), der Data Act (DA, Verordnung (EU)
2022/868), der Digital Markets Act (DMA, Verordnung (EU) 2022/1925)
und die KI-Verordnung (KI-VO, Verordnung (EU) 2024/1689) bilden
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einen weiten rechtlichen Rahmen fiir digitale Dienstleistungen und Ge-
schiftsmodelle, die auch einen OWI und Anwendungsentwickler betreffen
kénnen.?¢ Diese Verordnungen gelten unmittelbar und einheitlich in allen
Mitgliedsstaaten.

Gleichzeitig gibt es in der Europdischen Union einen harmonisierten
Rahmen fiir das Urheberrecht. Er wird in erster Linie durch eine Kombi-
nation aus EU-Richtlinien, internationalen Vertrdgen und nationalen Ge-
setzen der Mitgliedstaaten geregelt. Obwohl die Union bestrebt ist, die
Urheberrechtsgesetze in ihren Mitgliedstaaten zu harmonisieren, gibt es
immer noch Unterschiede auf nationaler Ebene.

Im Folgenden werden das Datenschutzrecht (6.1), der Digital Services
Act (6.2), das Urheberrecht (6.3) und die KI-Verordnung (6.4) beleuchtet.

6.1 Datenschutzrecht

Der OWI wird, absichtlich oder unabsichtlich, personenbezogene Daten
von natiirlichen Personen (betroffene Personen) im Sinne von Art. 4 Nr.1
DSGVO in den gecrawlten Daten enthalten.’” Es kann sich dabei sogar
um Daten besonderer Kategorien im Sinne von Art. 9 Abs.1 DSGVO han-
deln. Personenbezogene Daten konnen auch Teil der im OWI gesammelten
und angereicherten Metadaten sein (z. B. Eigentiimer von Webseiten, Kon-
taktangaben). Die Titigkeit von Dritten ins Internet gestellte oder dort
veroffentlichte Informationen zu finden, automatisch zu indexieren und
(ggf. auch nur voriibergehend) zu speichern und schliefSlich Anderen zur
Verfiigung zu stellen ist insofern eine Verarbeitung personenbezogener Da-
ten iSv Art. 4 Nr. 1 und 2 der DSGVO.*8

Die Institution, welche den OWT betreibt, ist in Bezug auf diese perso-
nenbezogenen Daten verantwortlich im Sinne des Art.4 Nr.7 DSGVO.*
Wird der OWI von einem Joint-Venture verschiedener Organisationen oder

36 Dazu Geminn/Johannes, Handbuch europdisches Datenrecht, 2025.

37 Geminn u.a., Legal Challenges of an Open Web Index, International Cybersecurity
Law Review 2021, 183; Geminn, Rechtsfragen eines offenen Web Index, Multimedia
und Recht 2021, 18.

38 EuGH, Urteil vom 8.12.2022 - Az. C-460/20 (TU, RE/Google LLC), Rn.49
-ECLI:EU:C:2022:962.

39 EuGH, Urteil vom 1352014 - Az. C-131/12 (Google Spain), Rn.41 -
ECLI:EU:C:2014:317; EuGH, Urteil vom 27.9.2019 - Az. C-136/17 (Google vs. CNIL),
Rn. 35 - ECLI:EU:C:2019:773.
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offentlicher Einrichtungen angeboten, sind die beteiligten Stellen gemein-
sam fiir die Verarbeitung verantwortlich.

Die Verarbeitung personenbezogener Daten ist nur rechtmaflig, wenn
sie auf eine entsprechende Rechtsgrundlage im Sinne von Art.6 DSGVO
gestiitzt werden kann. Die Erstellung und der Betrieb eines unabhéngi-
gen, frei zugénglichen Webindex durch 6ffentlich-rechtliche Einrichtungen
(oder in deren Auftrag) liegt im offentlichen Interesse, z. B. um die Abhén-
gigkeit von Unionsbiirgern von ausldndischen Suchmaschinen zu verrin-
gern. Fiir die Rechtmafligkeit der Verarbeitung im offentlichen Interesse
gemifd Art. 6 Abs.1 UAbs.1 lit. e DSGVO bedarf es einer Rechtsgrundlage
im Unionsrecht oder im Recht der Mitgliedstaaten geméfl Abs.3. Eine
solche Grundlage ist bislang nicht ersichtlich, sodass die 6ffentliche(n)
Stelle(n), die den OWI entwickeln, auf eine allgemeine Erméachtigung im
mitgliedstaatlichen Recht zuriickgreifen miissten. Beispielsweise diirfte ein
Rechenzentrum, welches als offentliche Stelle in Bayern organisiert ist,
personenbezogene Daten fiir einen OWI, z. B. das Crawlen, Kopieren und
Sortieren von Webseiten und deren Indexierung, aufgrund seiner eigenen
Zweckbestimmung (d. h. Satzung und/oder Errichtungsgesetz) in Verbin-
dung mit Art. 4 Bayerisches Datenschutzgesetz (BayDSG) auf der Grundla-
ge von und in Verbindung mit Art. 6 Abs.1 Nr.1. lit.e und Abs.2 und 3
DSGVO verarbeiten.

Bei privatwirtschaftlichen Einrichtungen kénnen die Erstellung und der
Betrieb des Open Web Index (OWI) nur auf die Wahrung der berechtigten
Interessen des fiir die Verarbeitung Verantwortlichen oder eines Dritten
gemafs Art. 6 Abs.1 UAbs.1 lit.f DSGVO gestiitzt werden. Dies erfordert
eine sorgfaltige Abwédgung der Interessen des OWI-Betreibers mit den
Grundrechten der betroffenen Personen.

Das berechtigte Interesse des OWI-Entwicklers als verantwortliche Stelle
besteht darin, ein OWI zu erstellen und zu betreiben, um das Internet
zu indexieren und Informationen im Internet auffindbar zu machen. Dies
dient nicht nur den wirtschaftlichen Interessen des Betreibers, sondern
auch einem berechtigten Interesse der Allgemeinheit, Zugang Informatio-
nen zu erhalten. Zur Erstellung des Index muss der OWI-Entwickler mog-
lichst viele Internetseiten crawlen und indexieren. Dabei verarbeitet er
zwangslaufig personenbezogene Daten einer Vielzahl von betroffenen Per-
sonen. Diese Verarbeitung ist aus Sicht des OWI-Entwicklers erforderlich,
um das berechtigte Interesse zu verwirklichen, da es keine gleichwertigen
Mittel gibt, die weniger stark in die Grundrechte und Grundfreiheiten der
betroffenen Personen eingreifen.
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Fraglich bleibt, ob das Interesse betroffener Personen, nicht in einen
Webindex aufgenommen zu werden und damit ihre informationelle Selbst-
bestimmung und ihr Recht auf Datenschutz zu schiitzen, das berechtigte
Interesse des OWI-Entwicklers iiberwiegen kann. Dies erscheint unwahr-
scheinlich, insbesondere wenn man bedenkt, dass die gleichen Daten be-
reits mehrfach von anderen Indexbetreibern wie Google, Bing, Yandex oder
Baidu gecrawlt wurden. Da ein Indexdienst Daten crawlt, die fiir jeder-
mann frei zuginglich sind, erscheinen diese Daten nicht besonders schutz-
bediirftig. Der EuGH hat gefestigter Rechtsprechung zwar die datenschutz-
rechtliche Verantwortlichkeit eines Suchmaschinen- und Indexbetreibers
ausdriicklich festgestellt,** jedoch nie die grundsitzliche Erméachtigung des
Betreibers in Frage gestellt, personenbezogene Daten zu crawlen und zu
indexieren. Dies ist aus Praktikabilitdtserwdgungen einleuchtend, da die
Indexierung an sich wohl alternativlos ist. Hervorzuheben ist auch, dass die
betroffenen Personen nicht schutzlos gestellt sind. Sie kdnnen sich bereits
ex ante gegen eine Datenverarbeitung durch den OWI schiitzen, indem
sie geeignete Mafinahmen ergreifen, damit ihre Daten nicht im Internet
verdffentlicht sind - also z. B. direkt gegen Webseitenbetreiber vorgehen.
Ex post kann die betroffene Person der Verarbeitung durch den OWI-Ent-
wickler gemaf3 Art. 21 Abs. 1 DSGVO widersprechen und nach Art. 17 Abs. 1
lit. ¢ DSGVO die Loschung der sie betreffenden Daten fordern. Zusammen-
fassend tiberwiegen die Interessen der betroffenen Personen nicht die des
OWTI-Betreibers und der Allgemeinheit an der Erstellung eines OWL

Dies gilt im Ergebnis auch fiir die Verarbeitung besonderer Kategorien
personenbezogener Daten. Diese unterliegt den Anforderungen von Art. 9
DSGVO. Die Verarbeitung solcher Daten ist grundsatzlich untersagt, es sei
denn, die Voraussetzungen des Art.9 Abs.2 DSGVO sind erfiillt. Solange
der OWTI nur offentlich zugingliche Daten crawlt, ist davon auszugehen,
dass diese Daten in der Regel von der betroffenen Person verdffentlicht
wurden und daher gemaf3 Abs. 2 lit. e verarbeitet werden diirfen. Es bleibt
jedoch ein Restrisiko, dass sensible Daten gecrawlt und verarbeitet werden,
die nicht von der betroffenen Person, sondern von einem Dritten verdf-
fentlicht wurden (z.B. bei Datenpannen). Diesem Risiko konnte der OWI-
Entwickler zumindest durch technische und organisatorische Mafinahmen

40 EuGH, Urteil vom 8.12.2022 - Az. C-460/20 (TU, RE/Google LLC) -
ECLI:EU:C:2022:962.EuGH, Urteil vom 13.5.2014 - Az. C-131/12 (Google Spain) -
ECLI:EU:C:2014:317; EuGH, Urteil vom 27.9.2019 - Az. C-136/17 (Google vs. CNIL) -
ECLI:EU:C:2019:773.
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begegnen, um die Verarbeitung von personenbezogenen Daten besonderer
Kategorien zu minimieren. Zu denken wire hier an Filtertechniken und
Anonymisierung.

6.2 Digital Services Act

In seiner jetzigen Form wird der OWT auch unter die Regeln iiber digitale
Dienstleistungen fallen, insbesondere unter den DSA. Diese Verordnung
regelt im Wesentlichen die Haftung und den Umfang der Sorgfaltspflichten
fiir Anbieter digitaler Vermittlungsdienste. Ziel ist, einen sicheren Rechts-
rahmen fiir den digitalen Raum zu schaffen, um so ein sicheres, berechen-
bares und vertrauenswiirdiges Online-Umfeld zu schaffen und die Grund-
rechte zu schiitzen, vgl. Art.1 Abs.1 DSA. Vermittlungsdienste "umfassen
ein breites Spektrum wirtschaftlicher Tatigkeiten, die online stattfinden
und sich stindig weiterentwickeln, um eine schnelle, sichere und geschiitzte
Ubertragung von Informationen zu erméglichen und bequeme Losungen
fiir alle Beteiligten im Online-Okosystem zu bieten."!

Die Einordnung des OWTI unter die einzelnen Merkmale des DSA ist
schwierig, insbesondere wenn es um die Qualifikation als Hosting-Dienst,
Online-Plattform oder Suchmaschine geht. Die Einordnung des OWI als
Vermittlungsdienst i.S.d. Art.3 lit. g Nr. iii DSA und als Online-Suchma-
schine 1.S.d. Art.3 lit.j DSA ist fraglich.#> Es ist offensichtlich, dass der
Gesetzgeber bei der Ausgestaltung des DSA von Anwendungsfillen wie
Social Media und Online-Marktpldtzen ausgegangen ist, wiahrend iiberge-
ordnete Anwendungen wie ein Webverzeichnis oder ein Index gar nicht
erst in Betracht gezogen wurden. Auch die Regelungen zu Online-Suchma-
schinen wurden nicht zu Ende gedacht. Dennoch sind die Funktionen und
Méglichkeiten eines OWI haufig mit typischen Anwendungsfallen des DSA
vergleichbar, sodass nach dem Schutzzweck des DSA der OWI darunterfal-
len sollte.

Sowohl im Hinblick auf den Zweck des DSA als auch aus allgemei-
nen Erwidgungen wire es sinnvoll, OWI-Betreibern die Haftungsbefreiung
des DSA oder vergleichbare Privilegien zuzugestehen. Gleichzeitig sollten
ihnen aber auch entsprechende Sorgfaltspflichten auferlegt werden, die

41 Erwiagungsgrund 29 DSA.
42 Nebel/Johannes, Open Web Index im Lichte des Digital Services Act, Multimedia und
Recht 2024, 1013.
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gerade bei einer sehr groflen Online-Suchmaschine erheblich sind. Hier
sollte der Gesetzgeber nachbessern und sowohl Online-Suchmaschinen als
auch den OWI in die Definition des Art.3 lit. g DSG einbeziehen und
die korrespondierenden Pflichten und Haftungsbefreiungen entsprechend
benennen. Trotz Ermangelung einer solchen eindeutigen Regelung sollte
der OWI-Entwickler davon ausgehen, dass es sich bei dem OWI um eine
Suchmaschine und einen Hosting-Provider im Sinne des DSA handelt und
entsprechende Mafinahmen ergreifen.*3

6.3 Urheberrecht

Fiir das Urheberrecht hat der unionale Gesetzgeber mit der Urheberrechts-
richtlinie (2001/29/EG) und der Richtlinie tiber das Urheberrecht im di-
gitalen Binnenmarkt (2019/790) Bestimmungen erlassen, die von den Mit-
gliedstaaten in nationales Recht umgesetzt wurden. Im Folgenden wird die
Gesetzgebung in Deutschland als Beispiel herangezogen.

Es gibt zwei Perspektiven: Zum einen ist zu priifen, inwieweit der OWI
selbst rechtlich geschiitzt ist. Insbesondere konnte der Index als Datenbank-
werk nach § 4 Abs.2 UrhG geschiitzt sein, wonach der Index als solcher
unabhingig vom Urheberrecht an den indizierten Inhalten geschiitzt wére
und nur unter bestimmten Voraussetzungen nach § 55a UrhG, insbesonde-
re durch Einrdumung von Nutzungsrechten, von Dritten genutzt werden
kénnte.

Zum anderen ist zu kldren, inwieweit urheberrechtlich geschiitzte Inhalte
im OWI indexiert und von Anwendungen, die auf dem Index basieren,
genutzt werden diirfen. Der OWT enthilt eine grofie Menge an Daten, bei
denen es sich grofitenteils um nach §2 UrhG geschiitzte Werke handelt,
die im Rahmen der Aufnahme in den Index vervielfaltigt werden. Das Ver-
vielfaltigungsrecht nach § 16 UrhG steht jedoch nach §15 Abs.1 Nr.1 UrhG
grundsitzlich dem Urheber des Werkes zu und nicht einem Nutzer, wie
dem OWI-Entwickler. Ahnliche Probleme bestehen auch im Zusammen-
hang mit Anwendungen, die auf dem OWT basieren, etwa wenn der Index
zum Training von KI-Modellen verwendet wird. Bei der Erstellung des
Index und der Entwicklung von Anwendungen lassen sich in Urheberrechte
eingreifende Vervielfiltigungen nicht vermeiden.

43 Nebel/Johannes, Open Web Index im Lichte des Digital Services Act, Multimedia und
Recht 2024, 1016.
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Das Urheberrechtsgesetz enthilt jedoch verschiedene Ausnahmen, die
Vervielfiltigungshandlungen rechtfertigen kénnen. Im Jahr 2021 hat der
deutsche Gesetzgeber in Umsetzung von Art. 4 der Richtlinie Nr. 2019/790
die Ausnahmeregelung des § 44b UrhG fiir allgemeines Text- und Data-
Mining geschaffen. Diese Norm soll es ermdglichen, grofie Mengen digita-
ler Informationen zu analysieren. Nach Ansicht der Wissenschaft** kann
das Training von KI-Modellen in der Regel durch § 44b UrhG gerechtfer-
tigt werden; und auch die Rechtsprechung zeigt eine leichte Tendenz in
diese Richtung®. Allerdings sind etwaige Vorbehalte des Urhebers nach
§ 44b Abs.3 UrhG zu beriicksichtigen. Bei Vervielféltigungshandlungen,
die durch Crawler bei der Indexierung von Webinhalten entstehen, kommt
auch § 44a UrhG in Betracht. Hier sieht der Gesetzgeber eine Ausnahme
fir Vervielfaltigungshandlungen vor, die nur voriibergehender Natur und
Teil eines technischen Verfahrens sind, keine eigenstandige wirtschaftliche
Bedeutung haben und einem Zweck des § 44a UrhG dienen.

Neben diesen Ausnahmen haben die deutschen Gerichte auch entschie-
den, dass Suchmaschinen urheberrechtlich geschiitzte Inhalte indexieren
diirfen: Mit der Veroffentlichung urheberrechtlich geschiitzter Werke im
Internet willigt der Rechteinhaber ein (konkludente Einwilligung), dass
seine Inhalte von Suchmaschinen gefunden werden konnen.*® Vorausset-
zung dafiir ist die Indexierung, sodass sich die Suchmaschinenbetreiber
auf die konkludente Einwilligung der Rechteinhaber berufen kénnen, um
einen Index aufzubauen und zu pflegen. Das kann unter Umstdanden sogar
dann der Fall sein, wenn das urheberrechtlich geschiitzte Werk gegen den
Willen des Rechteinhabers ins Internet gestellt wurde.*” Anders verhalt
es sich jedoch, wenn der Rechteinhaber Beschriankungen auferlegt, z. B.

44 Z.B. Bomhard/Siglmiiller, Trilogergebnis, Recht Digital 2024, 50; Dregelies, KI-Trai-
ning, Gewerblicher Rechtsschutz und Urheberrecht 2024, 1484; Heine, Nutzungs-
rechte, Gewerblicher Rechtsschutz und Urheberrecht in der Praxis 2024, 88;
Hofmann, Geschiftsmodelle, Zeitschrift fiir Urheber- und Medienrecht 2024, 166;
Kiide, Training generativer KI-Modelle, Kiinstliche Intelligenz und Recht 2024, 162;
Maamar, Urheberrechtliche Fragen, Zeitschrift fiir Urheber- und Medienrecht 2023,
481; Wagner, Blackbox, Zeitschrift fiir IT-Recht und Recht der Digitalisierung 2024,
298; Gegenmeinung: Dornis/Stober, Urheberrecht und Training generativer KI-Mo-
delle, 2024; Dornis, KI-Training und Text- und Data-Mining, Kiinstliche Intelligenz
und Recht 2024, 156.

45 LG Hamburg, Urteil vom 27. September 2024 - Az. 310 O 227/23.

46 BGH, Urteil vom 19. Oktober 2011 — Az. I ZR 140/10; Klass, Schlichte Einwilligung,
Zeitschrift fiir Urheber- und Medienrecht 2013, 1.

47 BGH, Urteil vom 21. September 2017 - Az. I ZR 11/16.
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in Form von robots.txt-Dateien oder Anmeldeanforderungen. Der Européi-
sche Gerichtshof vertritt eine ahnliche Linie und argumentierte, dass Such-
maschinen zur Verbreitung von Informationen und zum Funktionieren des
Internets beitragen.*® Aus diesem Grund stelle die Verlinkung auf 6ffentlich
zugingliche Inhalte keine Urheberrechtsverletzung dar. Diese Argumentati-
on auf den OWI iibertragbar.

6.4 KI-Verordnung

Der KI-Verordnung zielt auf die Regulierung von Systemen und Praktiken
im Bereich der kiinstlichen Intelligenz ab. Sie soll einen robusten und flexi-
blen Rechtsrahmen schaffen, der die Nutzung von KI und automatisierten
Systemen vertrauenswiirdig und sicher macht. Die Verordnung verfolgt
einen risikobasierten Ansatz.*® Je hoher das Risiko, desto umfangreicher
sind die Verpflichtungen, die den Entwicklern und Betreibern*® von KI-
Systemen auferlegt werden. KI-Systeme mit inakzeptablen Risiken, z. B.
Systeme, die ein "Social Scoring" durch Regierungen oder Unternehmen
ermoglichen, werden als Bedrohung fiir die Grundrechte der Menschen an-
gesehen und sind daher verboten.! Um dem spezifischen Transparenzrisi-
ko zu begegnen, miissen bestimmte KI-Systeme, etwa Chatbots, die Nutzer
eindeutig dariiber informieren, dass sie mit einer Maschine interagieren.
KI-generierte Inhalte miissen zudem als solche gekennzeichnet werden.
Nur fiir KI-Systeme mit geringem Risiko gelten keine Verpflichtungen
gemaf3 der KI-VO. KI-Systeme mit hohem Risiko®® hingegen, wie etwa
KI-basierte medizinische Software oder KI-Systeme, die fiir die Personalbe-
schaffung eingesetzt werden, miissen strenge Anforderungen erfiillen, also
zum Beispiel Systeme zur Risikominderung einfithren, hochwertige Daten-
sdtze nutzen, klare Nutzerinformationen geben und menschliche Aufsicht
gewahrleisten.

48 FEuGH, Urteil vom 13. Februar 2014 — Az. C-466/12.
49 Siehe Erwégungsgrund 26 KI-VO.

50 Siehe Art.3 Nr. 8 KI-VO.

51 Siehe Art. 5 KI-VO.

52 Siehe Art. 50 KI-VO.

53 Siehe Art. 6 KI-VO und Anhang I und II KI-VO.
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6.4.1 Unmittelbare Anwendbarkeit der KI-VO auf den OWI

Der OWI-Entwickler muss priifen, inwieweit die Bestimmungen der KI-
VO unmittelbar auf die zur Erstellung des OWT eingesetzten Technologien
anwendbar sind. Dem risikobasierten Ansatz der KI-VO folgend werden
KI-Systeme, "die erhebliche nachteilige Auswirkungen auf die Gesundheit,
die Sicherheit und die Grundrechte von Personen haben kénnen">* in Art. 6
KI-VO als Hochrisikosysteme eingestuft, wobei zwischen hochriskanten
KI-Systemen im Zusammenhang mit der Produktregulierung (Abs. 1) und
eigenstindigen hochriskanten KI-Systemen (Abs. 2) unterschieden wird.

Angenommen werden kann, dass die Algorithmen und Systeme, die vom
OWI zur Unterstiitzung und Koordinierung des Web-Crawling verwen-
det werden, zundchst grundsitzlich um KI-Systeme im Sinne der KI-VO
handelt. Diese beziehen sich auf den ersten Blick auch nur auf interne
Vorgange. Dennoch ist anhand einer Risikobewertung zu priifen, welcher
Risikostufe diese KI-Systeme zugeordnet werden miissen.

Als Hochrisikosysteme gelten KI-Systeme, die Sicherheitsbauteile von
Produkten sind (Art.3 Nr.14 KI-VO) oder selbst Produkte sind, die unter
die Rechtsvorschriften des Anhangs II der KI-VO fallen (z. B. Maschinen,
medizinische Geridte, Kraftfahrzeuge und Flugzeuge). Der OWI wiirde
demnach wohl nicht als Hochrisikosystem nach Art. 6 Abs. 1 KI-VO einzu-
stufen sein.

In Art. 6 KI-VO werden auflerdem die in Anhang III der KI-VO auf-
gefithrten KI-Systeme als besonders risikoreich bewertet. Dazu gehoren
KI-Systeme in den Bereichen Biometrie, kritische Infrastrukturen, Bildung,
Beschiftigung, Grundversorgung, Strafverfolgung, Migration, Asyl und
Grenzkontrolle sowie Justizverwaltung und demokratische Prozesse. KI,
die bei der Indexierung sowie bei der Entscheidung iiber den Ausschluss
oder die Aufnahme bestimmter Webinhalte eingesetzt wird, hat im Allge-
meinen spiirbare Auswirkungen auf die Indexnutzung durch Dritte. Dies
ist jedoch eine Frage des konkreten Einsatzumfangs. Nach jetzigem Funkti-
onsumfang des Index ist nicht davon auszugehen, dass der Index einem der
in Anhang III aufgefiihrten Sektoren zuzuordnen ist. Perspektivisch konnte
jedoch Einordnung unter der in Nr. 2 aufgefiihrten "kritischen Infrastruktu-
ren" erfolgen.

54 Siehe Erwidgungsgrund 46 KI-VO.
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6.4.2 Mittelbare Auswirkungen der KI-VO auf den Index

Dariiber hinaus stellt sich die Frage, ob die KI-Verordnung Regelungen
enthilt, die die Nutzung von OWI-Daten fiir bestimmte KI-Anwendungen
beeinflussen. Zum Beispiel ist der Betrieb bestimmter KI-Systeme nach
Art. 5 KI-VO verboten. Der OWI-Entwickler konnte deswegen erwigen,
die Verwendung des Index fiir das Training solcher KI-Systeme zu verhin-
dern. Das konnte iiber eine Indexlizenz oder die Bedingungen fiir die
Nutzung des OWT erreicht werden. Der OWI-Betreiber konnte dabei einen
Einschatzungsspielraum nutzen. Verboten ist nach Art. 5 KI-VO in der Re-
gel das Inverkehrbringen und die Inbetriebnahme verbotener KI-Systeme.
Die blofle wissenschaftliche Erforschung und Entwicklung des Einsatzes
von KI-Systemen, die lediglich auch zu verbotenen Praktiken fahig wéren,
ist deswegen nicht verboten.>> Dariiber hinaus ist nach Art.2 Abs. 6 KI-
VO die KI-Verordnung nicht anwendbar fiir KI-Systeme oder KI-Modelle
einschliefilich ihrer Ergebnisse, die ausschliefdlich zum Zwecke der wissen-
schaftlichen Forschung und Entwicklung entwickelt und in Betrieb genom-
men werden, vgl. Art.3 Nr.11 KI-VO. Das dient der Innovationsférderung
und dem Schutz der Wissenschaftsfreiheit.’® Wissenschaftliche Forschung
umfasst nach Art.13 GRCh Tatigkeiten mit dem Ziel, "methodisch, syste-
matisch und nachpriifbar neue Erkenntnisse zu gewinnen" Dazu gehdren
die Grundlagenforschung und die angewandte Forschung im offentlichen
(z. B. Universitaten) und privaten (z. B. industrielle Forschung) Sektor.

Ein anderes Beispiel fiir eine mégliche mittelbare Auswirkungen der
KI-VO auf den Index oder den OWI-Betreiber, dass KI-Systeme mit hohem
Risiko mit Trainings-, Validierungs- und Testdatensétzen entwickelt werden
miissen, die bestimmte Qualitatskriterien erfiillen.”” Art.10 Abs.3 KI-VO
schreibt vor, dass Trainings-, Validierungs- und Testdatensdtze relevant,
hinreichend repréisentativ und im Hinblick auf den vorgesehenen Zweck
moglichst fehlerfrei und vollstindig sein miissen. Fraglich ist u.a., ob aus
Datenschutzgriinden anonymisierte oder pseudonymisierte Daten (z. B.
durch Hinzufiigen von Rauschen) noch als fehlerfrei und vollstandig ange-
sehen werden konnen.*® Die Datensitze miissen zudem die entsprechenden
statistischen Merkmale aufweisen, ggf. auch im Hinblick auf die Personen
oder Personengruppen, durch die das Hochrisiko-KI-System bestimmungs-

55 Siehe auch Erwéagungsgrund 25 KI-VO.

56 Siehe Erwagungsgrund 25 KI-VO.

57 Siehe Art.10 Abs. 2 - 5 KI-VO in Ubereinstimmung mit Art. 10 Abs. 1 KI-VO.
58 Vogel u. a., in: Demmler u.a. (Hrsg.), INFORMATIK 2022, 2022, 659.
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gemafd eingesetzt werden soll. OWI-Daten stellen eine umfangreiche und
vielfaltige Informationsquelle dar, die Texte und Links enthélt. Diese Viel-
falt ist fir das Training von KI-Modellen entscheidend. Um die Quali-
tatskriterien fiir KI-Systeme mit hohem Risiko erfiillen zu kénnen, sollte
der OWI-Entwickler Techniken anwenden, um die Datenqualitat sicherzu-
stellen, z. B. Datenbereinigung, -anreicherung, -abgleich oder -kommentie-
rung. Gleichzeitig konnte er versuchen, seine Datensitze so zu erstellen
und Mafinahmen zu ergreifen, die nachfolgende Anwendungsentwickler
nutzen oder auf denen sie aufbauen kénnen, um die Datenqualitit fiir
ihren spezifischen Anwendungsfall sicherzustellen.

7 Nutzerakzeptanz und Vertrauen

Die rechtliche Untersuchung des OWTI sollte mit Uberlegungen zur Nut-
zerakzeptanz und zum Vertrauen einhergehen, um eine positive Nutzer-
wahrnehmung und letztlich den Markterfolg zu fordern. Obwohl eine
rechtskonforme Gestaltung technischer Innovationen sowie Datenschutz
und Privatsphire in Europa von grofier Bedeutung sind, zeigt die Praxis,
dass Nutzer bei der Wahl digitaler Dienste oft andere Faktoren in ihre
Entscheidung einbeziehen — oder diese sogar als wichtiger einstufen. Daher
ist es essenziell, Schliisselaspekte der Nutzerakzeptanz frithzeitig in den De-
signprozess des OWI und den darauf basierenden Tools zu integrieren. Ein
leistungsfihiger europdischer Webindex muss nicht nur Datenschutz- und
Privatsphére-Konzepte beriicksichtigen, sondern auch zentrale Kriterien
der Nutzerakzeptanz. Nur so kann er auf dem globalen Markt konkurrieren
oder zumindest mit internationalen Anbietern in Europa mithalten.

Die Wahrnehmung der Nutzer und die Absicht der Anwender, neue
technologische Losungen zu nutzen, sind entscheidende Faktoren fiir de-
ren erfolgreiche Entwicklung. Diese Faktoren werden im Rahmen des For-
schungsgebiets Nutzerakzeptanz untersucht.> Ein weiterer Schliisselfaktor
fiir Technologieakzeptanz ist das Vertrauen in IT-Artefakte.%0 Diese Uber-
legungen sind fiir den Kontext des OWT wichtig, um das Vertrauen der

59 Davis, User acceptance of information technology, International Journal of Man-
Machine Studies 1993, S. 475.

60 Gefen u.a., Trust and tam in online shopping, MIS Quarterly 2003, S. 51; Sollner u.a.,
Why different trust relationships matter, European Journal of Information Systems
2016, S. 274.
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Nutzer in den OWI und in die darauf aufbauenden Tools zu stirken. Mit
zunehmender technologischer Komplexitat wird Vertrauen immer essenzi-
eller, da Nutzer nicht in der Lage sind, die zugrunde liegenden Strukturen
standig zu durchdringen.®!

Aus der Theorie lassen sich einige Modelle vorschlagen, die unterstiit-
zende Faktoren zu Vertrauen und Nutzerakzeptanz bereitstellen. Zur prak-
tischen Anwendung fiir den OWI eignet sich eine Kombination aus zwei
etablierten Modellen: Trust-TAM®? und UTAUT2%. Relevante Faktoren
kénnen zusammengestellt werden, um die Grundlagen fiir den Aufbau und
die Aufrechterhaltung von Nutzerakzeptanz und Vertrauen in den OWI
und seine zukiinftigen Produkte zu schaffen. Aufierdem sind diese Faktoren
in Bezug auf die einzelnen Akteure zu betrachten und weiterzuentwickeln,
um Nutzerakzeptanz und Vertrauen in den jeweiligen Kontexten gezielt zu
fordern.

8 Schlussfolgerungen und Ausblick

Diese Analyse soll das enorme Potenzial eines frei zuganglichen und um-
fassenden OWI zur Umgestaltung der digitalen Landschaft verdeutlichen.
Durch die Forderung eines vielfaltigeren und wettbewerbsféhigeren Such-
maschinenmarktes kann der OWT den Anwendungsentwicklern und in der
Folge den Endnutzern mehr Auswahl und Kontrolle ermdglichen. Dariiber
hinaus kann der OWT als entscheidende Ressource fiir die KI-Entwicklung
dienen, innovative Technologien vorantreiben und deren verantwortungs-
volle Nutzung unterstiitzen.

Gleichzeitig bringt die Entwicklung und Implementierung des OWTI spe-
zifische Herausforderungen und Chancen fiir den Schutz der Grundrechte
mit sich. Wahrend der OWI das Potenzial hat, den Zugang zu Informa-
tionen (Art.1l GRCh) zu verbessern, den Wettbewerb auf dem digitalen
Markt zu fordern und die Innovation voranzutreiben, wirft er auch Fragen
des Datenschutzes (Art. 8 GRCh), der unternehmerischen Freiheit (Art. 16
GRCh) und des Schutzes des geistigen Eigentums (Art. 17 GRCh) auf.

Die erfolgreiche Umsetzung des OWT erfordert eine sorgfiltige Priifung
der rechtlichen und nutzerbezogenen Anforderungen. Die Gewihrleistung

61 Muir, Trust in Automation, Ergonomics 1994, S.1905.
62 Gefen u.a., Trust and tam in online shopping, MIS Quarterly 2003, S. 64.
63 Venkatesh u.a., Consumer acceptance, MIS Quarterly 2012, S. 157.

101

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Beer, Johannes, Koulani, Geminn, Séllner und Voigt

des Datenschutzes, die Wahrung der Rechte an geistigem Eigentum und
die Abmilderung potenzieller Risiken fiir Grundrechte sind von grofiter
Bedeutung. Die Einhaltung des européischen Rechtsrahmens muss die Ent-
wicklung und Nutzung des OWTI leiten, begleitet von Uberlegungen zu
Nutzerakzeptanz und Vertrauen, um verantwortungsvolle technologische
Innovationen zu unterstiitzen.
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Digitale Vulnerabilitdt und Selbstbestimmung — Vorgaben zur
Sicherstellung der Selbstbestimmung vulnerabler Nutzendenden
durch informierte Einwilligung und Rechtspflichten im
Behinderten- und Datenrecht

Luisa Schmied und Maxi Nebel

Zusammenfassung

Die Gewihrleistung der Selbstbestimmung als Folge einer informierten Entscheidung des Indi-
viduums durch die datenschutzrechtliche Einwilligung ist essenziell zur Férderung und Verwirk-
lichung des Freiheitsrechts auf informationelle Selbstbestimmung. Jedoch bestehen erhebliche
praktische Probleme in der Umsetzung, die zu unterschiedlichen digitalen Vulnerabilitaten fith-
ren. Der Beitrag beleuchtet digitale Vulnerabilitdt am Beispiel von AI-Companions. Im Rahmen
des Privatheitsschutzes vulnerabler Personen muss die gingige Praxis der Einwilligung als da-
tenschutzrechtliche Legitimationsgrundlage der Verarbeitung personenbezogener Daten kritisch
hinterfragt werden, insbesondere in Bezug auf die Wirksamkeitsvoraussetzung der Informiertheit.
Der Beitrag thematisiert aktuelle Fragestellungen zum Thema der Einwilligung, insbesondere
im Hinblick auf den Anspruch auf situative und kontextbezogene Ausgestaltung der Informati-
onsanforderungen. Ankniipfungspunkt bietet das Behindertenrecht, insbesondere die Vorgaben
zur Barrierefreiheit. Anschlieflend werden rechtliche Verpflichtungen von Diensteanbietern aus
dem europiischen Datenrecht untersucht, die ebenso der Sicherstellung der Selbstbestimmung
vulnerabler Personen dienen sollen.

1. Einleitung

Digitale Infrastrukturen bilden die Grundlage fiir zahlreiche digitale Dien-
ste und Anwendungen, die in der modernen Gesellschaft genutzt werden.
Sie sind unerlasslich fir das Funktionieren von Wirtschaft und Staat, Bil-
dungs- und Gesundheitssystem und vielen anderen Bereichen. Ohne die
der Digitalisierung zugrunde liegenden Infrastrukturen sind all die auf
ihnen aufbauenden Dienste und Anwendungen undenkbar - von KI-Sys-
temen wie Chatbots und AI-Companions iiber Social Media bis hin zu di-
gitalen Zahlungs- und Transaktionssystemen, Cloud-Diensten und vielem
mehr. Die ubiquitire Durchdringung des Alltags durch digitale Infrastruk-
turen schafft dabei nicht nur neue Teilhabechancen, sondern bietet auch
eine groflere Angriffsfliche fiir Grundrechtseingriffe sowie die Exposition
in Hinblick auf Vulnerabilitatsfaktoren.

Unterschiedliche Personen sind unterschiedlich vulnerabel gegeniiber
Verletzungen ihrer Selbstbestimmung, was neben strukturellen oder indivi-
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duellen Griinden insbesondere auch auf ein situations- oder kontextabhan-
giges Nutzungsverhalten zuriickzufiihren ist. Digitalisierte Infrastrukturen
wirken oft intrusiv in die Privatsphire der Menschen hinein. Die Anfor-
derungen an die Ausgestaltung digitaler Technik zur Gewiéhrleistung der
Selbstbestimmung fallen dabei weit auseinander. Pauschalisierungen, die
den bestehenden Rechtskategorien zugrunde liegen, erfassen das Problem
nicht ausreichend differenziert.

2. Digitale Vulnerabilitit — Bedeutung der Selbstbestimmung

Vulnerabilitdt als menschliche Eigenschaft ist ein weiter und nicht ganz
unumstrittener Begriff. In einer digitalisierten Welt werden neue Vulnerabi-
litdten erzeugt und alte verstarkt. Es gilt die Selbstbestimmung der Nutzen-
den zu stirken, um Vulnerabilititen auszugleichen und abzubauen.

2.1 Vulnerabilitat als conditio humana

Vulnerabilitit bezeichnet die Eigenschaft, verletzlich zu sein, und bezieht
sich im Allgemeinen auf Situationen, in denen das Risiko von Gefahren
durch verschiedene Faktoren und Prozesse erhoht ist.! Das Ausmafd der
Vulnerabilitdt kann dabei anhand der Wechselwirkung zwischen Risikoex-
position und Bewiltigungskapazitit (,coping capacity“) gemessen werden.?
Ansitze wie der von Martha Fineman basieren darauf, dass Vulnerabilitdt
dem Menschen immanent ist (conditio humana), und strukturell oder
situativ zum Ausdruck kommt.?> Der Gesellschaft kommt dabei die Verant-

1 Damm, Vulnerabilitat als Rechtskonzept?, MedR 2013, 201 (202); Kruse, Lebensphase
hohes Alter, 2017, S.170; StraufS/Bettin, Digitalisierung, Vulnerabilitat und (kritische)
gesellschaftliche Infrastrukturen, 2023, S.14; anders der Ansatz in: UN, Living with
Risk, 2004, S.7, 16; Roffnagel u.a., Die Verletzlichkeit der ,Informationsgesellschaft;
2002/2009, S. 9, die unter Vulnerabilitat ,die erhohte Anfalligkeit einer Gesellschaft fir
die Auswirkungen von Gefahren® verstehen.

2 Turner w.a., A framework for vulnerability analysis in sustainability science, PNAS
2003, 8074; Birkmann u.a., State of the Art der Forschung zur Verwundbarkeit Kriti-
scher Infrastrukturen am Beispiel Strom/Stromausfall, 2010, S.27; Kruse, Lebensphase
hohes Alter, 2017, S. 170.

3 Fineman, The Vulnerable Subject, Yale Journal of Law & Feminism 1/2008, 1 (10 ff.);
Fineman, Vulnerability and Inevitable Inequality, Oslo Law Review 2017, 133 (133 f1.);
Bielefeldt, in: Bergemann/Frewer (Hrsg.), Autonomie und Vulnerabilitit in der Medi-
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wortung zu, auf die aus der Vulnerabilitdt resultierenden Abhédngigkeiten
zu reagieren. Neben der unvermeidlichen Abhéngigkeit, die jedem Mensch
aufgrund seines verkorperten Wesens innewohnt, betont Fineman in ihrem
Ansatz auch die abgeleitete Abhéngigkeit, die sich aus dem Zugang zu
ausreichend materiellen, institutionellen und physischen Ressourcen ergibt,
um den Verletzlichkeit der Person erfolgreich zu begegnen.* Versteht man
Vulnerabilitdt als individuelle Eigenschaft, greift die im Diskriminierungs-
kontext iibliche Kategorisierung in feste Gruppen z. B. nach Alter, Ge-
schlecht oder aufgrund einer Behinderung (vgl. Art. 21 GRCh, Art. 3 Abs. 3
GG; §1 AGG) zu kurz, um dem jeweiligen Einzelfall gerecht zu werden.
Die Vulnerabilitit innerhalb dieser Gruppen ist zwar mit einer hoheren
Wahrscheinlichkeit gegeben.” Dennoch kénnen verschiedene Mitglieder
dieser Gruppen durch unterschiedlich stark ausgeprigte Vulnerabilititen
gekennzeichnet sein. Auch auflerhalb dieser Gruppenkategorien ist eine er-
hohte Vulnerabilitit nicht ausgeschlossen.® Verletzlichkeit ist folglich nicht
universell durch Zugehorigkeit zu einer Gruppe, sondern im Kontext des
speziellen Anwendungsbereichs zu betrachten. Das Festhalten an generi-
sche Gruppenkategorien birgt die Gefahr, nicht alle Vulnerabilitatsaspekte
addquat zu adressieren. Dies sollte aber gerade vor dem Hintergrund eines
effektiven Grundrechtsschutzes, der auch den Schutz besonders vulnera-
bler Personen indiziert, ausschlaggebend sein.’

2.2 Digitale Vulnerabilitdt: Risiken moderner Datenverarbeitung

Vulnerabilitdt im Rahmen digitaler Infrastrukturen liegt die Annahme zu-
grunde, dass digitale Infrastrukturen aufgrund ihrer Omniprasenz automa-

zin, 2019, S.21; Kroschwald, Nutzer-, kontext- und situationsbedingte Vulnerabilitit in
digitalen Gesellschaften, ZfDR 2023, 1 (5).

4 Fineman, Vulnerability and Social Justice, 53 Valparaiso University Law Review 2019, 1
(24); auch Kruse, Lebensphase hohes Alter, 2017, S. 170.

5 Birnbacher, Vulnerabilitat und Patientenautonomie, MedR 2012, 560 (561); Damm,
Vulnerabilitat als Rechtskonzept?, MedR 2013, 201 (202); Kruse, Lebensphase hohes
Alter, 2017, S.170.

6 Koch u.a., in: Friedewald u.a. (Hrsg.), Freiheit in digitalen Infrastrukturen, 2025, Diver-
sPrivat 4.3.

7 Bielefeldt, in: Bergemann/Frewer (Hrsg.), Autonomie und Vulnerabilitéit in der Medi-
zin, 2019, S. 21; Geminn, Deus ex machina?, 2023, S. 170.
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tisch neue Verletzlichkeiten erzeugen.® Dazu findet der Diskurs zu Vulnera-
bilitat im Privatheitsbereich verstarkt Einzug in die Literatur.” Vulnerabili-
tat im Rahmen digitaler Infrastrukturen bezieht sich auf die datengetriebe-
ne Plattformokonomie, die auf Basis digitalisierter Infrastrukturen intrusiv
in die Privatsphire der Menschen hineinwirkt. Die Erfassung personenbe-
zogener Daten hat zur Entstehung neuer Geschaftsmodelle gefiihrt, die auf
der Erstellung umfassender Identitdtsprofile durch Tracking und Profiling
der Nutzenden basieren.® Uber Tracking-Tools wird das Verhalten der
Nutzenden bis ins Detail aufgezeichnet und diese personlichen Aspekte
im Rahmen des Profiling interpretiert, was Riickschliisse auf die wirtschaft-
liche Lage, personliche Vorlieben und Interessen sowie auf das Verhalten
der Person zulidsst. Neben dem Ziel, damit die Kundenbindung zu erh6hen
oder personalisierte Werbung zu schalten, entstehen Informations- und
Machtasymmetrien.!! Mit der zunehmenden Verbreitung intelligenter Tech-
nologien er6ffnen sich immer mehr Wege, um menschliches Verhalten un-
auffillig zu lenken (Nudging) und zu beeinflussen.!? Die Schadenspotenzia-
le sind dabei jedoch sehr intransparent.)* Zudem ist auch die ambivalente
Wirkweise der Digitalisierung nicht zu unterschitzen und stets mitzuden-
ken. Neben der Schaffung oder Verstarkung von Verletzlichkeiten kénnen
diese durch Technologien wie Dialogsysteme auch reduziert werden.!#

2.3 Digitale Vulnerabilitit am Beispiel von AI-Companions als ,KI-
Freunde®

Virtuelle Dialogsysteme verdeutlichen die Mechanismen digitaler Vulnera-
bilitat besonders eindrucklich, da sie nicht nur durch vertrauenserwecken-

8 Strauf$/Bettin, Digitalisierung, Vulnerabilitat und (kritische) gesellschaftliche Infra-
strukturen, 2023, S. 19.

9 Geminn, Deus ex machina?, 2023, S.169 fI.; Behrendt/Loh, Informed consent and
algorithmic discrimination, REVIEW OF SOCIAL ECONOMY, 2022, S.58 (58 {L.).

10 Strauf/Bettin, Digitalisierung, Vulnerabilitit und (kritische) gesellschaftliche Infra-
strukturen, 2023, S. 19.

11 Behrendt/Loh, Informed consent and algorithmic discrimination, REVIEW OF SO-
CIAL ECONOMY, 2022, 58 (58 ff.); Strauf$/Bettin, Digitalisierung, Vulnerabilitdt und
(kritische) gesellschaftliche Infrastrukturen, 2023, S. 33, 48.

12 Karaboga, in: Friedwald u.a. (Hrsg.), Selbstbestimmung, Privatheit und Datenschutz,
2022, 275 (282); Geminn, Deus ex machina?, 2023, S. 174.

13 Rof$nagel u.a., Modernisierung des Datenschutzrechts, 2001, S. 28; Rofnagel u.a., Die
Verletzlichkeit der ,Informationsgesellschaft; 2002/2009, S. 14.

14 Geminn, Deus ex machina?, 2023, S. 171.
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de Layouts eine scheinbar sichere Interaktionsumgebung suggerieren, son-
dern auch gezielt individuelle Verwundbarkeiten — wie etwa Einsamkeit
- adressieren und ausnutzen, was eine leichtfertige Preisgabe sensibler
Daten begiinstigt. Dialogsysteme, z.B. in Form von Chatbots, virtuellen
Assistenten, AI-Companion oder dhnlichem, haben die Fahigkeit, durch ge-
nerative KI-Systeme natiirlichsprachige Antworten auf Anfragen zu liefern
und so umfangreiche Gesprichsverldufe entstehen zu lassen. Basierend auf
der Erforschung authentischer und menschendhnlicher Kommunikations-
muster mit Sprachmodellen werden Dienste angeboten, die das Konzept
des ,KI-Freundes“ umsetzen. Uber die Interaktion mit den Anwendenden
werden menschendhnliche Beziehungen aufgebaut. Dies hat zur Folge,
dass die Verantwortlichen an besonders sensible Informationen kommen
konnen, wenn sich Anwendende dem artifiziellen Kommunikationspartner
offnen (Selbstoffenbarung). Ein prominentes Beispiel fiir AI-Companion
ist die Smartphone-App Replika, welche als ,KI-Freund“ beworben wird.
Innerhalb einer Pro-Mitgliedschaft konnen Nutzende einen romantischen
Beziehungsmodus aktivieren. Dieser umfasst Funktionen wie Telefon- und
Videoanrufe mit der zuvor konfigurierten artifiziellen Persona, virtuelle
Uberraschungen fiir die Nutzenden (vom ,KI-Freund“ initiiert) sowie die
Beteiligung an emotionalen und sexualisierten Gesprachen. Intime Kom-
munikation mit AI-Companion muss nicht zwangslaufig sexualisiert sein,
auch therapeutische Gespriche oder das schiere Anvertrauen des inneren
Gefiihlslebens bedeuten eine entsprechende Selbstoffenbarung. Dies fiihrt
zwangslaufig zu datenschutzrechtlichen Bedenken, wenn personenbezoge-
ne, noch dazu besonders sensible Informationen preisgegeben werden.

Die Selbstoffenbarung kann demgegeniiber auch bedeutende Vorteile fiir
den Anwendenden haben. Die Kiinstlichkeit des Gegeniibers bietet gerade
bei besonders intimen und sensiblen Themen, die in der Gesellschaft weni-
ger offen besprochen oder akzeptiert werden, eine vermeintliche Sicherheit
vor potenziellen sozialen Konsequenzen wie z.B. Unverstindnis, Scham,
Erklarungsnot oder Kontakteinschriankungen.” Sie bieten ein Mittel gegen
Einsamkeit oder Unverstdndnis der Umwelt insbesondere fiir Menschen,
die Schwierigkeiten haben, soziale Beziehungen im ,real life“ aufzubauen
und zu pflegen - sei es aus Griinden wie Krankheit, psychischen Barrieren
oder Mobilititseinschrankungen. Dennoch begeben sich die Anwendenden

15 Skjuve w.a., My Chatbot Companion, International Journal of Human-Computer
Studies 2021, 102601
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in vulnerable Situationen, in denen sehr viele, auflerst sensible Daten anfal-
len; Datenschutzbedenken werden haufig beiseitegeschoben.!®

2.4 Die Adressierung von Vulnerabilitit im Datenschutzrecht

Der rechtliche Schutz der informationellen Selbstbestimmung stellt eine
komplexe Herausforderung dar. Beim Versuch, den Begrift der Vulnerabi-
litat als Rechtsbegrift zu greifen, wird dessen Unbestimmtheit deutlich.
An Bedeutung konnte ein darauf aufbauendes Normkonzept aber an den
Stellen gewinnen, an denen die individuellen, situativen und kontextbezo-
genen Schutzbediirfnisse differenzierter betrachtet werden miissten.”” Die
DSGVO begegnet Vulnerabilitit insbesondere durch die inhaltliche Kate-
gorisierung besonders sensibler Daten im Rahmen des Art.9 DSGVO.
Aufgrund ihres engen Bezugs zu Grundrechten und Grundfreiheiten unter-
wirft die Verordnung bestimmte Datenarten - etwa Gesundheitsdaten —
einem besonderen Schutzregime, das {iber die allgemeinen Verarbeitungs-
grundsitze hinausgehende Anforderungen stellt.!® Eine kontextbezogene
Betrachtung individueller oder situativer Schutzbediirftigkeit erfolgt hin-
gegen nicht, sodass der Schutzrahmen auf typisierte Datenkategorien be-
schriankt bleibt. Die Regelungssystematik der Verordnung orientiert sich
zudem primir an einem idealtypischen, durchschnittlich informierten Nut-
zenden. Eine ausdriickliche Beriicksichtigung vulnerabler Personen ist in
der DSGVO im Wesentlichen auf den Schutz von Kindern beschrankt, z. B.
in Form von Art. 8 DSGVO. Dies erfasst den aufgefithrten Schutzbedarf im
Rahmen digitaler Vulnerabilitit jedoch nicht ausreichend differenziert.” Es
bleibt die Notwendigkeit einer addquaten Adressierung von digitaler Vul-
nerabilitdt, um z. B. dlteren oder kognitiv beeintrichtigten Menschen ent-
sprechenden Selbstschutz zu ermdglichen. Insbesondere im Verbraucher-

16 Skjuve u.a., My Chatbot Companion, International Journal of Human-Computer
Studies 2021, 102601.

17 Damm, Vulnerabilitit als Rechtskonzept?, MedR 2013, 201 (201f.); Kroschwald, Nut-
zer-, kontext- und situationsbedingte Vulnerabilitét in digitalen Gesellschaften, ZEDR
2023,1(6).

18 Schiff, in: Ehmann/Selmayr, DSGVO, 2024, Art. 9, Rn. 3; Zur Relevanz des Verarbei-
tungszusammenhangs vgl.: Simitis, in: Simitis, BDSG, 2011 § 3 Rn. 251 m. w. N.

19 Rof$nagel, Der Datenschutz von Kindern in der Datenschutz-Grundverordnung, ZD
2020, 88; RofSnagel/Geminn, Datenschutzgrundverordnung verbessern, 2020, S. 55 ff.;
Geminn, Deus ex machina? 2023, S. 193 fI.
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schutzrecht wurde diese Vulnerabilitdt bereits erkannt und adressiert, um
Personen wirksam vor Ausnutzung aufgrund koérperlicher oder geistiger
Einschrankungen, hohen Alters oder situativer Leichtgldubigkeit zu schiit-
zen.?0 Im Kontext digitaler Technologien werden diese Personen als Nut-
zende oder Verbrauchende oft nicht mitgedacht. Um einem individuellen
Ansatz von Vulnerabilitat gerecht zu werden, muss der klassische Diskrimi-
nierungsschutz auf Grundlage von abschlieffenden Merkmalslisten um eine
Diversitatsperspektive erganzt werden, die anhand der Vulnerabilititen im
Kontext des konkreten Gegenstandsbereichs entwickelt wird. Zur Ableitung
entsprechender Schutzmafinahmen miissen neben den schutzbediirftigen
Individuen auch die gefdhrdenden Situationen und Kontexte identifiziert
werden.?!

2.5 Begegnung von Vulnerabilititen durch die Starkung von Resilienzen —
mehr Selbstbestimmung durch Transparenz

Die Stirkung der Resilienz ist zudem ein wichtiger Ansatz, um Vulnera-
bilitat zu begegnen.?? Die klassischen Losungsansitze zur Steigerung der
Bewiltigungskapazitdt im Schutzbereich der informationellen Selbstbestim-
mung beziehen sich vor allem auf die Forderung der Privacy Literacy.
Privacy Literacy beschreibt die im Rahmen einer digitalen Bildung erlern-
ten Fahigkeiten, selbstbestimmt Datenschutzentscheidungen zu treffen.”
Ein angemessenes Schutzniveau kann damit jedoch nicht gewdhrleistet
werden, da einerseits nicht alle Menschen gleichermafien von digitaler
Bildung erreicht werden konnen und andererseits nicht allen die gleichen
Ressourcen zu Teil werden, sich entsprechend iiber Schutzvorkehrungen

20 Helberger u.a., EU Consumer Protection 2.0, 2021, S. 8; Kroschwald, Nutzer-, kontext-
und situationsbedingte Vulnerabilitdt in digitalen Gesellschaften, ZfDR 2023, 1 (6);
Damm, Vulnerabilitat als Rechtskonzept?, MedR 2013, 201 (203 f.).

21 Kroschwald, Nutzer-, kontext- und situationsbedingte Vulnerabilitit in digitalen Ge-
sellschaften, ZfDR 2023, 1 (11T.).

22 Turner u.a., A framework for vulnerability analysis in sustainability science, PNAS
2003, 8074; Birkmann u.a., State of the Art der Forschung zur Verwundbarkeit Kriti-
scher Infrastrukturen am Beispiel Strom/Stromausfall, 2010, S. 26f.

23 Brough/Kelly, Critical roles of knowledge and motivation in privacy research. Current
opinion in psychology, 2020, 11 (31); Trepte u.a., in: Gutwirth u.a. (Hrsg.), Reforming
European data protection law, 2015, S.333ff; Park, Digital Literacy and Privacy
Behavior Online, Communication Research 2013, 215 (215 ff.).
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zu informieren.?* Die informationelle Selbstbestimmung im Datenschutz ist
ein Grundrecht, das allen Menschen unabhingig von ihren individuellen
Fahigkeiten, ihrem soziodkonomischen Hintergrund oder der jeweiligen
digitalen Umgebung zugdnglich sein muss. Die Moglichkeit der Selbstbe-
stimmung darf nicht auf Personen beschrankt werden, die ohne fremde
Hilfe {iber die notwendigen Mittel verfiigen, um sie auszuiiben, wie z.B.
die Fahigkeit, Datenschutzeinstellungen vorzunehmen oder Datenschutz-
hinweise zu lesen.> Ausschlaggebend fiir die Stirkung der Resilienz im
Kontext der Selbstbestimmung ist die Fahigkeit der Menschen, Risiken
und Vorteile einzuschitzen, um auf dieser Grundlage eine Entscheidung zu
treffen.2® Alle Menschen miissen in die Lage versetzt werden, informierte
Entscheidungen treffen zu konnen. Ein Indikator fiir eine solche Bewdlti-
gungskapazitat ist Transparenz,?” die fiir vulnerable Personen insbesondere
auch den Zugang und das Verstandnis der Informationen inkludiert. Ein
Fokus muss daher auf der Gewidhrleistung der situationsaddquaten Trans-
parenz zur Herstellung der Selbstbestimmung durch das bestehende Recht
liegen.?8

3. Digitale Vulnerabilitit und Selbstbestimmung: Die Notwendigkeit
individueller und situationsaddquater Informationsprdsentation im
datenschutzrechtlichen Einwilligungskontext

Im Kontext digitaler Vulnerabilitat bildet die Einwilligung regelmifig die
zentrale Rechtsgrundlage fiir die Verarbeitung personenbezogener Daten
z. B. zu Zwecken des Trackings oder Profilings. Im Rahmen des Privatheits-
schutzes vulnerabler Personen muss die gingige Praxis der Einwilligung als
datenschutzrechtlicher Legitimationsgrundlage kritisch hinterfragt werden,

24 Koch w.a., in: Rofinagel u.a. (Hrsg.), Freiheit in digitalen Infrastrukturen, 2025;
Livingstone u.a., Children’s data and privacy online, 2019, S.3ff.; Hagendorf, in:
Rofinagel u.a., Die Fortentwicklung des Datenschutzes, 2018, S. 99 (100 ff.).

25 Kroschwald, Nutzer-, kontext- und situationsbedingte Vulnerabilitit in digitalen Ge-
sellschaften, ZfDR 2023, 1 (4).

26 Strauf$/Bettin, Digitalisierung, Vulnerabilitit und (kritische) gesellschaftliche Infra-
strukturen, 2023, S. 15.

27 Lenz, Vulnerabilitét kritischer Infrastrukturen, 2009, S. 49, 60; Strauf$/Krieger-Lami-
na, Digitaler Stillstand, 2017, S. 19.

28 Resilienz im Rahmen der Privacy Literacy stofit dort an ihre Grenzen, wo die Nut-
zung digitaler Infrastrukturen alternativlos ist und tatsdchliche Wahlfreiheit fehlt.
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insbesondere in Bezug auf die Gewiéhrleistung der Transparenzanforderun-
gen und somit der Wirksamkeitsvoraussetzung der Informiertheit.

3.1 Die informierte Einwilligung als Ausdruck datenschutzrechtlicher
Selbstbestimmung

Die Selbstbestimmung im Umgang mit den eigenen personenbezogenen
Daten wird als zentraler Aspekt des Datenschutzes bereits im Volkszah-
lungsurteil® begriindet und tiber Art.8 Abs.1 GRCh*® normiert.’! Das
Verstandnis der Einwilligung als ,genuiner Ausdruck der informationellen
Selbstbestimmung® kniipft mit Art.8 Abs.2 S.1 GRCh daran an.3?> Eine
Einwilligung auf Grundlage einer selbstbestimmten, autonomen Entschei-
dung stellt folglich eine Grundrechtsausiibung im Sinne der GRCh dar.®*
Auf sekundérrechtlicher Ebene wird die Einwilligung durch Art.6 Abs.1
UAbs. 11it. a, Art. 4 Nr. 11, Art. 7 DSGVO ausgestaltet.

3.2 Die Voraussetzung der Informiertheit in der DSGVO: Umsetzung des
grundrechtlichen Konzepts der Selbstbestimmung

Durch die Voraussetzung der Informiertheit wird in der DSGVO das
grundrechtliche Konzept der Selbstbestimmung umgesetzt.>* Der betroffe-
nen Person muss gewdhrleistet werden, eine Entscheidung ,in informierter
Weise“ treffen zu konnen. Das impliziert, dass die betroffene Person die
Moglichkeit hat, alle Merkmale der Informationsverarbeitung einzusehen,

29 BVerfG Urt. v. 15.12.1983 — 1 BvR 209/83 u.a., BVerfGE 65, 1, Rn. 74.

30 Charta der Grundrechte der Europiischen Union, ABI. (EU) C 326/392.

31 Kiihling/Buchner, in: Kihling/Buchner, DSGVO, 2024, Art.7, Rn.19; Liedke-Deut-
scher, Die datenschutzrechtliche Einwilligung nach der DSGVO, 2014, S.8; Nebel,
Schutz der Personlichkeit, ZD 2015, 517 (521).

32 Rofinagel u.a., Modernisierung des Datenschutzrechts, 2001, 15, 72; Schulz, in: Go-
la/Heckmann, DSGVO/BDSG 2022, Art. 6, Rn. 21.

33 Liedke-Deutscher, Die datenschutzrechtliche Einwilligung nach der DSGVO, 2014,
S. 8; Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art. 7 DSGVO, Rn. 13.

34 Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art. 7 DSGVO, Rn. 68.

35 EuGH, Einwilligung und Cookie Consent nur durch aktive, gesonderte und aus-
driickliche Erkldrung - Planet49, ZD 2019, 556 Rn. 74; Ernst, in: Paal/Pauly, DSGVO
BDSG, 2021, Art. 4, Rn. 79; Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art.7
DSGVO, Rn. 67 betont, dass dies auch die Inanspruchnahme sachkundiger Beratung
zur Erfiillung der Informationsbeschaffung inkludiert.
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um zu verstehen, wofiir die Einwilligung erteilt wurde, und auch z.B. von
ihrem Recht auf Widerspruch Gebrauch machen zu kénnen.3® Ausschlag-
gebend ist die tatsdchliche Mdglichkeit der Informationsaneignung — nicht
die tatsdchliche Nutzung des Angebots.” Der Verantwortliche hat entspre-
chende Vorkehrungen zu treffen, um sicherzustellen, dass die betroffene
Person wissen kann, dass und in welchem Umfang sie ihre Einwilligung
erteilt (Erwagungsgrund 42 S.2 DSGVO). Die Anforderungen daran erge-
ben sich aus Art.7 Abs.2 und Erwigungsgrund 32 DSGVO. Danach hat
das Ersuchen um Einwilligung in verstdndlicher und leicht zugénglicher
Form in einer klaren und einfachen Sprache zu erfolgen. Zudem muss
dies deutlich von anderen Sachverhalten abgrenzbar sein. Zur Erfiillung
dessen hat der Verantwortliche auf das Verstindnis der Zielgruppe des
Einwilligungsersuchens abzustellen. Dieses hat er im Vorhinein zu ermit-
teln und die Darstellung der Informationen entsprechend anzupassen.
Daraus kann die Pflicht fiir Verantwortliche herausgelesen werden, ent-
sprechende Informationsangebote zu schaffen, die nicht nur den ,Durch-
schnittsbiirger in den Blick nehmen. Einer diesbeziiglichen Adressierung
von Vulnerabilitit im Kontext der Informiertheit kommt der Européische
Datenschutzausschuss (EDSA) in seinen Leitlinien zur Einwilligung nur
unzureichend nach, da er nur beispielhaft auf die besondere Informations-
prasentation fiir minderjihrige Personen hinweist.® Eine ausdriickliche
Adressierung anderer potenziell vulnerabel Personen bleibt aus. Dennoch
lasst der Wortlaut darauf schlieflen, dass der EDSA die Schutzbediirftigkeit
weiterer vulnerabler Personen zumindest in Erwédgung gezogen hat, da er
Minderjahrige nur beispielhaft nennt. Allerdings gefahrdet der Verzicht auf
die Nennung weiterer Vulnerabilititsfaktoren dadurch die Wahrung der
Selbstbestimmung.

Neben dem erforderlichen Mafd zur Herstellung der Informiertheit gem.
Art. 4 Nr.11 DSGVO kénnen weitere Anforderungen der informierten Ein-
willigung zudem aus den Transparenzpflichten des Verantwortlichen gem.

36 EDSA, Leitlinien 05/2020 zur Einwilligung v. 4.5.2020, Rn. 62.

37 Auch die Entscheidung, auf eine genaue Lektiire von Datenschutzbestimmungen zu
verzichten, ist eine Ausiibung dieses Grundrechts, vgl. dazu: Klement, in: Simitis u.a.,
Datenschutzrecht, 2025, Art. 7 DSGVO, Rn. 16, 68.

38 Rofinagel/Geminn, Datenschutz-Grundverordnung verbessern, 2020, S.63; EDSA,
Leitlinien 05/2020 zur Einwilligung v. 4.5.2020, Rn. 67 (Durchschnittsbiirger), Rn. 70
(Art von Zielgruppe).

39 EDSA, Leitlinien 05/2020 zur Einwilligung v. 4.5.2020, Rn. 70.
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Art. 12ff. DSGVO abgeleitet werden.*® Als Ausprigung des Grundsatzes
der Transparenz aus Art.5 Abs.1 lit.a DSGVO und dem Recht auf Aus-
kunft gemaf3 Art.8 Abs.2 S.2 GRCh ist Transparenz als zentrale Voraus-
setzung der informationellen Selbstbestimmung zu verstehen.*! Dem Trans-
parenzgrundsatz folgend, miissen personenbezogene Daten ,in einer fiir
die betroffene Person nachvollziehbaren Weise“ verarbeitet werden. Gem.
Art.12 Abs.1 S.1 DSGVO haben ,Verantwortliche geeignete Mafinahmen
zu treffen, um der betroffenen Person alle Informationen [...], die sich
auf die Verarbeitung beziehen, in préziser, transparenter, verstdndlicher
und leicht zugénglicher Form in einer klaren und einfachen Sprache zu
tibermitteln®. Art.12 Abs.1 S.1 DSGVO verweist dabei in Hs.2 auf eine
Schutzbediirftigkeit insbesondere von Kindern.*? Das Transparenzgebot
verlangt dabei nicht nur formale Verstindlichkeit im Sinne von Lesbar-
keit, sondern auch die Sinnverstdndlichkeit.*> Angesichts der wachsenden
Datenverarbeitungskomplexitit insbesondere im Bereich der Profilbildung
und KI bringt die Umsetzung erhebliche Anforderungen an eine angemes-
sene Reduktion dieser Komplexitit. Die geforderte Einfachheit darf dabei
aber weder an Prazision noch an Vollstdndigkeit verlieren und sollte zudem
die jeweilige Aufnahmekapazitit der betroffenen Person berticksichtigen.**
Daneben kann auch ein Mehrebenenansatz das Spannungsverhiltnis zwi-
schen Verstandlichkeit und Vollstandigkeit abmildern.#> Unterschiedliche
Konkretisierungsstufen, die erginzende Nutzung von Bildsymbolen (Art. 12
Abs. 7 DSGVO) sowie eine situationsaddquate Informationswiedergabe erst

40 Die Informationspflichten aus Art. 12 bis 14 DSGVO konkretisieren die Informations-
anforderungen des Art.4 Nr.11 DSGVO. Die Mindestanforderungen des Merkmals
der Informiertheit nach Art. 4 Nr. 11 DSGVO sind: die Identitdt des Verantwortlichen,
der Verarbeitungszweck, die Art der verarbeiteten Daten, das Recht auf Widerruf
sowie Informationen zu Art. 22 Abs. 2 lit. ¢ oder Art. 49 Abs.1 S.1 lit. a DSGVO; vgl.
dazu EDSA, Leitlinien 05/2020 zur Einwilligung v. 4.5.2020, Rn. 64.

41 Albers/Veit, in: Wolff u.a., BeckOK Datenschutzrecht, 2023, Art.6, Rn.36; Heck-
mann/Paschke, in: Ehmann/Selmayr, DSGVO, 2024, Art. 12, Rn. 1.

42 Siehe auch Erwigungsgrund 39 S. 3, 58 DSGVO.

43 Art.-29-Gruppe, WP 260 rev.01, Rn. 9; Vgl. EuGH, Urt. 11.11.2020 - C 61/19, EuGH,
Nachweis einer wirksamen Einwilligung, ZD 2021, 89, Rn. 45, 46.

44 Dix, in: Simitis u.a., Datenschutzrecht, 2025, Art. 12 DSGVO, Rn. 12; Art.-29-Gruppe,
WP 260 rev.01, Rn. 34; Roffnagel u.a., Einwilligung, Moglichkeiten und Fallstricke aus
der Konsumentenperspektive, 2020, S. 22.

45 Vgl. Art.-29-Gruppe, WP 260 rev.01 Rn. 17f,, 35 ., 50; Menzel, Datenschutzrechtliche
Einwilligung, DuD 2008, 400 (408); Klement, in: Simitis u.a., Datenschutzrecht,
2025, Art. 7 DSGVO, Rn. 70.
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zum Zeitpunkt der Erhebung sind Forderungen, die sich in der Praxis aber
bislang nicht durchsetzen konnten.*

3.3 Herausforderungen der Einwilligungspraxis: Entscheidungsautonomie
und die Problematik des Durchschnittsnutzenden

Die Einwilligung prigt das Datenschutzrecht durch einen stark individua-
listischen Ansatz. Dem liegt die Annahme zugrunde, dass Transparenz
und Eigenverantwortung ausreichend sind, um eine wirksame Einwilligung
zu gewdhrleisten. Dabei wird unterstellt, dass die Grundrechte auf Daten-
schutz (Art.7 und 8 GRCh) und informationelle Selbstbestimmung (Art. 2
Abs.1iVm Art.1 Abs.1 GG) dadurch gewahrt werden, dass gleichberech-
tigte Partner gemeinsam die Zwecke und Bedingungen der Datenverarbei-
tung festlegen.” Es fiihrt jedoch dazu, dass die Verantwortung fiir die
Legitimitdt der Datenverarbeitung, von den Datenverarbeitern auf die Nut-
zenden verlagert wird.* In der Praxis beruht die Einwilligung héufig nicht
auf einer bewussten, informierten Entscheidung.*® Strukturelle Probleme,
wie iiberlange, komplexe und oft schwer verstindliche Einwilligungserkla-
rungen, lassen die Einwilligung zu einer Fiktion verkommen.>® Da eine
fundierte, individuelle Risikoeinschitzung kaum méglich ist, kann von
einer wirklich ,informierten“ Einwilligung regelmaflig nicht ausgegangen
werden. In der Praxis werden solche Erklarungen hiufig ungelesen akzep-
tiert, wodurch die Einwilligung als Rechtfertigungsgrund weitgehend ihren

46 Geminn u.a., Die Informationsprésentation im Datenschutzrecht, ZD-Aktuell 2021,
05335 m. w. N.; RofSnagel/Geminn, Datenschutz-Grundverordnung verbessern, 2020,
S. 161, 178; Kriiger, Datensouveranitat und Digitalisierung, ZRP 2016, 190 (191).

47 RofSnagel u.a., Einwilligung, Moglichkeiten und Fallstricke aus der Konsumentenper-
spektive, 2020, S.7; Kriiger, Datensouverdnitit und Digitalisierung, ZRP 2016, 190
(191).

48 RofSnagel u.a., Einwilligung, Moglichkeiten und Fallstricke aus der Konsumentenper-
spektive, 2020, S.18.

49 Kriiger, Datensouveranitit und Digitalisierung, ZRP 2016, 190; Kiihling/Buchner, in:
Kiihling/Buchner, DSGVO, 2024, Art.7, Rn.10; Paal/Hennemann, in: Paal/Pauly,
DSGVO, Art. 12, Rn. 77.

50 Heckmann/Paschke, in: Ehmann/Selmayr, DSGVO, Art.7, Rn.17; Menzel, Daten-
schutzrechtliche Einwilligung, DuD 2008, 400 (401); Kiihling/Buchner, in: Kiih-
ling/Buchner, DSGVO, 2024, Art.7, Rn. 10; Stemmer, in: Wolff u.a., BeckOK Daten-
schutzrecht, 2023, Art. 7, Rn. 57.
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inhaltlichen Wert verliert und nur noch eine formale Funktion erfiillt.>! Das
notwendige Wissen iiber die Folgen einer Datenverarbeitung kann nicht
unterstellt werden.>? Folglich ist ein rein autonomiebasierter Ansatz, der auf
der Fiktion des Durchschnittsnutzenden beruht, problematisch und fiihrt
zur Frage der Voraussetzungen, die eine angemessene Entscheidungsauto-
nomie ermdglichen.

3.4 Anspruch auf eine kindesspezifische Ausgestaltung der
Informationsbegebenheiten im Einwilligungsprozess gem. Art. 8 i. V. m.
Art.12 DSGVO

Fir Kinder wurde durch das Merkmal der Einwilligungsfahigkeit (Art. 8
DSGVO) die Méglichkeit geschaffen, die Rechtmafligkeit der Einwilligung
an individuellen Féhigkeiten anzukniipfen. Dazu wird auf die Einsichtsfa-
higkeit (Fahigkeit zur kognitiven Erfassung des Einwilligungsgegenstandes)
des Kindes abgestellt.>3> Die besondere Schutzbediirftigkeit von Minderjah-
rigen ergibt sich aus ihrer Unerfahrenheit, Beeinflussbarkeit und fehlenden
geschiftlichen Erfahrung, was zur Folge haben kann, dass ihr Bewusstsein
fiir Risiken, Folgen, Schutzmafinahmen und die Wahrnehmung ihrer Rech-
te bei der Datenverarbeitung schwicher ausgeprégt ist.>* Ankniipfungs-
punkte fiir diese Argumentationskette ergeben sich dabei auch aus Art.17
UN-Kinderrechtskonvention oder Art. 24 GRCh. An das Merkmal der Ein-
willigungsfahigkeit ankniipfend, kann aus dem Zusammenspiel von Art. 8
iVm Art.12 DSGVO grundsitzlich ein Anspruch auf eine kindspezifische
Ausgestaltung der Informationsbegebenheiten im Einwilligungsprozess her-
geleitet werden.

51 Roffnagel u.a., Einwilligung, Moglichkeiten und Fallstricke aus der Konsumentenper-
spektive, 2020, S. 5; Gluck u.a., How Short is Too Short?, SOUPS 2016, S. 321.

52 Heckmann/Paschke, in: Ehmann/Selmayr, DSGVO, Art. 7, Rn. 17; Roffnagel u.a., Ein-
willigung, Méglichkeiten und Fallstricke aus der Konsumentenperspektive, 2020, S. 8.

53 Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art. 7 DSGVO, Rn.1; Schulz, in:
Gola/Heckmann, DSGVO - BDSG, 2022, Art. 8, Rn. 10.

54 Erwiagungsgrund 38 DGVO; Taeger, Einwilligung von Kindern gegeniiber Diens-
ten der Informationsgesellschaft, ZD 2021, 505 (506); Schulz, in: Gola/Heckmann,
DSGVO - BDSG, 2022, Art.8, Rn.1; RofSnagel u.a., Einwilligung, Moglichkeiten
und Fallstricke aus der Konsumentenperspektive, 2020, S. 30; Ernst, Die Einwilligung
nach der Datenschutzgrundverordnung, ZD 2017, 110 (111).
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4. Barrierefreie Einwilligung: Anspruch auf individuelle Anpassung der
Informationsbegebenheiten aus dem Behindertenrecht

Die Komplexitit digitaler Infrastrukturen wirft vor diesem Hintergrund
damit automatisch die Frage auf, inwiefern auch fiir Personen, die andere
Vulnerabilitatsfaktoren aufweisen, Anspriiche auf eine individuelle, situati-
onsaddquate Informationsprasentation im Einwilligungskontext bestehen.
Unterreprasentiert in der Diskussion sind die spezifischen Anspriiche, die
sich fiir Menschen mit Behinderungen® aus dem Recht in Bezug auf einen
gleichberechtigten, barrierefreien Zugang zu Informations- und Kommuni-
kationstechnologien im Kontext der Informiertheit im Rahmen der Einwil-
ligung ergeben.

Anders als Minderjéahrige ist die Begriffsdefinition von Menschen mit Be-
hinderungen deutlich heterogener, da die Schutzbediirftigkeit hierbei nicht
am Alter und den damit assozierten Fahigkeiten, sondern an der durch
eine Beeintrachtigung herbeigefiihrten Teilhabeeinschrinkung ankniipft.
Die Anforderungen an digitale Technik im Rahmen der Informationspra-
sentation fallen dabei weit auseinander. Blinde Personen sind z. B. im
Rahmen des Zugangs zu Informationen auf einen Screenreader oder auf
Braillezeilen angewiesen>® — im Hinblick auf das Merkmal der Informiert-
heit jedoch nicht in der tatsichlichen Moglichkeit der Informationsaneig-
nung eingeschrénkt. Anders gestaltet sich dies fiir Menschen mit kognitiven
Beeintrachtigungen. Diese konnen Schwierigkeiten damit haben, schwere

55 Als Menschen mit Behinderungen konnen im Sinne des Art.1 S.2 und lit.e der
Praambel der UN-BRK Menschen verstanden werden, die langfristige korperliche,
seelische, geistige oder Sinnesbeeintrachtigungen haben, welche sie in Wechselwir-
kung mit verschiedenen Barrieren an der vollen, wirksamen und gleichberechtigten
Teilhabe an der Gesellschaft hindern konnen. Siehe dazu: Tolmein, in: MAH Sozi-
alR, §29, Rn. 59; von Boetticher/Kuhn-Zuber, Rehabilitationsrecht, S.29, Rn. 21, die
in Anlehnung an diese Vorgaben betonen, dass eine Behinderung nicht mehr als
die Abweichung vom Normalzustand der Korperfunktionen angesehen werden soll,
sondern es auf die Zusammenhange zwischen den Gesundheitsproblemen und den
damit verbundenen Einschriankungen an der Teilhabe am Leben in der Gesellschaft
ankommt; vgl. auch: Gesetzentwurf der Bundesregierung zum Bundesteilhabegesetz
(BTHG), BT-Drs. 18/9522, S.226, wonach die Moglichkeit der Interaktion mit der
Umwelt als Kriterium fiir die Beurteilung einer Behinderung Beriicksichtigung fin-
den muss.

56 Carstens, in: Deinert u.a., SWK Behindertenrecht, 2022, Barrierefreie Informations-
technik, Rn. 2; vgl. Geminn, Deus ex machina?, 2023, S. 175.
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oder komplexe Informationen zu erfassen,” was die Frage aufwirft, ob auch
ihnen im Rahmen der Einwilligung ein hoheres Schutzniveau zugestanden
werden sollte. Im Folgenden soll daher untersucht werden, ob ein solcher
Anspruch auf individuelle Anpassung der Einwilligungsvoraussetzungen
in Hinblick auf die Gewéhrleistung der Sinnverstandlichkeit einer Einwilli-
gung aus dem Behindertenrecht hergeleitet werden kann.

4.1 Pflicht zum digitalen Privatheitsschutz von Menschen mit Behinderung
- Bestehende Privatheitsrisiken

Im Europdischen Recht wurde, neben Art.7 und 8 GRCh, auf denen der
primdre Schutz in der digitalen Welt griindet, durch Art.26 GRCh eine
spezifische Vorschrift geschaffen, die explizit die Rechte von Menschen
mit Behinderungen kodifiziert und damit deren Schutzbediirftigkeit be-
tont. Art.26 GRCh verpflichtet die Union und die Mitgliedsstaaten bei
der Ausfiihrung von Unionsrecht nach Art. 51 Abs.1 GRCh zur Integrati-
on von Menschen mit Behinderungen. Dies umfasst neben Mafinahmen
zur Gewihrleistung ihrer Eigenstdndigkeit und ihrer sozialen und beruf-
lichen Eingliederung auch Mafinahmen zur Teilhabe am Leben in der
Gemeinschaft. Im Mittelpunkt steht dabei der Abbau von Barrieren, um
die Lebensumwelt den Bediirfnissen von Menschen mit Behinderungen
anzupassen.”® Barrierefreiheit in Hinblick auf digitale Infrastrukturen kann
im weitesten Sinne als Ausgestaltung der Eigenstandigkeit und der Gewahr-
leistung der gesellschaftlichen Teilhabe gesehen werden. Untermauert wird
dies durch das Diskriminierungsverbot aufgrund einer Behinderung aus
Art. 21 Abs.1 GRCh.

Auch in Art. 22 UN-Behindertenrechtskonvention (UN-BRK)> erken-
nen die Vertragsstaaten das gleiche Recht von Menschen mit Behinderun-
gen auf Achtung der Privatsphére an. Damit wird der Schutz der Privat-

57 Vgl. mental retardation (F70-F79), International Statistical Classification of Diseases
and Related Health Problems 10th Revision (ICD-10) - WHO; Uziel-Karl/Tenne-
Rinde, Making language accessible for people with cognitive disabilities, 2018,
S.845ff; Han u.a., Mild Cognitive Impairment Is Associated with Poorer Decision-
Making in Community-Based Older Persons, 2015-VOL. 63, NO. 4 JAGS, 676 (681).

58 Kingreen, in: Calliess/Ruffert, EUV/AEUYV, 2022, Art. 26 GRCh, Rn. 2.

59 UN-Ubereinkommen {iber die Rechte von Menschen mit Behinderungen (UN-Be-
hindertenrechtskonvention) v. 13.12.2006, fiir die Bundesrepublik Deutschland in
Kraft getreten am 26.3.2009, BGBI. 2008 II, 1419.
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heit als internationales Menschenrecht aus Art. 12 AEMR® und Art. 17 IPb-
pR fiir Menschen mit Behinderungen konkretisiert.®! Die UN-BRK dient
als Erweiterung des Menschenrechtskatalogs der sog. ,Universal Bill of
Rights“0? fiir die spezifischen Standards zur Gewihrleistung eines vollen,
gleichberechtigten Zugangs zu Menschenrechten und Grundfreiheiten fiir
Menschen mit Behinderungen.®® Deutschland hat die UN-BRK 2009 rati-
fiziert. Seitdem ist sie geltendes Recht im Rang eines Bundesgesetzes.t*
Die Vertragsstaaten miissen dafiir sorgen, dass Menschen mit Behinderun-
gen ihre Rechte wahrnehmen kdnnen, ohne dafiir den Schutz ihrer Privat-
sphére aufgeben zu miissen, und zwar gemiafl Art.22 Abs.1 S.1 UN-BRK
ausdriicklich ,unabhéngig vom Aufenthaltsort oder der Wohnform“®* Dies
umfasst auch die Vertraulichkeit von Informationen iiber die Person, die
Gesundheit und die Rehabilitation von Menschen mit Behinderungen
(Abs. 2). Durch das Fehlen angemessener Schutzvorgaben und Kontrollen
zur Wahrung der Privatheit, entstehen fiir Menschen mit Behinderungen
erhebliche Diskriminierungsrisiken z. B. durch Profiling-Algorithmen oder
ADM-Systeme, die aus Online-Daten personliche Informationen ableiten
und Entscheidungen zu Jobs, Krediten oder Versicherungen beeinflussen
konnen.®6

In den Abschlieffenden Bemerkungen zum kombinierten zweiten und
dritten Staatenbericht Deutschlands weist der Ausschuss fiir die Rechte
von Menschen mit Behinderungen der Vereinten Nationen in seinen Aus-
fihrungen zu Art.22 UN-BRK auf seine Besorgnis tiber den Mangel an
umfassenden Mafinahmen zum Schutz der personlichen, medizinischen

60 UN-Resolution der Generalversammlung 217 A (III). Allgemeine Erklarung der Men-
schenrechte v. 10.12.1948.

61 Trenk-Hinterberger, in: Kreutz u.a., Die UN-Behindertenrechtskonvention in der
Praxis, 2013, S. 218.

62 Aus dem Zivilpakt (IPbpR) und dem Sozialpakt (IPwskR) v. 16.12.1966 sowie der
Allgemeinen Erklarung der Menschenrechte v. 10.12.1948.

63 Denecke, in: Franzen u.a., Kommentar zum européischen Arbeitsrecht, 2024, Art.1
CRPD, Rn. 2; Banafsche, in: Deinert u.a., SWK Behindertenrecht, 2022, Behinderten-
rechtskonvention, Rn. 7.

64 Art. 45 Abs.2 UN-BRK und Art. 13 Abs. 2 des Fakultativprotokolls; Bekanntmachung
tiber das Inkrafttreten des Ubereinkommens der Vereinten Nationen iiber die Rechte
von Menschen mit Behinderungen, 05.06.2009, BGBI. 2009 11, 812.

65 Meier/Naguib, in: Naguib u.a., UNO-Behindertenrechtskonvention, 2023, Art.22,
Rn. 10.

66 Vgl. Behrendt/Loh, Informed consent and algorithmic discrimination, REVIEW OF
SOCIAL ECONOMY, 2022, 58 (58 ff.).
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und rehabilitativen Daten von Menschen mit Behinderungen und ihres
Rechts auf Privatsphére hin.®” Im Schwerpunkt bezieht sich diese Kritik je-
doch nur auf die Datenverarbeitung in Einrichtungen und Werkstitten fiir
behinderte Menschen (WfbM). Auch in der daraus resultierenden Emp-
fehlung, alle erforderlichen Mafinahmen zu ergreifen, einschlieflich der
Uberarbeitung der Datenschutzgesetze, um den Datenschutz und das Recht
auf Privatsphidre in Krankenhdusern, Einrichtungen und WtbM zu gewidhr-
leisten, und Datenschutzverfahren und sichere Systeme einzurichten, die
Menschen mit Behinderungen denselben Schutz ihrer personlichen, ge-
sundheitlichen und rehabilitativen Daten garantieren wie anderen,%® greift
der Ausschuss nicht weit genug. Die Schutzliicke einer situationsaddquaten
Informationsprésentation in allen alltdglichen Bereichen, insbesondere im
Rahmen der ubiquitdren Einwilligung, bleibt unbenannt. Eine Beschréin-
kung auf eine sichere Datenverarbeitung im Kontext von Einrichtungen
oder WibM blendet Privatheitsrisiken in anderen Bereichen aus. Dies ldsst
sich weder mit dem Wortlaut noch mit den allgemeinen Verpflichtungen
der UN-BRK vereinbaren, die in Art.4 Abs.1 lit. g UN-BRK ausdriicklich
die Forschung und Entwicklung von Informations- und Kommunikations-
technologien sowie die Forderung deren Verfiigbarkeit und Nutzung her-
vorheben.

4.2 Digitale Barrierefreiheit als Voraussetzung der informierten
Einwilligung: Volkerrechtliche Anforderungen an eine
gleichberechtigte Teilhabe

Eine konkretere Benennung der Zugangsmdoglichkeiten zu digitalen Infra-
strukturen findet sich in der UN-BRK. Art. 4 lit.a UN-BRK verpflichtet
die Vertragsstaaten alle geeigneten Gesetzgebungs-, Verwaltungs- und sons-
tigen Mafinahmen zu treffen, um Menschen mit Behinderungen eine unab-
héngige Lebensfithrung und die volle Teilhabe in allen Lebensbereichen
zu ermoglichen. Dies inkludiert gem. Art. 4 lit. g iVm Art. 9 UN-BRK auch

67 UN, Ausschuss fiir die Rechte von Menschen mit Behinderungen, Abschliefflende
Bemerkungen zum kombinierten zweiten und dritten Staatenbericht Deutschlands,
2023, CRPD/C/DEU/CO/2-3, S.13.

68 UN, Ausschuss fiir die Rechte von Menschen mit Behinderungen, Abschlieflende
Bemerkungen zum kombinierten zweiten und dritten Staatenbericht Deutschlands,
2023, CRPD/C/DEU/CO/2-3, S.13f.
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die Gewahrleistung eines gleichberechtigten Zugangs zu Informations- und
Kommunikationstechnologien und -systemen (einschliefllich des Internets)
sowie zu anderen elektronisch bereitgestellten oder 6ffentlich zugénglichen
Angeboten sowie die Beseitigung vorhandener Zugangshindernisse und
-barrieren (digitale Barrierefreiheit auch: digitale Teilhabe®). Dies umfasst
gem. Art. 21, Art. 4 lit. h UN-BRK auch die Bereitstellung von Informatio-
nen, die fiir die Allgemeinheit bestimmt sind, {iber zugidngliche Forma-
te und Technologien z. B. in leichter Sprache oder durch Vorlesen der
Information in Gestalt einer Sprachausgabe. Dabei sind die unterschied-
lichen Arten der Behinderung, wie z. B. eine Korperbehinderung oder
eine geistige Behinderung, differenziert zu berticksichtigen. Menschen mit
Behinderungen diirfen somit beim Verstindnis der Informationen im Ver-
gleich zu nicht behinderten Menschen nicht benachteiligt werden.”® Zur
Verwirklichung einer gleichberechtigten Zuganglichkeit und Teilhabe an
digitalen Infrastrukturen kann das in Art.2 UN-BRK normierte Konzept
des ,universal design“ herangezogen werden. ,Universal design“ beschreibt
die Gestaltung von Produkten, Umgebungen, Programmen und Dienstleis-
tungen so, dass sie fiir alle Menschen moglichst weitgehend ohne spezielle
Anpassungen nutzbar sind. Dabei schlief3t es erforderliche Hilfsmittel fiir
bestimmte Gruppen von Menschen mit Behinderungen nicht aus. Nach
Art. 4 Abs.1 lit. g und Art. 9 Abs. 2 lit. h UN-BRK sind die Vertragsstaaten
in der Pflicht, dies bei der Forderung und Entwicklung von Informations-
und Kommunikationstechnologien mitzudenken, sodass das Ziel mit gerin-
gem Kostenaufwand erreicht werden kann.”! Die Realisierung der sozialen,
wirtschaftlichen und kulturellen Rechte der UN-BRK unterfallen dem Pro-
gressionsvorbehalt aus Art. 4 Abs.2 UN-BRK, wonach die Verwirklichung
unter Ausschopfung der zur Verfiigung stehenden Mittel nach und nach
zu erfolgen hat.”2 Eine unmittelbare Anwendung ergibt sich lediglich im
Rahmen des Diskriminierungsschutzes aus Art. 3 lit. b, Art. 5 Abs. 2, Art. 2

69 Busch, Digitale Teilhabe fir Menschen mit Behinderungen nach der UN-Behinder-
tenrechtskonvention, ZESAR 2021, 484 (487).

70 Trenk-Hinterberger, in Kreutz u.a., Die UN-Behindertenrechtskonvention in der Pra-
xis, 2013, S. 220, Rn. 8.

71 Busch, Digitale Teilhabe fiir Menschen mit Behinderungen nach der UN-Behinder-
tenrechtskonvention, ZESAR 2021, 484 (488).

72 Masuch, ,Die UN-Behindertenrechtskonvention anwenden’, Forum D-Diskussions-
beitrag Nr.5/2012, S.2; Denecke, in: Franzen u.a., Kommentar zum européischen
Arbeitsrecht, 2024, Art. 4 CRPD, Rn. 4, 5.
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Abs. 3 UN-BRK.7? Die Verwirklichung der Zugénglichkeit verpflichtet auch
private Rechtstriager Offentlich zugédnglicher Einrichtungen und Dienste
(Art. 9 Abs.1lit. b UN-BRK). Gem. Art. 21 lit. ¢, d UN-BRK sind zudem pri-
vate Rechtstrager und Massenmedien von den Vertragsstaaten nachdriick-
lich zu einer barrierefreien Ausgestaltung ihrer Dienstleistungen aufzufor-
dern. Das damit bezweckte Einwirken iiber Vertreter in Aufsichtsgremien
oder die Zusammenarbeit mit dem Bundesbehindertenbeauftragen, hat
bisher nicht zu einer umfanglichen Verwirklichung von Barrierefreiheit
beigetragen.”

4.3 Barrierefreie Einwilligung: Umsetzung in Deutschland

Vor dem Hintergrund der UN-BRK kommt der Sicherstellung einer barrie-
refreien und damit informierten Einwilligung zentrale Bedeutung zu. In
Deutschland bilden das Behindertengleichstellungsgesetz und das Barriere-
freiheitsstarkungsgesetz die gesetzlichen Grundlagen fiir die Umsetzung
dieses Anspruchs.

4.3.1 Barrierefreiheit von Webseiten und mobilen Anwendungen
offentlicher Stellen durch das Behindertengleichstellungsgesetz

Die Basis fiir einen barrierefreien Zugang zu offentlichen Informationen
bilden die Richtlinie (EU) 2016/2102 ,iiber den barrierefreien Zugang zu
den Webseiten und mobilen Anwendungen 6ffentlicher Stellen”> und die
Harmonisierte Europdische Norm (EN) 301 549, die die einschldgigen
Barrierefreiheitsanforderungen an die Informations- und Kommunikati-
onstechnik beinhaltet.”® Umgesetzt werden die Vorgaben der EU-Richtli-
nie 2016/2102 in Deutschland durch das Behindertengleichstellungsgesetz

73 BT-Drs. 16/10808, S. 48; BSG Urt. v. 6.3.2012 — B 1 KR 10/11 R, BSGE 110, 194, SozR
4-1100 Art.3 Nr. 69, Rn. 31; BSG Urt. v. 15.10.2014 - B 12 KR 17/12 R, BSGE 117,
117, SozR 4-2500 § 5 Nr. 24, Rn. 31; Roller, UN-Behindertenrechtskonvention in der
sozialgerichtlichen Praxis, NZS 2019, 368 (371f.).

74 Trenk-Hinterberger, in: Kreutz u.a., Die UN-Behindertenrechtskonvention in der
Praxis, 2013, S.221, Rn. 12, S.223, Rn. 16; Busch, Digitale Teilhabe fiir Menschen mit
Behinderungen nach der UN-Behindertenrechtskonvention, ZESAR 2021, 484 (488).

75 Richtlinie (EU) 2016/2102 v. 26.10.2016 iiber den barrierefreien Zugang zu den Web-
seiten und mobilen Anwendungen 6ffentlicher Stellen, ABL. (EU) L 327/1.

76 BfIT, Digitale Barrierefreiheit, 2025.
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(BGG)”” und die Umsetzungsverordnung des § 12d BGG, die Barrierefreie-
Informationstechnik-Verordnung (BITV 2.0)78. Das BGG verpflichtet die
Trager offentlicher Gewalt insbesondere tiber §§ 12a, 12b BGG zur Herstel-
lung digitaler Barrierefreiheit auf ihren Webseiten und mobilen Anwendun-
gen (Barrierefreie Informationstechnik). Dies verlangt, dass Anwendungen
der Informations- und Kommunikationstechnik fiir Menschen mit Behin-
derungen in der allgemein iiblichen Weise, ohne besondere Erschwernis
und grundsitzlich ohne fremde Hilfe auffindbar, zuginglich und nutzbar
sein miissen (Barrierefreiheit, § 4 BGG). Die Anforderungen an die barrie-
refreie Gestaltung der Webseiten und mobilen Anwendungen werden durch
§ 3 Abs.1 BITV 2.0 dahingehend konkretisiert, dass sie wahrnehmbar, be-
dienbar, verstindlich und robust sein miissen. Dies wird unterstellt, wenn
sie dem verbindlichen europiischen Standard der EN 301 549 entsprechen
(Abs.2) oder den Stand der Technik mit den entsprechenden DIN-ISO-
Normen (Abs. 3) geniigen. Insbesondere fiir die zentralen Navigations- und
Einstiegsangebote, wie die Startseiten (Home), sowie Funktionen, die eine
Nutzerinteraktion ermdglichen, soll das hochstmoglichste Maf$ an Barrie-
refreiheit nach den Erfolgskriterien der Web Content Accessibility Guide-
lines (WCAG 2.1)”° mit der Konformitatsstufe AAA angestrebt werden.3°
Eine konkrete Benennung des hier fraglichen Formats der informierten
Einwilligung, die in den meisten Fillen iiber einen Cookie-Banner auf den
entsprechenden Webseiten eingebaut ist, findet sich in der BITV 2.0 nicht.
Jedoch wird bei den Anforderungen an Angebote der Nutzerinteraktion
auf Authentifizierungs-, Identifizierungs- oder Zahlungsprozesse verwiesen
(§2a Abs.1 S.2, 3; Abs.2 S.3 BITV 2.0). Eine analoge Anwendung fiir
ein hochstmogliches Maf3 an Barrierefreiheit kann folglich angenommen
werden. Zudem werden die offentlichen Stellen tiber §4 BITV 2.0 dazu
verpflichtet, Informationen iiber die wesentlichen Inhalte der Webseite in
Deutscher Gebérdensprache und in leichter Sprache zur Verfiigung zu stel-
len. Ausnahmen, die sich aufgrund unverhéltnismafliger Belastungen i. S. d

77 Gesetz zur Gleichstellung von Menschen mit Behinderungen (Behindertengleichstel-
lungsgesetz - BGG) v. 27. 4.2002, BGBL. I, 1467; zuletzt gedndert durch Art.7 des
Gesetzes v. 23.5.2022, BGBI. I, 760.

78 Barrierefreie-Informationstechnik-Verordnung 2.0 (BITV) v. 12.9.2011, BGBL. 1, 1843;
zuletzt gedndert durch Art. 1 der Verordnung v. 21.5.2019, BGBI. I, 738; vgl. dazu die
Begriindung der Anderungs—VO, bekanntgemacht vom BMAS, BAnz AT 29.5.2019 Bl.

79 Abrufbar unter http://www.w3.org/TR/WCAG2L

80 §3 Abs. 4 BITV 2.0; Carstens, in: Deinert u.a., SWK Behindertenrecht, 2022, Barrie-
refreie Informationstechnik, Rn. 16 ff.
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§ 12a Abs. 6 BGG zur Herstellung von Barrierefreiheit ergeben, sind restrik-
tiv auszulegen und in der Erklarung zur Barrierefreiheit zu veréffentlichen
(§12b Abs.2 Nr.1 BGG). Das Nichtvorhandensein geeigneter Software so-
wie der Mangel an Prioritit, Zeit oder Kenntnis sind als unzureichende
Griinde anzusehen. Eine anderweitige Auslegung der §§12aff. BGG und
§§ 3 ff. BITV 2.0 steht dem Ziel der Gewahrleistung einer umfassenden und
grundsiétzlich uneingeschrankten barrierefreien Gestaltung gem. §1 Abs. 1
BITV 2.0 entgegen.®! Die durch das BGG geschaffenen Durchsetzungsme-
chanismen, wie die Verpflichtung der 6ffentlichen Stellen eine Erkldrung
zur Barrierefreiheit zu veroffentlichen (§ 12b BGG) sowie einen Feedback-
mechanismus zur Meldung von Barrieren (§12b Abs.2 Nr.2 BGG) bereit-
zustellen, fithrt dazu, dass sich die offentlichen Stellen mit der Pflicht
zur Barrierefreiheit auseinandersetzen miissen.®? Dennoch wird der Pflicht
einer addquaten barrierefreien Informationsprasentation im Rahmen der
Einwilligung zur Datenerhebung bei Webseitennutzung nicht nachgekom-
men. Um Umstdnden wie diesen zu begegnen, besteht fiir Bund und Lén-
der die Obliegenheit, Ombudsstellen, wie Schlichtungsstellen (§16 BGG)
oder Beauftragte fiir barrierefreie Informationstechnik, zu schaffen.®3 Diese
dienen als niedrigschwellige Form der auflergerichtlichen Konfliktlosung.3*

Zudem kennt das BGG in §15 das Instrument der Verbandsklage. Die
Erhebung eines solchen Feststellungsverfahrens ist aufgrund der Subsidia-
ritit zum individuellen Rechtsschutz in aller Regel nur bei Fillen von
allgemeiner Bedeutung gegeben (§15 Abs.2 S.2 BGG). Dies ist insbeson-
dere bei einer ,Vielzahl gleichgelagerter Falle* (§15 Abs.2 S.3 BGG) wie
der Verletzung einer bundesrechtlichen Vorschrift zur Barrierefreiheit (Zu-
ganglichkeit und Nutzbarkeit von Webseiten) anzunehmen.®> Die Potenzia-
le eines solchen Verbandsklageverfahrens bleiben in der Praxis allerdings
weitgehend ungenutzt.8¢ Die Barrierefreiheitsanforderungen des BGG be-

81 Siehe Erwigungsgrund 39 der RL (EU) 2016/2102; Carstens, in: Deinert u.a., SWK
Behindertenrecht, 2022, Barrierefreie Informationstechnik, Rn. 23.

82 BT-Drs. 20/4440, S.155.

83 Carstens, in: Deinert u.a., SWK Behindertenrecht, 2022, Barrierefreie Informations-
technik, Rn. 29; BT-Drs. 20/4440, S. 163 ff.

84 Schaumberg, in: Deinert u.a., SWK Behindertenrecht, 2022, Schlichtungsstelle,
Rn. 11

85 BT-Drs. 20/4440, S.156, 158; BT-Drs. 18/7824, S. 43; Hlava/Trienekens, in: Kahle
u.a., Digitale Teilhabe und personenzentrierte Technologien im Kontext von Men-
schen mit Behinderungen, 2025, S.56; ,Hlava, Barrierefreie Gesundheitsversorgung,
2018, S.400f.

86 BT-Drs.20/4440, S.162.
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schrianken sich in erster Linie auf 6ffentliche Stellen. Privatwirtschaftliche
Online-Angebote, bleiben dadurch unreguliert, da es ohne gesetzliche Ver-
pflichtung am Anreiz mangelt, barrierefreie Losungen umzusetzen. Die di-
gitale Exklusion von Menschen mit Behinderungen verhindert eine gleich-
berechtigte gesellschaftliche Teilhabe. Vorgaben zur Gewdhrleistung von
Barrierefreiheit durch Private ergeben sich zwar aus Art 4 lit.a UN-BRK
iVm Art.9 Abs.2 lit. b, Art.4 lit.e und Art.21 lit. c UN-BRK.®” Da aber
das BGG den Forderungen der UN-BRK nicht umfinglich nachkommt, ist
eine Ausweitung des BGG auf private Akteure geboten. Dieser faktischen
Ungleichbehandlung wurde versucht durch die Vorgaben der RL (EU)
2019/882 und dem Barrierefreiheitsstarkungsgesetz zu begegnen.

4.3.2 Barrierefreiheitsanforderungen fiir Produkte und Dienstleistungen
nach dem Barrierefreiheitsstarkungsgesetz

Das Barrierefreiheitsstairkungsgesetz (BFSG)3® verpflichtet neben den 6f-
fentlichen Stellen auch ausgewihlte Wirtschaftsakteure der Produktange-
botskette (z. B. Hersteller oder Dienstleister) zur Herstellung von Barriere-
freiheit. Durch das BFSG werden die Barrierefreiheitsanforderungen der
Richtlinie (EU) 2019/882 (European Accessibility Act (EAA))® in natio-
nales Recht umgesetzt. Eine Konkretisierung der Anforderungen wurde
gem. § 3 BFSG durch die Verordnung zum Barrierefreiheitsstarkungsgesetz
(BFSGV)?® vorgenommen. Adressiert werden ausgewahlte Produkte (§1
Abs. 2 BFSG), z. B. Computer, Mobiltelefone, Tablets, Geldautomaten, Spie-
lekonsolen, E-Book-Reader, sowie Dienstleistungen (§1 Abs.3 Nr.1 bis 5
BFSG), z. B. Video-Konferenz-Software, Messenger-Dienste, E-Ticket-Sys-
teme oder Online-Shops.”! Das Gesetz gilt ausschlief3lich fiir Produkte und
Dienstleistungen, die nach dem 28.6.2025 in den Verkehr gebracht werden.
Produkte sind in § 1 Abs. 2 BFSG abschliefSend aufgelistet und setzen einen

87 So auch: Ritz, in: Kossens u.a., SGB IX mit BGG, 2023, § 12a BGG, Rn. 21.

88 Gesetz zur Umsetzung der Richtlinie (EU) 2019/882 des Européischen Parlaments
und des Rates iiber die Barrierefreiheitsanforderungen fiir Produkte und Dienstleis-
tungen (Barrierefreiheitsstirkungsgesetz - BFSG) v. 16.7.2021, BGBI. I, 2970.

89 Richtlinie (EU) 2019/882 v. 17.4.2019 iber die Barrierefreiheitsanforderungen fiir
Produkte und Dienstleistungen, ABL. (EU) L 151/70.

90 Verordnung iiber die Barrierefreiheitsanforderungen fiir Produkte und Dienstleistun-
gen nach dem Barrierefreiheitsstirkungsgesetz (Verordnung zum Barrierefreiheits-
starkungsgesetz - BESGV') v. 15.6.2022, BGBL. 1, 928.

91 Franke, Digitale Barrierefreiheit von Produkten und Dienstleistungen, ZfPC 2024, 21.
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Fertigungsprozess voraus. KI-Chatbots und AI-Companions fallen also bei-
spielsweise nicht darunter. Auch der Begrift der Dienstleistung ist eng zu
verstehen und setzt gemédfl Art.4 Nr.1 RL 2006/123/EG%?, Art.50 EGV*?
in der Regel ein Entgelt voraus (meist Vertragsabschliisse).”* Fraglich ist
hierbei, inwiefern Geschéftsmodelle darunter subsumiert werden konnen,
die darauf beruhen, dass die Verbrauchenden mit ihren personenbezoge-
nen Daten statt mit Geld bezahlen. Ob es sich beim Bezahlen mit Daten
um eine ,wirtschaftliche Gegenleistung fiir die betreffende Leistung han-
delt, die eine Entgeltersatzfunktion erfiillt, ist nicht abschlieffend geklart.”
Es sollte aber davon ausgegangen werden, dass der Gesetzgeber diese
Félle nicht aus dem Anwendungsbereich des BFSG exkludieren wollte.
Fiir Webseiten wurde der Anwendungsbereich konkreter geregelt. Diese
fallen nur in den Anwendungsbereich, wenn sie entweder ,Element eines
Personenbeforderungsdienstes® sind (§1 Abs.3 Nr.2 BFSG) oder mindes-
tens eine ,Dienstleistung im elektronischen Geschiftsverkehr® beinhalten
(§1 Abs.3 Nr.5 BFSG).”® Unter Bezugnahme des Anwendungsszenarios
ist noch fraglich, ob eine Anwendung wie die eines AI-Companions als
Telekommunikationsdienst i.S.d § 1 Abs.3 Nr.1 BFSG unter die Vorgaben
des BFSG fillt. Da es sich bei einem AI-Companions weder um einen
gegen Entgelt {iber elektronische Kommunikationsnetze erbrachten Dienst
gem. § 2 Nr.7 BFSG iVm Art.2 Nr.4 RL (EU) 2018/1972 handelt, noch
um einen interpersonelle Kommunikationsdienst, wie z.B. Skype,” kann
auch dies verneint werden. In Bezug auf die Frage der Ausgestaltung einer
informierten Einwilligung kann jedoch insbesondere die BESG-VO zur all-
gemeinen Konkretisierung der Barrierefreiheitsanforderungen an eine In-
formationspréasentation herangezogen werden. Hervorzuheben ist dabei der
Verweis der Informationsdarstellung iiber das Zwei-Sinne-Prinzip, wonach
die Bereitstellung iiber mehr als einen sensorischen Kanal gewdhrleistet

=

92 Richtlinie 2006/123/EG v. 12.12.2006 iiber Dienstleistungen im Binnenmarkt (ABL L
376 S. 36).

93 Vertrag zur Griindung der Européischen Gemeinschaft idF bis 30. November 2009.

94 Tabbara, Barrierefreiheit fiir elektronische Produkte und Dienstleistungen, NZS 2021,
497 (498); Kapoor/Klindt, Das Barrierefreiheitsstairkungsgesetz, NJW 2024, 3545,
Rn. 3; Franke, Digitale Barrierefreiheit von Produkten und Dienstleistungen, ZfPC
2024, 21.

95 Vgl. Fries, BeckOGK, 2025, § 327 BGB, Rn. 21; Ehlen/Mollnitz-Dimick, Datenfinan-
zierte digitale Produkte, CR 2023, 455 (456fL.); Randelzhofer/Forsthoff, Das Recht der
Europaischen Union, 2009, Art. 50 EGV, Rn. 43.

96 Vgl. Kapoor/Klindt, Das Barrierefreiheitsstirkungsgesetz, NJW 2024, 3545 (35451L.).

97 BT-Drs. 19/28653, S. 64.
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werden soll (§ 4 Abs.1 BESGV). Dies gilt in erster Linie fiir Alternativen zu
visuellen, auditiven, gesprochenen und taktilen Elementen, sollte aber auch
im Bezug zur Gewihrleistung der Verstandlichkeit im Allgemeinen nicht
unterschitzt werden.

5. Zwischenfazit zur barrierefreien informierten Einwilligung

Wihrend der Grundrechtsschutz fiir Kinder im Rahmen der Einwilligung
in Art.8 DSGVO ausdriicklich durch den Gesetzgeber adressiert wurde,
bleibt die besondere Schutzbediirftigkeit anderer vulnerabler Gruppen, ins-
besondere von Menschen mit Behinderung, weitgehend unberiicksichtigt.
Dabei ergibt sich aus Art.26 GRCh sowie Art.22 UN-Behindertenrechts-
konvention (UN-BRK) eine Pflicht zum Schutz der digitalen Privatheit
auch fiir diese Personengruppe. Erganzend verpflichten Art. 4 lit. g i. V. m.
Art.9 UN-BRK zur Gewihrleistung eines gleichberechtigten Zugangs zu
Informations- und Kommunikationstechnologien. Dies umfasst auch die
barrierefreie Gestaltung von informierten Einwilligungsprozessen, etwa
durch die Bereitstellung von Informationen in zugénglichen Formaten wie
leichter Sprache oder auditiver Sprachausgabe. Die Regelungen zur Barrie-
refreiheit im deutschen Recht (BGG, BFSG) beschrinken sich lediglich auf
die barrierefreie Ausgestaltung von Webseiten. Es findet sich kein Bezug
zur Einwilligung oder ihrer barrierefreien Gestaltung. Dies fithrt zu einer
mangelhaften praktischen Ausgestaltung in Bezug auf die Erteilung von
informierten Einwilligungen durch Menschen mit Behinderung (z. B. mit
kognitiven Beeintrachtigungen). Neben einer Diskriminierung im Sinne
des Art.5 Abs.2 UN-BRK kann darin auch eine Benachteiligung gem.
Art.3 Abs. 3 S.2 GG sowie Art. 21 GRCh gesehen werden. Dariiber hinaus
sollte eine kritische Reflexion dariiber erfolgen, inwiefern die individuellen
Voraussetzungen der Einwilligenden, wie sie in Art. 8 DSGVO in Bezug auf
die Einwilligungsfahigkeit und Einsichtsfahigkeit von Kindern beschrieben
sind, auch fiir den ,Durchschnittsnutzer® angepasst werden sollten. Ange-
sichts zunehmender digitaler Vulnerabilitdt — etwa durch iiberfordernde
Informationsdichte, manipulative Interface-Gestaltung oder unzureichende
Privacy Literacy - erscheint es geboten, die Wirksamkeitsvoraussetzung
der Einwilligung ,in informierter Weise® nicht schematisch am Modell des
durchschnittlich informierten Nutzenden auszurichten, sondern stirker an
die individuellen Bediirfnisse der Betroffenen anzupassen. Gerade beim
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Einsatz von Dialogsystemen wie AI-Companions besteht andernfalls ein
erhohtes Risiko, dass Nutzende personenbezogene Daten unbedacht offen-
legen, ohne sich der Tragweite ihrer Einwilligung vollumfanglich bewusst
zu sein. Ausgehend von der Grundannahme, dass Vulnerabilitdt ein Teil
des menschlichen Daseins ist, ldsst sich aus den Grundrechten aus Art.7
und 8 GRCh und Art.2 Abs.11i. V. m. Art.1 Abs.1 GG ein iiber die eta-
blierten Schutzkonzepte hinausgehender Anspruch auf eine individuelle,
situative und kontextbezogene Anpassung der Informations- und Einwilli-
gungsvoraussetzungen konzipieren. Dieser sollte auch auf der Ebene der zu
treffenden Mafinahmen nach Art. 25 DSGVO im Rahmen von ,Privacy by
Design“ ansetzen.”®

6. Hoffnungstrdger Einwilligungsverwaltungsverordnung?

Ein Ansatzpunkt, zumindest Einwilligungsbanner auf Webseiten zu redu-
zieren, zu vereinfachen und Nutzende damit bei der Abgabe und Verwal-
tung von Einwilligungen zu unterstiitzen, ist die Einwilligungsverwaltungs-
verordnung (EinwV)%. Dienste zur Einwilligungsverwaltung gemaf3 § 26
TDDDG!%? sollen Nutzende dabei entlasten, taglich eine Vielzahl von Ein-
zelentscheidungen dartiber treffen zu miissen, ob Informationen im Endge-
rat gespeichert werden sollen oder Zugriff auf diese erfolgen darf (§25
Abs.1 TDDDG).

Allerdings ist der Anwendungsbereich einigermaflen beschrankt, da es
nur um Einwilligungen nach § 25 TDDDG zur Speicherung von oder den
Zugrift auf Informationen in Endeinrichtungen des Nutzenden geht (§2
Abs.1 Nr. 4 EinwV), nicht hingegen um sonstige Einwilligungen nach der
DSGVO. Auflerdem ist die Nutzung eines nach der EinwV anerkannten
Dienstes fiir Webseitenbetreiber freiwillig (§18 EinwV). Es fehlen daher

98 Kroschwald, Nutzer-, kontext- und situationsbedingte Vulnerabilitit in digitalen
Gesellschaften, ZfDR 2023, 1 (9 f.).

99 Verordnung iiber Dienste zur Einwilligungsverwaltung nach dem Telekommunika-
tion-Digitale-Dienste-Datenschutz-Gesetz (Einwilligungsverwaltungsverordnung —
EinwV) v. 6.2.2025, BGBL. I Nr.32. Zum Referentenentwurf bereits Nebel, Alles
abwihlen: Mit der Einwilligungsverwaltungs-Verordnung gegen den Cookie-Ban-
ner-Dschungel, ZD-Aktuell 2022, 01321.

100 Gesetz iiber den Datenschutz und den Schutz der Privatsphire in der Telekommu-
nikation und bei digitalen Diensten (Telekommunikation-Digitale-Dienste-Daten-
schutz-Gesetz - TDDDG) v. 23.6.2021, BGBI. I, 1982, zuletzt gedndert durch Art. 44
des Gesetzes zur weiteren Digitalisierung der Justiz v. 12.7.2024, BGBL I Nr. 234.
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Anreize sowohl fiir Entwickler, entsprechende Systeme zur Marktreife zu
bringen, als auch fiir Webseitenbetreiber, da der Nichteinsatz ohne Konse-
quenz bleibt. Daher ist es dufierst fraglich, ob das Ziel der Verordnung
erreicht werden kann.1%!

Gerade fur vulnerable Gruppen konnte ein entsprechendes Einwilli-
gungsverwaltungssystem jedoch eine immense Entlastung im Alltag bedeu-
ten, da nicht mehr eine Vielzahl von informierten Einzelentscheidungen
getroffenen werden miissten, sobald eine Webseite aufgerufen, Cookies
gespeichert oder Informationen abgerufen werden sollen. Individuelle
Priferenzen konnten einmalig, gegebenenfalls mit Unterstiitzung durch
betreuende Personen, gesetzt werden und anschlieflend Beriicksichtigung
finden. Ohne das Mitwirken einer betreuenden Person miisste das System
Nutzerdaten, wie z.B. das Alter oder den Bildungsstand, erfassen, um be-
nutzerspezifische Informationen iiber seine Funktionsweise bereit stellen
zu kénnen. Dies wiirde jedoch die Informationsasymmetrie zwischen An-
bieter und Nutzenden vergréflern, da der Gewinn an Verstiandlichkeit und
Selbstbestimmung mit einem gleichzeitigen Verlust durch die Erhebung
personenbezogener Daten einhergeht.%2

Es bleibt festzuhalten, dass die EinwV einen guten Ansatz bereithalt, um
vulnerablen Nutzenden das Management der Einwilligungen zu erleich-
tern. Leider ist sie im Anwendungsbereich zu eingeschrankt, um einen
nennenswerten Unterschied zu machen.

7. Selbstbestimmung vulnerabler Nutzender im europdischen Datenrecht:
Rechtspflichten und Verbesserungsbedarf am Beispiel von AI-Companions

Die Wirksamkeit der Einwilligung vulnerabler Nutzender sicherzustellen,
ist — wie festgestellt — keine triviale Aufgabe. Um die Selbstbestimmung
der betroffenen Personen zu stirken und damit auch die Potenziale, die
der wirksamen Einwilligung hierbei zukommen, zu unterstiitzen, wurden
eine Reihe von Compliance-Pflichten im neuen europdischen Datenrecht
geschaffen. Dieses hat in jlingster Zeit, insbesondere durch die KI-VO,
den Digital Services Act und den Digital Markets Act, erhebliche Verdnde-
rungen erfahren und ein ausdifferenziertes Umfeld hervorgebracht. Der

101 Landesbeauftragte fiir Datenschutz Niedersachsen, Pressemitteilung 20/2024 vom
2712.2024. So auch bereits DSK, Stellungnahme zum Referentenentwurf vom
11.7.2023.

102 Geminn, Deus ex machina?, 2023, S.175.
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folgende Abschnitt stellt an ausgewdhlten Regelungen dar, ob und wie
das europdische Datenrecht die Selbstbestimmung vulnerabler Nutzender
durch zusitzliche Verpflichtungen am Beispiel von Anbietern von AI-Com-
panions gewidhrleisten kann und wo Verbesserungsbedarf besteht.

7.1 Verordnung fiir Kiinstliche Intelligenz

Am 21.5.2024 wurde die Verordnung fiir Kiinstliche Intelligenz (KI-VO)
verabschiedet.!®® Es handelt sich um die weltweit erste umfassende Rege-
lung fiir den Einsatz von Kiinstlicher Intelligenz und gilt damit als Vorreiter
fiir eine risikoorientierte Regulierung des Einsatzes Kiinstlicher Intelligenz
in der Gesellschaft. Die Verordnung soll das gesamtgesellschaftliche Ver-
trauen in Kiinstliche Intelligenz stirken.* Die KI-VO regelt technikspezi-
fisch Kiinstliche Intelligenz in Abhéngigkeit von ihrem Risiko und unter-
teilt dabei in vier Gruppen: ,verbotene Praktiken im KI-Bereich’ ,Hochri-
siko-KI-Systeme®, KI-Systeme mit begrenztem Risiko und KI-Systeme mit
geringem oder keinem Risiko. Nicht akzeptable Risiken sind geméfS Art. 5
KI-VO verboten. Die Hauptlast der Regulierung liegt in der KI-VO bei
Hochrisiko-KI-Systemen gemaf3 Art. 6 KI-VO. Wird ein KI-System als sol-
ches eingestuft, obliegen den Anbietern und Betreibern umfangreiche Sorg-
falts-, Kontroll- und Informationspflichten. Fiir KI-Systeme mit begrenztem
Risiko gelten demgegeniiber abgeschwichte Vorgaben. KI-Systeme mit ge-
ringem oder keinem Risiko bleiben unreguliert.!%

Der Regelungsgehalt der KI-VO fokussiert sich im Wesentlichen auf Ri-
sikobewertungen und Mafinahmen, um entsprechende Risiken einzuddam-

103 Verordnung (EU) 2024/1689 des Europiischen Parlaments und des Rates vom
13.6.2024 zur Festlegung harmonisierter Vorschriften fiir kiinstliche Intelligenz und
zur Anderung der Verordnungen (EG) Nr.300/2008, (EU) Nr.167/2013, (EU)
Nr. 168/2013, (EU) 2018/858, (EU) 2018/1139 und (EU) 2019/2144 sowie der Richtli-
nien 2014/90/EU, (EU) 2016/797 und (EU) 2020/1828 (Verordnung iiber kiinstliche
Intelligenz), ABL. L, 2024/1689, 12.7.2024.

104 Chibanguza/Steege, Die KI-Verordnung - Uberblick tiber den neuen Rechtsrahmen,
NJW 2024, 1769.

105 Ubersichten zur KI-VO z. B. Geminn, Die Regulierung kiinstlicher Intelligenz, ZD
2021, 354; Chibanguza/Steege, Die KI-Verordnung - Uberblick iiber den neuen
Rechtsrahmen, NJW 2024, 1769; Horstmann, KI-VO und Datenschutz: Uberblick
und ausgewihlte Fragen, ZD-Aktuell 2024, 01580.
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men und ist damit eher produktsicherheitsrechtlich motiviert.1¢ Entspre-
chend regelt Art.2 Abs.7 S.1 KI-VO, dass Unionsvorschriften zum Schutz
personenbezogener Daten, Privatsphédre und Vertraulichkeit der Kommu-
nikation weitergelten und die DS-GVO gemaf§ Satz 2 unberiihrt bleibt.!”
Anwendbar ist die KI-VO gemdfd Art.2 Abs.1 KI-VO fiir alle Anbieter,
Betreiber, Einfiithrer, Hindler, Hersteller von KI-Systemen. Anbieter, die
Chatbots oder AI Companions in der Union anbieten, sind in der Regel
Anbieter und/oder Betreiber von KI-Systemen.

Verboten sind Chatbots oder AI-Companions nach der KI-VO, wenn
sie unter die Anwendungsfille des Art.5 KI-VO fallen. Relevant sind
insbesondere Abs.1 lit.a bis c:!%® Gemafl Art.5 Abs.1 lit.a KI-VO sind
Techniken der unterschwelligen Beeinflussung (Dark Patterns) verboten,
die auf eine Verhaltensinderung abzielen, indem die Fihigkeit der freien
Entscheidungsfindung beeintrachtigt wird und wenn dies einer Person!®
erheblichen Schaden zufiigt oder zufiigen wiirde. Schaden ist als Begriff
des Unionsrechts autonom auszulegen.® Erwéagungsgrund 29 S.2 KI-VO
spricht von “grofie[n] Schéden, insbesondere erhebliche nachteilige Auswir-
kungen auf die physische oder psychische Gesundheit oder finanzielle In-
teressen”. Umfasst sind also sowohl materielle als auch immaterielle Scha-
den. Es ist von einem eher engen Schadensbegrift auszugehen,'!! der sowohl
»grof3“ als auch ,erheblich® sein muss und kausal mit der Beeinflussung
zusammenhéngt. Wann ein Schaden erheblich ist, dazu dufert sich die Ver-
ordnung nicht. Schutzgut ist weniger die Selbstbestimmung der Nutzenden
als ein physischer, psychischer oder finanzieller Schaden.'? Im Hinblick auf

106 Hacker/Berz, Der Al Act der Européischen Union - Uberblick, Kritik und Ausblick,
ZRP 2023, 226; Horstmann, KI-VO und Datenschutz: Uberblick und ausgewihlte
Fragen, ZD-Aktuell 2024, 01580.

107 Vgl. auch Erwagungsgrund 10 KI-VO. Ausfiihrlich zum Verhéltnis der KI-VO zur
DS-GVO Nebel, in: Geminn/Johannes (Hrsg.), Europaisches Datenrecht, 2025 i.E.

108 Bohning/Schindler, Verbotene Praktiken im KI-Bereich — Wann ist was verboten?,
7D-Aktuell 2024, 01793.

109 S. zur Frage, welche Person im Einzelfall gemeint sein konnte, Bohning/Schindler,
Verbotene Praktiken im KI-Bereich — Wann ist was verboten?, ZD-Aktuell 2024,
01793.

110 Vgl. zum Schadensbegriff in der DSGVO EuGH, Urteil vom 4.5.2023, Rs. C-300/21,
ECLI:EU:C:2023:370.

111 Martini/Kramme/Kamke, KI-VO, DMA und DA als Missing Links im Kampf gegen
dunkle Designmuster?, MMR 2023, 399 (400) zu KI-VO-E.

112 So bereits Martini/Kramme/Kamke, KI-VO, DMA und DA als Missing Links im
Kampf gegen dunkle Designmuster?, MMR 2023, 399 (400) zu Art. 5 KI-VO-E.
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Verbraucherschutz im Allgemeinen und Schutz vulnerabler Gruppen im
Besonderen scheint dies etwas zu kurz gedacht, wobei zumindest der Scha-
den - anders als noch im Verordnungsentwurf® - nunmehr finanzielle
Aspekte mit umfasst. Das ist zu begriiffen. Die Regelung lasst trotzdem viele
Fragen offen und ist in seiner praktischen Wirkweise zu Lasten von Dark
Pattern deutlich mehr eingeschriankt, als auf den ersten Blick vermuten
lasst. Fraglich ist auch, ob die Vorschrift einen individuellen Anspruch auf
Schadenersatz verleiht; dann ware die Person aber hinsichtlich des Scha-
dens wahrscheinlich beweisbelastet. AI-Companions werden jedenfalls in
aller Regel nicht im Ganzen unter das Verbot fallen — bestimmte Praktiken
des KI-Systems aber moglicherweise schon.

Verboten ist gemdfd Art.5 Abs.1 lit. b KI-VO auflerdem ein KI-System,
das eine Vulnerabilitit oder Schutzbediirftigkeit einer Person aufgrund
ihres Alters, einer Behinderung oder ihrer sozialen oder wirtschaftlichen
Situation ausnutzt mit dem Ziel einer Verhaltensbeeinflussung und dieser
Person dadurch ein erheblicher Schaden droht oder zugefiigt wird. Beziig-
lich des Schadens gilt das eben Gesagte, so dass nicht jedes KI-System, das
eine Vulnerabilitdt ausnutzt, unter lit. b fallen wird.

Art. 5 Abs. 1 lit. ¢ KI-VO statuiert ein Verbot der Schlechterstellung oder
Benachteiligung durch soziale Bewertung aufgrund von Social Scoring,
aber nur bei Zweckentfremdung der Daten oder Unverhdltnisméfligkeit.
Der Unionsgesetzgeber eruiert nicht naher, was Unverhéltnismafligkeit
umfasst und wie zwischen gerechtfertigter oder verhéltnisméfliiger und un-
gerechtfertigter oder unverhaltnisméfliger Schlechterstellung oder Benach-
teiligung unterschieden werden soll.* Bestimmte Einsatzfelder von Social
Scoring sieht der Unionsgesetzgeber jedenfalls als durchaus akzeptabel
E

In der Regel werden AI-Companions nicht unter das Verbot in Art. 5 KI-
VO fallen, da dessen Voraussetzungen sehr spezifisch und eng sind und ins-
besondere der kausale, grofie und erhebliche Schaden schwer nachweisbar
sein wird. Art. 5 Abs. 1 lit. a bis ¢ KI-VO gibt aber rote Linien insbesondere
hinsichtlich der Verhaltensbeeinflussung und freien Entscheidungsfindung
vor, die Diensteanbieter beachten miissen, um nicht unter das Verbot von
Art. 5 KI-VO zu fallen.

113 Vgl. KI-VO-E, COM(2021) 206 final, Punkt 5.2.2. im Vergleich zu Erwégungs-
grund 29 S.2 KI-VO (VO 2024/1689).

114 Bohning/Schindler, Verbotene Praktiken im KI-Bereich - Wann ist was verboten?,
ZD-Aktuell 2024, 01793.

115 Kritisch hierzu Becker/Feuerstack, Die EU-KI-Verordnung, KIR 2024, 62.
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Als Hochrisiko-KI wiren AI-Companions dann einzustufen, wenn sie
unter die Kategorisierung des Art. 6 KI-VO fallen. Da solche Dialogsysteme
weder in den in Art. 6 Abs. 1iVm Anhang I und II KI-VO aufgefiihrten Pro-
duktbereichen genannt sind noch bisher als Sicherheitsbauteil gelten, bleibt
nur Art. 6 Abs. 2 iVm Anhang III KI-VO. Anhang III nennt acht spezifische
Einsatzbereiche fiir den Hochrisiko-KI-Bereich. Das sind etwa Biometrie,
Kritische Infrastruktur, der Bildungsbereich, Beschiftigung und Personal-
management oder Strafverfolgung. Keiner der genannten Einsatzbereiche
tangiert Dialogsysteme, die im privaten Umfeld aus reinen Privatinteressen
heraus genutzt werden, auch nicht, wenn sie intime Kommunikation er-
moglichen.

Daher sind die hier betrachteten AI-Companions sonstige KI-Systeme,
die lediglich den leicht umzusetzenden Transparenzpflichten aus Art. 50
Abs.1 KI-VO unterfallen."® Die AI-Companions sind also als KI-System
zu kennzeichnen, damit Nutzende wissen, dass sie mit einem KI-System
kommunizieren.

7.2 Digital Services Act

Der Digital Services Act (DSA)!Y fordert durch diverse Mafinahmen die
Selbstbestimmung in digitalen Infrastrukturen. Gegenstand des DSA sind
Vermittlungsdienste. Je nach Qualifizierung des jeweiligen Dienstes legt der
DSA diesen Diensten Haftungsbefreiungen und Sorgfaltspflichten fiir ein
transparentes und sicheres Online-Umfeld auf. Die Anbieterpflichten des
DSA bleiben auch durch die KI-VO unberiihrt.!8

Um unter den DSA zu fallen, miissten AI-Companions und sonstige
Chatbots Vermittlungsdienste im Sinne des Art. 3 lit. g DSA sein. Inwiefern
Dienste, die rein auf einem KI-System basieren, unter den DSA zu subsu-
mieren sind, bedarf einer genaueren Untersuchung. Voraussetzung aller
Vermittlungsdienste im Sinne des Art.3 lit. g DSA ist, dass es sich um

116 Vgl. Chibanguza/Steege, Die KI-Verordnung - Uberblick iiber den neuen Rechts-
rahmen, NJW 2024, 1769 (1774).

117 Verordnung (EU) 2022/2065 des Europdischen Parlaments und des Rates vom
19.10.2022 {iber einen Binnenmarkt fiir digitale Dienste und zur Anderung der
Richtlinie 2000/31/EG.

118 Art.2 Abs. 5 KI-VO.
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Dienste der Informationsgesellschaft handelt"® und dass sie vom Nutzen-
den bereit gestellte Daten als ,reine Durchleitung’, ,,Caching-,, oder ,Hos-
ting-Dienst“ verarbeiten. Bei generativen KI-Systemen wird nur ein sehr
kleiner Teil der Daten vom Nutzenden bereitgestellt, da hauptsichlich aus
den Inputs der Nutzenden neue Daten abgeleitet werden, die die Kernan-
wendung oder den Kernnutzen des KI-Systems ausmachen. Diese Daten
sind jedoch nicht vom Nutzenden bereitgestellt, sondern vom System in-
feriert. Nur in dem begrenzten Umfang der tatsdchlichen Bereitstellung
ist der Diensteanbieter als Anbieter eines Vermittlungsdienstes im Sinne
des DSA anzusehen; da die vom Nutzer bereitgestellten Informationen
in dessen Auftrag gespeichert werden, ist der Dienst als Hosting-Dienst
einzustufen. Diejenigen Informationen, die aus den bereit gestellten Daten
der Nutzenden durch die generative KI abgeleitet werden, z. B. Nachrichten
und Aufforderungen des AI-Companions an den Nutzenden, sind jedoch
nicht vom Nutzenden bereitgestellt, sondern von der KI erzeugt, und fallen
damit nicht unter den DSA.1?°

Die generative KI konnte als Anwendung je nach konkreter Ausgestal-
tung als Empfehlungssystem im Sinne des Art. 3 lit. s DSA oder als Verbot
von Dark Patterns im Sinne des Art. 25 DSA eingestuft werden.!?!

Empfehlungssysteme sind gemaf3 Art. 3 lit. s DSA ,vollstindig oder teil-
weise automatisierte Systeme definiert, die von einer Online-Plattform ver-
wendet werden, um auf ihrer Online-Schnittstelle den Nutzern bestimmte
Informationen vorzuschlagen oder diese Informationen zu priorisieren®
Bei der Verwendung von solchen Empfehlungssystemen sind Anbieter von
Online-Plattformen verpflichtet, bestimmte Transparenzanforderungen im
Sinne des Art. 27 Abs. 1 DSA umzusetzen.

Bei dem Verbot von Dark Patterns im Sinne des Art.25 DSA handelt
es sich nach Erwigungsgrund 67 DSA um ,Praktiken, mit denen darauf
abgezielt oder tatsdchlich erreicht wird, dass die Fahigkeit der Nutzenden,
eine autonome und informierte Entscheidung oder Wahl zu treffen, erheb-
lich verzerrt oder beeintrichtigt wird“. Das Verbot in Art.25 DSA bezieht
sich auf sogenannte Online-Schnittstellen. Ob es sich bei einem AI-Com-

119 Art.3 lit.a DSA iVm Art.1 Abs.1 lit. b RL (EU) 2015/1535. Diese Voraussetzungen
liegen bei AI-Companions vor.

120 Berz/Engel/Hacker, Generative KI, Datenschutz, Hassrede und Desinformation -
Zur Regulierung von KI-Meinungen, ZUM 2023, 586 (590f.) zu generativer KI im
Rahmen der Meinungsbildung.

121 Wehde, Regulierung von Large Language Models in DSA und AIA-E, MMR-Aktuell
2023, 455171.
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panion, also einem auf einem KI-System basierenden Chatbot, um eine
Online-Schnittstelle im Sinne des Art.3 lit. m DSA handelt, ist jedoch
nicht abschlieflend geklart. Bei Online-Schnittstellen handelt es sich um
»Software [..] sowie Anwendungen, einschliefllich Mobil-Apps®. Gemeint
ist damit wohl das Software-Interface!??, also die Gestaltung der Benutzer-
oberfliche;!?3 aber auch nicht ohne weiteres wahrnehmbare Gestaltungsele-
mente einer Software konnen darunterfallen.!?* Auch ein KI-System konnte
ein solches Gestaltungselement sein und fillt zudem unter den Begriff
Software. Die Rechtsfolge bezogen auf AI-Companions wire jedenfalls,
dass die Nutzenden nicht getduscht, manipuliert oder in ihrer freien Ent-
scheidung beeintrachtigt werden diirfen. Nicht die Interaktion mit dem
AI-Companion an sich wére verboten, da die Nutzenden wissen und sich
mehr noch freiwillig fiir die Nutzung eines AI-Companions entschieden
haben. Méglicherweise konnten aber bestimmte Praktiken des KI-Systems
unter das Verbot fallen, wenn sie eine entsprechende Wirkung auf den
Nutzenden haben. Denkbar ist dies etwa in Fillen, dass das KI-System den
Nutzenden dazu verleitet, Bilder von sich herauszugeben, die beispielsweise
fur die Generierung von Nacktbildern genutzt werden konnten,?> oder
Nutzende zum Suizid verleitet.'?® Diese Regelung erginzt gut die verbote-
nen Praktiken der KI-VO um solche Fille abzufangen, die mangels Schaden
nicht in den engen Anwendungsbereich des Art.5 KI-VO fallen, deren
Verhinderung aber durchaus im Interesse des Unionsgesetzgebers und der
Gesellschaft sein sollte.

Im Ergebnis bleibt festzuhalten, dass Anbieter von AI-Companions als
Vermittlungsdienste nur in begrenztem Umfang unter den DSA fallen,
aber zumindest fiir diejenigen Informationen, die die Nutzenden aktiv
bereitstellen, gemaf3 Art. 11 ff. DSA sorgfaltsverpflichtet sind. Relevante Ver-
pflichtungen, denen Diensteanbieter von AI-Companions nachkommen
miissen und die insbesondere den Aspekt der Sicherstellung der Selbstbe-
stimmung unterstiitzen konnen, sind die allgemeinen Bestimmungen der
Art. 11f. DSA z. B. zum Einrichten von Kontaktstellen, AGB-Erfordernisse,

122 Kohler/Holznagel/Miiller-Terpitz, in: Miiller-Terpitz/Kohler, 2024, Digital Services
Act, Art. 3 DSA, Rn. 114.

123 Hofmann, in: Hofmann/Raue, 2024, Digital Services Act, Art. 3 DSA, Rn. 114.

124 Hofmann, in: Hofmann/Raue, 2024, Digital Services Act, Art. 3 DSA, Rn. 114.

125 Mozilla Foundation, EVA Al Chat Bot und Soulmate, 2024. Kiihl, Das Nacktbild, das
man nie geschossen hat, Zeit Online vom 14. Dezember 2023.

126 Z.B. Payne, An Al chatbot pushed a teen to kill himself, a lawsuit against its creator
alleges, Associated Press vom 24. Oktober 2024.
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Transparenzpflichten, Melde- und Abhilfeverfahren nach Art.16 DSA. Da
AI-Companions mangels der 6ffentlichen Verbreitung der vom Nutzenden
bereitgestellten Daten nicht als Online-Plattform im Sinne des Art. 3 lit. i
DSA zu qualifizieren sind, gelten die zusdtzlichen Regelungen der Art. 20 ff.
DSA nicht fiir AI-Companions.

Sollte aber eine Online-Plattform im Sinne des DSA einen Chatbot
nutzen, gelten zusitzlich die Regelungen zur Errichtung eines internen
Beschwerdemanagements nach Art. 20 DSA. Zudem wiren Online-Schnitt-
stellen nach den Vorgaben des Art.25 DSA zu gestalten, beim Platzieren
von Werbung ist Art.26 DSA zu beachten und beim Einsatz von Emp-
fehlungssystemen Art. 27 DSA. Art. 28 DSA macht Vorgaben zum Online-
Schutz Minderjdhriger. Andere vulnerable Gruppen sind leider im DSA
nicht mitgedacht.

Mit dem Fokus auf Vulnerabilitat lohnt sich ein Blick auf Art. 34 Abs.1
lit. d DSA. Art.33ff. DSA stellt spezifische zusitzliche Pflichten fiir sehr
grofie Online-Plattformen und sehr grofle Online-Suchmaschinen auf.
Art.34 Abs.1 lit.d DSA sticht hervor, da dieser bei der verpflichtenden
Analyse zur systemischen Risikobewertung und Risikominderung ,nachtei-
lige Folgen fiir das korperliche und geistige Wohlbefinden einer Person”
beriicksichtigt sehen mdchte. Dies 6ffnet den Blick auf andere vulnera-
ble Gruppen als nur Minderjdhrige und verspricht grofles Potenzial um
nachteilige Auswirkungen auf vulnerable Gruppen zu eruieren und zu
verhindern. Gleiches gilt fiir die zusétzlichen Transparenzanforderungen
fir Online-Werbung nach Art. 39 DSA. Dieser verpflichtet Anbieter dazu,
offentlich zugéngliche, durchsuchbare Archive zu Werbeanzeigen mit den
in Abs.2 genannten Angaben zu erstellen. Besonders interessant ist im
Hinblick auf vulnerable Gruppen Abs. 2 lit. e Demnach sind Angaben da-
zu zu machen, ob und welchen bestimmten Gruppen von Nutzern die
Werbung angezeigt werden sollte. Der Begriff Gruppe ist nicht weiter de-
finiert und damit offen; umfasst sein konnten also auch alle denkbaren
vulnerablen Gruppen, die durch die Werbewirtschaft explizit angesprochen
werden konnten, neben Minderjéhrigen etwa Senioren, Menschen mit Be-
hinderungen oder Menschen mit Suchtgefahrdungspotenzial. Zweck der
Regelung ist es gemaf3 Erwdgungsgrund 95 DSA, ,die Aufsicht und die For-
schung zu neu entstehenden Risiken im Zusammenhang mit der Online-
Verbreitung von Werbung zu unterstiitzen® Dies spricht jedenfalls dafiir,
vulnerable Personen mit in Betracht zu ziehen.

Da AI-Companions nicht unter den Begriff der Online-Plattformen, kon-
nen die Regelungen der Art.33ff. DSA nicht zur Anwendung kommen.
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Dies erscheint angesichts der Auswirkungen, die AI-Companions auf (vul-
nerable) Nutzende haben konnen, als eine eklatante Regelungsliicke.

7.3 Digital Markets Act

Der Digital Markets Act (DMA)?7 ist Teil eines Regelungspakets der
Europédischen Union. Der DMA soll gleiche Wettbewerbsbedingungen in
digitalen Markten schaffen, indem Anbieter zentraler Plattformdienste stér-
ker reguliert werden. Adressat der Regelungen des DMA sind gemaf3 Art. 1
Abs.2 DMA Torwichter (Gatekeeper) im Sinne des Art.2 Nr.1 DMA, also
Unternehmen, die einen zentralen Plattformdienst bereitstellen und von
der Kommission nach Art.3 DMA als solche benannt wurden. Da der
DMA eher wettbewerbspolitisch gepragt ist, liegt der Fokus nicht auf daten-
schutzrechtlichen Aspekten; er nimmt nicht bestimmte Nutzergruppen in
den Blick, sondern fokussiert auf spezifische Mafinahmen, um Infrastruk-
turen fiir alle fairer zu machen und Marktmissbrauch zu verhindern.
Allerdings fallen AI-Companions nicht unter die in Art.2 Nr.2 DMA
abschlieflend aufgezéhlten Plattformdienste. Es handelt sich nicht um einen
Online-Vermittlungsdienst nach Art.2 Nr.5 iVm Art.2 Nr.2 VO (EU)
2019/1150'28. Trotz der Wortgleichheit mit Vermittlungsdiensten des DSA
liegt hier eine andere Definition zu Grunde: Online-Vermittlungsdienste
gemafd Art.2 Nr. 2 lit. a bis ¢ VO (EU) 2019/1150 sind Dienste der Informa-
tionsgesellschaft, die es gewerblichen Nutzern ermdéglichen, Verbrauchern
Waren oder Dienstleistungen anzubieten, indem sie eine Transaktion zwi-
schen diesen vermitteln. Dies trifft auf AI-Companions nicht zu, so dass
sie keine Online-Vermittlungsdienste im Sinne des DMA sind. Sie sind
auch kein Online-Dienst eines sozialen Netzwerks im Sinne des Art.2
Nr.7 DMA, da sie keine Kontakte mit anderen Nutzern ermdglichen,
sondern nur Interaktion mit einem KI-System. Schliefilich gelten sie auch
nicht als virtueller Assistent im Sinne des Art.2 Nr.12 DMA, da sie keine
Auftrage, Aufgaben oder Fragen verarbeiten zu dem Zweck Zugang zu

127 Verordnung (EU) 2022/1925 des Europdischen Parlaments und des Rates vom
14.9.2022 iiber bestreitbare und faire Mirkte im digitalen Sektor und zur Anderung
der Richtlinien (EU) 2019/1937 und (EU) 2020/1828 (Gesetz tiber digitale Markte),
ABL vom 12.10.2022, L 265, 1. Kommissionsvorschlag abrufbar unter: https://eur-lex
.europa.eu/legal-content/en/ALL/?uri=COM:2020:842:FIN.

128 Verordnung (EU) 2019/1150 des Europiischen Parlaments und des Rates vom
20. Juni 2019 zur Férderung von Fairness und Transparenz fiir gewerbliche Nutzer
von Online-Vermittlungsdiensten. ABL. EU vom 11.7.2019, L 186/57.
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anderen Diensten zu ermdglichen oder angeschlossene physische Gerite
zu steuern. Der DMA findet mithin im Kontext von AI-Companions keine
Anwendung.

8. Fazit

Die Gewihrleistung der Selbstbestimmung als Folge einer informierten
Entscheidung des Individuums in solchen digitalen Infrastrukturen ist kei-
ne triviale Aufgabe und lésst sich nicht auf Knopfdruck bewiltigen. Die
Relevanz ist vor dem Hintergrund des politischen und wirtschaftlichen
Einflusses der Datenverarbeitenden auf das demokratisch-rechtsstaatliche
Gemeinwesen nicht zu unterschitzen. Gerade in Kontexten, in denen die
Vulnerabilitat ein entscheidender Faktor ist, muss dem Merkmal der Infor-
miertheit noch mehr Aufmerksambkeit geschenkt werden.

Nach wie vor spielt die datenschutzrechtliche Einwilligung eine entschei-
dende Rolle zur Forderung und Verwirklichung des Freiheitsrechts auf
informationelle Selbstbestimmung, da sie die kollidierenden Freiheiten der
von der Datenverarbeitung betroffenen Personen und den Interessen der
Verantwortlichen zu vereinen versucht. Dies darf jedoch nicht dariiber
hinwegtduschen, dass praktische Probleme in der Umsetzung die Bedeu-
tung der Einwilligung erheblich schmalern. Bestehende Machtdisparititen,
Konditionen oder strukturelle Probleme wie iiberlange, komplizierte oder
unverstiandliche Einwilligungserklarungen wirken sich zumeist nachteilig
fiir die betroffene Person aus. Hier miissen neue Wege beschritten werden,
um dem Bedeutungsverlust der datenschutzrechtlichen Einwilligung entge-
genzutreten.

Das europdische Datenrecht hat in den letzten Jahren einen enormen
Wandel erfahren — wo zunéchst die DSGVO als grofie Innovation gefeiert
werden konnte, um das Datenschutzrecht auf ein neues Niveau zu heben,
war bald Kklar, dass dies im Angesicht der sich rasant entwickelnden Tech-
nologien nicht ausreichen wird. Allerdings bringen die neuen Verordnun-
gen KI-VO, DSA und DMA nur sehr eingeschriankten Nutzen fiir vulnera-
ble Nutzende insbesondere im Anwendungsbereich von AI-Companions.
Zwar werden umfangreiche Verpflichtungen fiir Diensteanbieter statuiert.
AI-Companions und Chatbots werden weder in der KI-VO nennenswert
reguliert noch fallen sie unter den DMA und auch beziiglich des DSA
ist der Anwendungsbereich nur sehr eingeschrinkt. Der Sicherstellung der
Wirksamkeit der Einwilligung kommt daher nur umso mehr Bedeutung zu.
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informationellen Selbstbestimmung: Ein nutzerzentrierter Blick

German Neubaum

Zusammenfassung

Algorithmen beeinflussen zunehmend, wie Informationen in digitalen Medien gefiltert und pré-
sentiert werden. Die algorithmische Kuratierung von Inhalten auf Basis privater Nutzerdaten
bringt allerdings Risiken mit sich. Diese sind den Nutzenden jedoch oft nicht bewusst, da die
Algorithmen-Kompetenz in der Bevolkerung insgesamt gering ausgepragt und ungleich verteilt
ist. Um dem entgegenzuwirken, werden eine stirkere Transparenz der Funktionsweise von Algo-
rithmen sowie eine Verbesserung der Algorithmen-Kompetenz der Nutzer:innen gefordert. Dieses
Buchkapitel fasst den aktuellen Forschungsstand zu Algorithmen-Transparenz und -Kompetenz
zusammen und legt den Fokus auf die potenziell wachsende Kluft zwischen Menschen mit hoher
und niedriger Algorithmen-Kompetenz. Um diese Kluft zu verringern, pladiert dieser Beitrag
fiir einen nutzerzentrierten Ansatz, der eine Rekonzeptualisierung von Algorithmen-Kompetenz
nicht nur im Hinblick auf Datenschutz und den Schutz der Privatheit, sondern auch hinsicht-
lich der personlichen und gesellschaftlichen Folgen fordert. Zudem wird skizziert, warum eine
dynamische, an die Bediirfnisse der Nutzer:innen angepasste Vermittlung von Algorithmenwissen
notwendig ist und wie dies durch adaptive, intelligente Lernsysteme umgesetzt werden kann.

I Einleitung

Algorithmen priagen mafigeblich unsere digitale Welt. Basierend auf Verhal-
tensdaten und personlichen Informationen der Nutzer:innen entscheiden
Algorithmen dariiber, welche Werbung in welcher Reihenfolge angezeigt
wird, welche Online-Videos empfohlen werden oder ob eine bestimmte
Berichterstattung iiber das Zeitgeschehen im Social-Media-Feed erscheint
(Haim u.a. 2018; Jirgens/Stark 2022; Van Hoof u.a. 2024). Einerseits
scheint dies im Sinne der Nutzenden: Algorithmen filtern und priorisie-
ren Informationen in Online-Netzwerken, um die knappen kognitiven
Ressourcen der Konsumierenden zu schiitzen und Nutzende vor einer In-
formationsiiberflutung zu bewahren (Merten 2021). Gleichzeitig sorgen sie
dafiir, dass Nutzende vorwiegend Inhalte sehen, die fiir sie personlich rele-
vant sind, wodurch vermeintlich irrelevante Informationen ausgeblendet
werden. Diese vermeintlichen Vorteile gehen jedoch mit offensichtlichen
Einbuflen im Datenschutz und in der informationellen Selbstbestimmung
der Nutzenden einher. Digitale Plattformen verwenden personliche Daten
von Nutzenden zur Fiitterung von Algorithmen, ohne sie ausreichend da-
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riber aufzukliren und ohne das Einverstandnis, ob sie die wiederholte
Verarbeitung personlicher Daten zulassen (Dobber 2023). Verzerrende al-
gorithmische Logiken, ideologische Tendenzen und bezahlte Platzierungen
beeinflussen, welche Inhalte in Social-Media-Feeds priorisiert angezeigt
werden (Alavi u.a. 2024; Fosch-Villaronga u.a. 2021; Gonzalez-Bailén u.a.
2023). Es wurde wiederholt dokumentiert, dass die in Suchmaschinen oder
Nachrichtenseiten operierenden Algorithmen die Informationslandschaft
nicht ausgewogen, sondern entlang der individuellen Priferenzen darstel-
len, was langfristig zur ungleichen Verbreitung von Nachrichten und gesell-
schaftlich relevantem Wissen fithren kann (Ekstrom u.a. 2024; Epstein/Li
2024; Evans u.a. 2023; Gezici u.a. 2021; Nechushtai u.a. 2024).

Diese potenziellen Folgen der algorithmenbasierten Kuratierung aktu-
eller Kommunikationstechnologien geraten in den Fokus, wenn Studien
immer wieder aufzeigen, dass Menschen insgesamt ein recht niedriges
Bewusstsein und geringes Wissen iiber die Funktionsweise und Folgen
von Informationsvermittlung durch algorithmische Systeme haben (Cot-
ter/Reisdorf 2020; Gran u.a. 2021; Oeldorf-Hirsch/Neubaum 2023; Zaroua-
li u.a. 2021b). Dies wirft die Frage auf, ob der Einsatz von Personalisie-
rungs- und Filteralgorithmen in sozialen Medien und Suchmaschinen mit
dem Grundrecht auf informationelle Selbstbestimmung vereinbar ist.

Vor diesem Hintergrund greift dieses Buchkapitel einen offentlich dis-
kutierten Losungsvorschlag auf, ndmlich die Steigerung der Algorithmen-
Transparenz (seitens der Anbieter algorithmischer Systeme) und der Algo-
rithmen-Transparenz (seitens der Nutzenden). Dabei wird zunidchst der
State-of-the-Art zu beiden Konzepten prisentiert, um darauf aufbauend
Desiderata in Forschung und in Praxis herauszuarbeiten.

2. Begriffsbestimmung: Was ist Algorithmen-Kompetenz und Algorithmen-
Transparenz?

2.1 Algorithmen-Kompetenz

Ein Algorithmus wird allgemein als eine Abfolge von Aufgaben verstanden,
die innerhalb eines Systems (z. B. einer Suchmaschine oder einer sozia-
len Medienplattform) automatisiert einen Output (z. B. eine Empfehlung)
auf Basis eines Inputs (z. B. Nutzerdaten) generiert (Rader u. a. 2018).
Demnach basieren alle denkbaren digitalen Technologien auf Algorithmen.
Um sich dem Konzept der Algorithmen-Kompetenz mdoglichst prézise zu
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nédhern, konzentriert sich dieses Buchkapitel auf Personalisierungs- und
Filteralgorithmen in weit verbreiteten Technologien wie sozialen Medien
(z. B. TikTok, Instagram) sowie Suchmaschinen und verwandten Diensten
(z. B. Google News).

In der Fach-Literatur wird im Bereich der ,, Al Literacy“ das Konzept der
Algorithmen-Kompetenz mit unterschiedlichen Termini wie ,algorithmic
literacy, ,algorithmic knowledge oder ,algorithmic awareness“ adressiert
(Oeldorf-Hirsch/Neubaum 2025; Reisdorf/Blank 202la; Silva u.a. 2022).
Mit unterschiedlichen Schwerpunkten je nach Quelle wird unter Algorith-
men-Kompetenz das Bewusstsein iiber die Prisenz und Funktionsweise
von Algorithmen sowie die Fahigkeit der Nutzenden mit diesen Algorith-
men zu interagieren (DeVito 2021; Dogruel u.a. 2022) verstanden. Dem-
gegeniiber steht der Ansatz von Zarouali, Boerman u.a. (2021), die mit
der ,algorithmic media content awareness scale“ empirisch erfassbare Di-
mensionen definieren, die diverse Bereiche abdecken: (1) Filterung von
Inhalten: Das Bewusstsein dariiber, dass Algorithmen die gezeigten Inhalte
auf Basis von Online-Daten auf Personen individuell zuschneiden. (2) Au-
tomatisierte Entscheidungsfindung: Kenntnisse dariiber, dass Algorithmen
automatisierte Entscheidungen treffen, um Nutzende bestimmte Inhalte zu
zeigen. (3) Mensch-Algorithmus-Zusammenwirken: Wissen dariiber, dass
menschliches Verhalten die Entscheidung prégt, welche Inhalte Nutzen-
den angezeigt wird. (4) Algorithmenbasierte Persuasionskraft: Bewusstsein
dariiber, dass Algorithmen genutzt werden konnen, um menschliche Ein-
stellungen und Verhaltensweisen zu beeinflussen. (5) Ethische Aspekte: Re-
flexionskompetenz iiber ethische Bedenken zu algorithmisch selektieren
Inhalten. Angesichts dieser Bandbreite an Kompetenz-Feldern schlagen
Oeldorf-Hirsch und Neubaum (2025) einen integrativen Ansatz zur Kon-
zeptualisierung der ,algorithmic literacy® vor, in dem die Reaktionen des
menschlichen Users nach Kognition, Emotion und Verhalten sortiert wer-
den: (a) Kognitive Dimension: Bewusstsein, Kenntnisse und Wissen iiber
die Funktionsweise von Algorithmen. (b) Affektive Dimension: Bewertung
und Empfindungen gegeniiber Algorithmen (z.B. Abneigung gegeniiber
der algorithmenbasierten Filterung, Entscheidung oder Empfehlung). (c)
Behaviorale Dimension: Fahigkeit mit Algorithmen zu interagieren und ih-
nen entgegenzuwirken. Insgesamt gilt das Konzept der Algorithmen-Kom-
petenz demnach nicht nur als die Repridsentation von Wissen, sondern
auch als die Fahigkeit anhand des Wissens Systeme zu bewerten und ent-
sprechend zu handeln.
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2.2 Algorithmen-Transparenz

Die Algorithmen-Transparenz wird ebenfalls in unterschiedlichen Doma-
nen der Literatur diskutiert. Allgemein wird unter ,Algorithmen-Trans-
parenz® die Offenlegung von nicht offensichtlichen Informationen {iber
die Funktionsweise und die Kriterien von Personalisierungs- und Filteral-
gorithmen, die individuellen Nutzenden nicht unmittelbar durch eigene
Erfahrungen mit Algorithmen zuginglich sind (Bitzer u.a. 2023; Rader
u.a. 2018), verstanden. Innerhalb der definitorischen Anstrengungen wird
deutlich, dass die Transparenz unmittelbar die Kompetenz der Nutzenden
erhohen soll, im Sinne von ,enabl[ing] understanding, critical review, and
adjustment” (Bitzer, Wiener, & Cram, 2023, S.293). Algorithmen-Transpa-
renz gilt als besonders wertvoll, da sie negative Effekte von kuratierend
arbeitenden Systemen reduzieren soll, indem Nutzer:innen mit der Funkti-
onsweise und den Entscheidungskriterien solcher Systeme besser vertraut
gemacht werden (Rader u.a. 2018).

Der Fokus der Algorithmen-Transparenz ist eng verwoben mit dem
Bereich der Explainable AI (XAI), der sich der Nachvollziehbarkeit und
Haftbarkeit von algorithmischen Entscheidungen in intelligenten Systemen
verpflichtet (De Bruijn u.a. 2022). Wahrend der XAI-Bereich einen sehr
starken Fokus auf die technische Nachvollziehbarkeit von Kiinstliche In-
telligenz-Modellen hat, wird die Algorithmen-Transparenz nicht nur tech-
nisch, sondern auch ethisch und vor allem rechtlich betrachtet (Lu u.a.
2019). Demnach wird systematisch analysiert, in welcher Auspriagung Pro-
vider von algorithmischen Systemen entlang europdischer Regelungen, d.h.
der Datenschutz-Grundverordnung (DSGVO) und der KI-Verordnung,
eine Rechenschaftspflicht haben und wann diese als nachgekommen gilt
(Busuioc u.a. 2023; Tzimas 2023).

Demnach wird deutlich, dass Algorithmen-Transparenz nicht in einem
Vakuum, sondern in einem Spannungsfeld unterschiedlicher Interessen von
Unternehmen (Social Media-Anbietern oder Nachrichtenorganisationen),
Regierungen und individuellen Nutzenden (Diakopoulos 2020; Diakopou-
los/Koliska 2017) umgesetzt werden muss. Um die Algorithmen-Transpa-
renz nicht nur mit Informationen der Tech-Unternehmen zu steigern,
pladiert AlgorithmWatch fiir externe Auditings mit Hilfe von freiwilligen
Datenspenden der Nutzenden. Hierbei soll mit Hilfe ihrer Daten die Funk-
tionsweise der Empfehlungsalgorithmen (z.B. TikTok) entschliisselt und
ihre Auswirkungen (z.B. auf die tiberproportionale Darstellung von poli-
tisch extremen Inhalten) erfasst werden (Albert 2023; Kayser-Bril 2021).
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Wenn die Transparenzmafinahmen von Tech-Unternehmen weiterhin
rudimentdr bleiben - und selbst diese begrenzte Aufklirung iiber die
Funktionsweise von Algorithmen nicht zu einem erhéhten Bewusstsein bei
den Nutzer:innen fuhrt —, wird deutlich, dass es Mechanismen braucht,
um sowohl Transparenz als auch Kompetenz gezielt zu stirken. Ohne
grundlegende Informationen konnen weder Kenntnisse noch Fahigkeiten
entwickelt werden. Gleichzeitig — wie im weiteren Verlauf des Textes ausge-
fithrt wird - reicht eine rein technische und komplexe Aufkldrung iiber
algorithmische Kuratierung nicht aus, um informationelle Selbstbestim-
mung zu gewdhrleisten. Daher pladiert dieser Beitrag fiir ein wechselseitiges
Verhdltnis von Transparenz und Kompetenz: Die Gestaltung von Algorith-
men-Transparenz sollte sich an der bestehenden (und sich dynamisch ent-
wickelnden) Algorithmen-Kompetenz der Nutzer:innen orientieren. Abbil-
dung 1 skizziert die zentralen Komponenten beider Konzepte im Lichte der
informationellen Selbstbestimmung.

Algorithmen-Transparenz Algorithmen-Kompetenz
* Aufklarung durch Tech-Unternehmen + Technische Kenntnisse
+ Auditing und Datenspenden + Wissen uber Kuratierung auf Basis personenbezogener Daten
«  Kontrolle und Regulierung durch Politik « Kenntnisse {iber gesellschaftliche Folgen
+ Dynamische Anpassung der Transparenz-Gestaltung + Handlungsfahigkeiten fiir Schutz und Kontrolle

Informationelle Selbstbestimmung
+ Bewusste Entscheidung Uber Nutzung von Systemen
« Reflektierte Einordnung der gezeigten Informationen
* Schutzder eigenen Daten
« Mitgestaltung von Algorithmen und deren Funktionsweise

Abbildung 1: Das reziproke Verhiltnis von Algorithmen-Transparenz
und -Kompetenz zur Sicherung der informationellen
Selbstbestimmung

3. Determinanten der individuellen Algorithmen-Kompetenz: Eine
wachsende Kluft?

Dem Ideal folgend, dass Algorithmen-Kompetenz dafiir sorgen wird, dass
Menschen selbstbestimmt und reflektiert aktuelle Technologien nutzen
werden, hat sich eine Forschungsreihe der Frage gewidmet, wie Algorith-
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men-Kompetenz unter den Nutzenden solcher Systeme ausgeprigt ist.
Eine Studie der Bertelsmann Stiftung zeigte, dass sich in der deutschen
Bevolkerung zwar das subjektive Wissen zu Algorithmen und Kiinstlicher
Intelligenz Jahren zwischen 2018 und 2022 erhéht hat, unter Biirger:in-
nen jedoch grofie Unklarheit herrscht, inwiefern Algorithmen ihr Leben
direkt pragen und ob Algorithmen zu gesellschaftlicher Gerechtigkeit bei-
tragen (Overdiek/Petersen 2022). Unter dem Forschungsbereich der digi-
talen Kluft (,digital divide®; Gran u.a. 2021; Reisdorf/Blank 2021b) wird
untersucht, ob sozio-demografische Faktoren bestimmen, wie stark die
»algorithmic awareness“ oder allgemein algorithmisches Wissen in der Be-
volkerung verbreitet ist. Mit einer nordamerikanischen Stichprobe stellten
Cotter und Reisdorf (2020) fest, dass Nutzende algorithmischer Systeme
mit hoherer Bildung und mit niedrigerem Alter itber mehr Wissen zur
Funktionsweise verfiigten. Diese Befunde bestitigten Gran u.a. (2021) mit
einer norwegischen Stichprobe und fanden zusitzlich, dass Méanner eine
starker ausgeprégte ,algorithmic awareness® haben als Frauen, was nicht
mit Bildungsunterschieden zwischen den Geschlechtern zu erkldren ist.
Mit einem Blick auf “algorithmic misconceptions” (d.h. falsche Annahmen
iber die Funktionsweise von Algorithmen) zeigten Zarouali u.a. (2021b)
auf, dass diese bei dlteren, weiblichen und weniger gebildeten Nutzenden
starker ausgepréagt sind. Ein direkter Vergleich zwischen den USA und
Deutschland von Oeldorf-Hirsch und Neubaum (2023) zeigte, dass in bei-
den Lindern ein niedrigeres Alter sowie eine hohere Bildung mit einem
starkeren algorithmischen Bewusstsein einhergingen. Allerdings war dieses
Bewusstsein unter US-amerikanischen Nutzenden ausgeprégter als unter
deutschen Nutzenden. Dieser Unterschied kénnte darauf zuriickzufithren
sein, dass soziale Medien - die in der Studie untersuchten Plattformen - in
den USA insgesamt haufiger und intensiver genutzt werden als in Deutsch-
land. Dadurch konnten US-amerikanische Nutzende mehr Erfahrung mit
Algorithmen und deren Wirkweise haben. Es ldsst sich ferner vermuten,
dass neben fehlender Erfahrung im Umgang mit Algorithmen auch struk-
turelle Ungleichheiten - etwa beim Zugang zu digitaler Medienbildung
oder in Bezug auf die Kompetenz zur Verarbeitung komplexer technischer
Informationen - zur ungleichen Verteilung von algorithmischem Wissen
und Bewusstsein beitragen.

Angesichts dieser Beobachtungen bringen Forschende die Perspektive
zur Diskussion, ob die ungleiche Verteilung von Algorithmen-Kompetenz
in den Bevolkerungen langfristig zu einer wachsenden Kluft zwischen
den sogenannten Informationsreichen und den Informationsarmen fiihren
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konnte (Cotter/Reisdorf 2020; Oeldorf-Hirsch/Neubaum 2023). Denkbar
wire, dass Menschen mit einem niedrigen Bewusstsein gegeniiber der
Funktionsweise von Algorithmen aufgrund der Personalisierung und Filte-
rung unausgewogen informiert sind, verzerrte Schlussfolgerungen ziehen
oder womdglich personliche oder politisch relevante Entscheidungen auf
Basis einer verzerrten Informationslage treffen.

Studien zeigen, dass Menschen, die sich der Prisenz und Funktionsweise
von Algorithmen stirker bewusst sind, auch differenziertere Meinungen zu
Algorithmen haben - sowohl positiv als auch negativ (Gran u.a. 2021; Oel-
dorf-Hirsch/Neubaum 2023). Demnach spiegeln sich ihre differenzierten
Kenntnisse auch in ihren personlichen Einstellungen wider. Aber nicht nur
das: Eine stirker ausgeprégte ,algorithmic awareness“ geht ebenfalls mit
individuellen Praktiken einher, die der algorithmischen Filterung entgegen-
wirken (z.B. Cookies zu l6schen; Oeldorf-Hirsch/Neubaum 2023). Letzte-
res zeigt, dass es lohnend ist, die Kluft im algorithmischen Wissen der
Bevolkerung zu schlieflen, damit Nutzende bewusster ihre Informations-
landschaft gestalten konnen. Der State-of-the-Art zur Algorithmen-Kompe-
tenz eroffnet eine Reihe weiterer Fragen, die konkrete Implikationen fiir
Forschung und Praxis haben. Diese werden im Folgenden erortert.

4. Offene Fragen und ein Plddoyer fiir einen nutzerzentrierten Ansatz der
Algorithmen-Transparenz und -Kompetenz

4.1 Ganzheitliche Charakterisierung und Operationalisierung von
Algorithmen-Kompetenz

Zunichst fillt angesichts des Forschungsstands auf, dass fundamentale
Bereiche, die unmittelbar mit der Funktionsweise und Wirkung von Algo-
rithmen verwoben sind, nicht in den bisherigen Konzeptualisierungen und
Operationalisierungen von Algorithmen-Kompetenz beriicksichtigt sind.
Dazu gehoren a) der Schutz personlicher Daten und Selbstbestimmung, b)
die Kontrollméglichkeiten des menschlichen Users und ¢) die personlichen
und gesellschaftlichen Konsequenzen einer algorithmischen Kuratierung.

4.1.1 Schutz persénlicher Daten und Selbstbestimmung

Zur Algorithmen-Kompetenz sollte nicht nur ein Verstindnis tber die
Funktionsweise von Algorithmen gehoren, sondern auch das Wissen da-
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riber, welche Daten, Praktiken und Verhaltensweisen der Nutzenden von
Algorithmen zur Personalisierung und Filterung genutzt werden (Shin
u.a. 2022). Nutzende sollten nachvollziehen konnen, wie diese Daten er-
hoben, verarbeitet und gespeichert werden und iiber welchen Zeitraum
dies geschieht. Dariiber hinaus ist es essenziell, dass sie Strategien kennen,
um dieser Datensammlung entgegenzuwirken und somit ihre Informati-
onslandschaft aktiv und selbstbestimmt zu gestalten. Auch das Geschifts-
modell hinter Ranking-Algorithmen und welche Konsequenzen Gegen-
mafinahmen (z.B. Ablehnung der Datenverarbeitung) langsfristig haben
konnten, sollten bewusst gemacht werden. Ohne ein fundiertes Verstdnd-
nis fiir Datenschutz und den Schutz der eigenen Privatheit (das entspre-
chende Schutz-Handlungen ermdglicht) bleibt die Konzeptualisierung von
Algorithmen-Kompetenz unvollstindig. Dies hat nicht nur theoretische,
sondern auch praktische Implikationen: Eine unzureichende Beriicksichti-
gung dieses Aspekts erschwert die Operationalisierung und Vermittlung
von Algorithmen-Kompetenz im Bildungskontext sowie in der 6ffentlichen
Debatte.

4.1.2 Kontrolle des Algorithmus durch den menschlichen User

Mit dem Aufkommen von Technologien wie TikTok, deren Filteralgorith-
mus durch intensive Erfahrung transparenter zu entschliisseln ist (Siles
u.a. 2024), eréfinet sich eine neue Dimension der Algorithmen-Kompetenz,
ndmlich die aktive Kontrolle bis hin zur Manipulation des Algorithmus.
Hierbei konnen Nutzende Inhalte bewusst auswihlen und entsprechend
lange konsumieren, sodass der Algorithmus die Interessen und Bedarfe
der Nutzenden préziser erkennt (Kang/Lou 2022). Eine solche verhaltens-
orientierte Kompetenz, die unmittelbares Feedback zeigt (ndmlich eine
eindeutig personalisierte Kuratierung von Inhalten) kann Nutzende eine
starkere Autonomie verleihen und damit die Akzeptanz der Technologie
verbessern (Issar 2024).

4.1.3 Personliche und gesellschaftliche Konsequenzen einer
algorithmischen Kuratierung

Obwohl bisherige Konzeptualisierungen und Operationalisierungen von
Algorithmen-Kompetenz ethische Aspekte wie mangelnde Transparenz ab-
decken, bleibt diese Dimension recht abstrakt und unterspezifiziert. Es
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ist essenziell, dass Nutzende konkretes Wissen dariiber erlangen, dass Algo-
rithmen in Suchmaschinen und sozialen Medienplattformen die ungleiche
Verbreitung von Wissen und tagesaktuellen Nachrichten begiinstigen (Jiir-
gens/Stark 2022; Nechushtai u. a. 2024), politische Wahlentscheidungen
beeinflussen (Epstein/Li 2024) und Empfehlungen oder Filterentscheidun-
gen treffen konnen, die aufgrund rassistischer oder sexistischer Verzerrun-
gen diskriminierend sind (Lin u. a. 2023; Rogers 2023; Zou/Schiebinger
2018). Was diese Kuratierung potenziell fiir Nutzende personlich, aber auch
langfristig fiir die Gesellschaft (z.B. Polarisierung von politischen Meinun-
gen oder Fragmentierung) bedeuten konnte, sollte als eine zentrale Siule
der Algorithmen-Kompetenz angesehen werden.

All diese Punkte erfordern nicht nur eine Neukonzeption von Algorith-
men-Kompetenz, sondern auch ihre prézise Operationalisierung. Dabei
sollte sowohl subjektives als auch objektives Wissen iiber die Funktions-
weise sowie iiber individuelle und gesellschaftliche Folgen algorithmischer
Kuratierung erfasst werden. In diesem Zusammenhang ist es essenziell zu
priifen, ob Nutzende iiber die Fahigkeit verfiigen, mit eigenen Handlungen
algorithmischen Auswahlprozessen entgegenzuwirken oder diese gezielt zu
ihrem Vorteil zu nutzen. Leitbilder dafiir konnen Operationalisierungen
der Online Privacy Literacy sein, welche unterschiedliche Dimensionen,
u.a. konkrete MafSnahmen des Privatheitsschutzes, abdeckt (Trepte et al.
2015).

4.2 Langfristige Effekte einer ungleichen Verteilung von Algorithmen-
Kompetenz

Trotz der Debatte Giber eine potenziell wachsende Kluft zwischen Nutzen-
den mit hoher und niedriger Algorithmen-Kompetenz (Cotter/Reisdorf
2020; Oeldorf-Hirsch/Neubaum 2023), fehlt bislang génzlich langsschnitt-
liche Evidenz, um diesen erwarteten Trend empirisch zu untermauern.
Mit einem solchen Ansatz konnten nicht nur besonders benachteiligte Ziel-
gruppen fiir Interventionen (zur Forderung der Algorithmen-Kompetenz),
sondern auch langfristige Effekte einer wachsenden Kluft identifiziert wer-
den. Im Hinblick auf politische Bildung ware demnach denkbar, dass Men-
schen, die sich der algorithmischen Kuratierung nicht bewusst sind, die
Selbstwahrnehmung haben, umfangreiches und differenziertes subjektives
politisches Wissen zu haben, was sich aber nicht in ihrem objektiv gemesse-
nen politischen Wissen beobachten ldsst (Dreston/Neubaum 2023; Lee u.a.
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2022). Mangelnde Algorithmen-Kompetenz wire so fiir eine Fehlkalibrie-
rung des politischen Wissens, bei dem subjektives und objektives Wissen
niedrig miteinander korrelieren (Dreston/Neubaum 2023), veranwortlich.
Diese Frage ist eng mit der Annahme verkniipft, dass Menschen, die in
algorithmisch kuratierten Informationsumgebungen einseitig informiert
werden, sich zunehmend aus der demokratischen Teilhabe und politischen
Partizipation zuriickziehen (Boulianne/Hoffmann 2024). Umgekehrt ge-
dacht liefe sich fragen: Kann die Erhéhung der Algorithmen-Kompetenz
langfristig zur gesellschaftlichen Inklusion beitragen?

Gleichzeitig wire zu iiberpriifen, ob eine hohere Algorithmen-Kompe-
tenz tatsdchlich Menschen dazu bringt, verstirkt Mafinahmen zu ergreifen,
die der Filterung und Personalisierung durch Algorithmen entgegenwirken
(z. B. den Inkognito-Modus nutzen), oder ob dies von dispositionellen
und motivationalen Faktoren abhidngt. Denkbar wire beispielsweise, dass
Individuen, die sich eigenen Weltbildern defensiv gegeniiber fiithlen und
sich ein informationell gleichférmiges Netzwerk wiinschen, die Homogeni-
sierung durch Filterung und Personalisierung begriifien (Oeldorf-Hirsch/
Neubaum 2023). Demnach wiirde eine hohe Algorithmen-Kompetenz auch
in solchen Fillen nicht zu einem ausgewogenen Informationskonsum fiih-
ren.

4.3 Eine dynamische Sicht auf Algorithmen-Transparenz

Die Annahme, dass eine Erhohung der Algorithmen-Transparenz, wie sie
z.B. europarechtlich durch die KI-Verordnung gefordert wird, unweigerlich
die Algorithmen-Kompetenz von Nutzenden erhéhen wiirde, erinnert an
die iiberholten Modelle ,Hypodermic Needle Model® oder ,,Stimulus-Re-
sponse-Model“ der Medienwirkungsforschung (Finklea 2017). Hierbei geht
man davon aus, dass eine Botschaft (z.B. eine Erklarung zur Funktionswei-
se von Algorithmen) eine unidirektionale Wirkung auf Rezipierende hat
(z.B. die Erhohung des Wissens zu Algorithmen), indem sie alle Rezipie-
rende gleichmaflig erreicht und beeinflusst. Aufler Acht wird hier jedoch
gelassen, dass Menschen Vorerfahrungen, vorherrschende Motive, Uber-
zeugungen oder Kenntnisse mitbringen, die die Wirkung dieser Botschaft
modifizieren kénnen.

Diese individuellen Bedingungen sollten bei der Gestaltung der Algorith-
men-Transparenz beriicksichtigt werden. Vorstellbar wiére eine dynamische
und reaktive Gestaltung der Algorithmen-Transparenz, bei der Erkldrungen

158

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Algorithmen-Transparenz und -Kompetenz

zur Funktions- und Wirkungsweise von Personalisierungsalgorithmen an
die Bedarfe, Vorkenntnisse und Wiinsche von Nutzenden angepasst wer-
den. Im Bereich des adaptiven Lernens wird das Konzept des ,,Scaffoldings*
herangezogen, bei dem die lehrende Instanz die Unterstiitzung und Instruk-
tionen je nach individuellem Fortschritt und Bedarf der Lernenden anpasst
(Van De Pol u.a. 2010).

Eine dynamische Gestaltung der Algorithmen-Transparenz scheint ins-
besondere durch aktuell autkommende intelligente Tutoring-Systeme gut
umsetzbar, in denen Chatbots die Nutzung der Technologie begleitet und
dabei an Nutzende individuell angepasste Instruktionen (z.B. zur Filterung
durch Algorithmen und deren Wirkung) gibt (Albacete u.a. 2019; Holmes
u.a. 2023). Ein solcher Ansatz wiirde sicherstellen, dass vulnerable Grup-
pierungen (z.B. mit niedriger Bildung, mit Behinderungen) eftektive Un-
terstlitzung bekommen und die Algorithmen-Transparenz zielgruppenspe-
zifisch zugédnglich gemacht wird (Luria 2023; Van Den Bogaert u.a. 2024).

4.4 Die Verantwortung der Politik und der Technologie-Betreiber:innen

Der Bereich der Algorithmen-Transparenz und insbesondere der Algorith-
men-Kompetenz wird sehr hdufig mit Bildungsinitiativen in Verbindung
gebracht, bei denen die Verantwortung sowohl bei den Bildungsinstitutio-
nen als auch bei den Nutzenden selbst liegt. So fundamental ein Bildungs-
konzept im Bereich der Algorithmen-Transparenz und -Kompetenz auch
ist, die Verantwortung politischer Akteure und der Tech-Unternehmen
darf nicht vergessen werden. Regulierungen wie die KI-Verordnung sind
erste Schritte, um von politischer Seite Unternehmen in die Verantwortung
zu nehmen, dass sie die immer noch bestehende ,,Black Box“ von Filter-
und Personalisierungsalgorithmen 6ffnen und transparent machen, welche
Daten diese intelligenten Systeme wie nutzen (Busuioc u.a. 2023; Chaud-
hary 2024). Auf die rechtliche Rahmung fiir die Rechenschaftspflicht der
Unternehmen sollte die Kontrolle folgen, ob tatsdchlich eine Algorithmen-
Transparenz hergestellt wird. Diese ist essenziell fiir den weiteren Aufbau
von Bildungsinitiativen, bei denen Transparenz und die Kompetenz der
Nutzenden iterativ angepasst wird. Demnach ist eine enge Zusammenarbeit
zwischen Politik, Tech-Unternehmen und Bildungsinstitutionen entschei-
dend, um Transparenz, Verantwortung und Kompetenz im Bereich der
Algorithmen und KI zu fordern. Nur so kann gewidhrleistet werden, dass
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diese Technologien im Einklang mit den Grundrechten, Bediirfnissen und
Werten einer Gesellschaft eingesetzt werden.

5. Fazit

Mit dem Aufkommen intelligenter Kommunikationssysteme, die der Zivil-
gesellschaft zugénglich sind, entsteht die Herausforderung, Biirger:innen in
die Lage zu versetzen, diese Technologien selbstbestimmt zu nutzen - unter
Wahrung ihrer Grundrechte. Ein zentraler Bestandteil dieser Befahigung ist
die Aufkldrung {iber die Funktions- und Wirkungsweise von Algorithmen.
Angesichts der ungleichen Verteilung der Algorithmen-Kompetenz unter
den Technologie-Nutzenden gibt es rechtliche Forderungen nach einer
starkeren Algorithmen-Transparenz. Eine transparente Darstellung von al-
gorithmischen Prozessen auf beliebten Plattformen reicht jedoch nicht aus,
wenn sie von technischem Jargon und komplexen Erlduterungen gepragt
ist. Eine dynamische, an die Bediirfnisse der Nutzenden angepasste Ver-
mittlung von Algorithmenwissen konnte dazu beitragen, die gesellschaftli-
chen Kliifte in der Algorithmen-Kompetenz zu verringern. Dabei sollten
Nutzende dariiber aufgekldrt werden, wie Algorithmen personliche Daten
und Online-Praktiken zur Personalisierung heranziehen. Nur so kann eine
selbstbestimmte Nutzung digitaler Anwendungen gewidhrleistet werden. Bei
der dynamischen Vermittlung von Algorithmen-Transparenz kénnten ge-
nau solche intelligenten Systeme genutzt werden, um Unterstiitzung und
Hilfestellungen zu personalisieren und so fiir eine tatsdchliche, fiir alle
zugingliche Transparenz komplexer Systeme zu sorgen.
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Das Privacy Fabric Model: Ein Vorschlag fiir interdisziplindre
Verstandigung in der Privatheitsforschung

Johanna Moéller, Lukas Schmitz und Sebastian Rehms!

Zusammenfassung

Dieser Beitrag bietet eine Orientierungsmdglichkeit fiir interdisziplindre Verstindigung und refle-
xive Positionierung im Feld der Privatheitsforschung. Privatheit wird in der Forschungspraxis
nicht nur entlang so unterschiedlicher Begriffe wie Privacy oder Datenschutz gefasst, sondern
auch mit Blick auf divergierende Erkenntnisinteressen diskutiert, etwa bezogen auf Selbstbestim-
mung oder die Transparenz digitaler Infrastrukturen. Forschende adressieren dariiber hinaus eine
Vielfalt teils widerspriichlicher normativer Anspriiche, wie Kontrolle, Sozialitat und Kritik. Diese
ambivalente Komplexitit macht Privatheit im Kern aus. In der interdisziplindren Forschungs-
praxis wird gerade diese aber oft zu einem Stolperstein. So kann die Verstindigung iiber den
Forschungsgegenstand oder iiber die Komplementaritit der Zuginge leicht misslingen. Mit dem
Privacy Fabric Model adressieren wir diesen Bedarf und entwickeln eine strukturierte Gespréchs-
grundlage, die paradigmatische wie forschungspraktische Unterschiede sichtbar macht. Divergie-
rende Perspektiven konnen so gesichtet und spezifische wissenschaftliche Positionen verortet
und abgegrenzt werden. Verankert in einer praxistheoretischen Betrachtung von Wissen(-schaft)
bringt das Modell computer- und sozialwissenschaftliche Zugange zu Privatheit zusammen.

1. Privatheit als Problematisierungsbegriff und interdisziplindres
Forschungsfeld

Ausgangspunkt fiir diesen Beitrag ist ein interdisziplindrer Streit {iber Pri-
vatheit - letztlich ein produktiver und einsichtsreicher Streit. Mit dem Ziel,
eine Arbeitsgrundlage fiir disziplineniibergreifende Privatheitsforschung
zu schaffen, diskutierten wir nachdriicklich iiber vermeintliche Selbst-
verstandlichkeiten im theoretischen und forschungspraktischen Umgang
mit Privatheit. Gegenstdnde intensiver und kritischer Diskussionen waren
beispielsweise die genauere Verortung von Selbstbestimmung im Kontext
von Privatheit, die Rolle, die das Teilen im Gegensatz zum Sichern von
Daten fiir Privatheit spielt, Zusammenhénge zwischen Transparenz und
Mobilitdt oder implizite Annahmen {iber die kognitiv-reflexiven Fahigkei-

1 Gemeinsamer Kontext ist das Forschungsprojekt ,Disruptionen vernetzter Privatheit®
(DIPCY), das von 2022 bis 2025 im Rahmen der Exzellenzinitiative TUDiSC an der
Technischen Universitat Dresden gefordert wird. Beteiligt sind Wissenschaftler:innen
aus den Disziplinen Kommunikations- und Medienwissenschaften, Soziologie und
Computerwissenschaften.
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ten von Privatheitsakteuren. Streit kann destruktiv, aber auch im Sinne
einer gedanklichen Offnung produktiv wirken. Im Idealfall fiihrt er zu
einem Perspektivwechsel aller Beteiligten.

Ein solcher Perspektivwechsel ist Motivation fiir das Privacy Fabric Mo-
del (im Folgenden auch PFM), das Gegenstand dieses Beitrags ist. Zu
Beginn erschwerte die interdisziplindre Zusammensetzung unseres Projekts
die gemeinsame Arbeit. Zu unterschiedlich waren die Begrifte, Methoden,
Fragestellungen und Erkenntnisinteressen in Bezug auf Privatheit. Eine
geteilte Definition von Privatheit, unter vielen Kompromissen zustande
gebracht, schien kein gangbarer Weg zu sein. Ebenso wollten wir ein
tiberfrachtetes Untersuchungsdesign vermeiden. So schilte sich tiber anhal-
tende Gespriche der Bedarf heraus, eine interdisziplindre Arbeitssprache
zum Gegenstand Privatheit zu finden. Damit erkannten wir grundsitzlich
an, dass das Konzept Privatheit ausgehend von sehr unterschiedlichen
Erkenntnisinteressen untersucht und diese Untersuchung auch von variie-
renden normativen Annahmen geleitet werden kann und soll.

Diesen Gedanken folgend riicken Fragen nach dem Charakter des Kon-
zepts Privatheit in den Fokus. Ganz grundsitzlich ist seine Aufgabe zu
problematisieren, also Schieflagen zu adressieren. Problematisierungen ha-
ben das Potenzial, Momente der Indikation (was ist hier relevant?) oder
Irritation (was ist hier los?) zu erzeugen. Folgen konnen Reflexionen, Aus-
einandersetzungen und Losungsbemithungen sein (Grebe, 2019: 28f). Kon-
kret kann das vor einem theoretischen oder normativen Hintergrund pas-
sieren, wie bspw. durch das Aufdecken von Datensammelpraktiken einer
Plattform oder die kritische Auseinandersetzung mit Privatheit als Indivi-
dualverantwortung aus (kapitalismus-)kritischer Perspektive (Fuchs, 2012;
Helm & Seubert, 2020). Genauso konnen Privatheitsforschende Problema-
tisierungen aber auch aus Perspektive alltagspraktischer Privatheit erfassen.
So sorgt die Nutzung datenschutzunfreundlicher Plattformen fiir das Tei-
len privater Informationen im Freundeskreis hdufig kaum fiir Bedenken.
Problematisiert wiirde dieselbe Praxis dagegen moglicherweise aber, wenn
der Hausarzt denselben Weg nutzte. Das Feld der Privatheitsforschung
adressiert Erkenntnisinteressen ausgehend von solchen vielfdltigen, diszi-
plindren, theoretischen oder praxisbezogenen spezifisch wahrgenommenen
Stormomenten.

Betrachtet man Privatheit als ein solches Forschungsfeld, zeigt sich
sein interdisziplinarer Charakter — das gilt umso mehr in der datafizier-
ten Gesellschaft (dazu ausfiihrlicher Gstrein & Beaulieu, 2022). Privatheit
bezieht eine enorme Vielzahl komplexer sozio-technischer Interaktionen
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als Untersuchungsgegenstand ein. Das Konzept findet in den verschiedens-
ten Bereichen des Alltags implizit wie explizit Anwendung und beriihrt
damit eine Vielzahl an Disziplinen. Ob in der analogen Welt beim Arzt-
besuch oder im virtuellen Raum beim Anklicken der Cookie-Banner -
Privatheit wird in vielfaltigen sozialen Kontexten ausgehandelt und durch
die Digitalisierung verzahnen sich diese zunehmend. Entsprechend sind
an der Erforschung von Privatheit viele zu beteiligen. Darunter finden
sich beispielsweise die Erziehungswissenschaften (Privatheit lernen), Com-
puterwissenschaften (Infrastrukturen gestalten, analysieren), Rechtswissen-
schaften (gesetzliche Regelungen sowie Rechtspraxis) oder verschiedene
Sozialwissenschaften (sozio-technische Alltagspraxis, Sozialisationsprozes-
se).

Wie aber ist es moglich, all diese und weitere zentrale Disziplinen, die
je unterschiedliche Begriffe und Konzepte benutzen, in einen Dialog zu
bringen? Im Forschungsfeld Privatheit wurden und werden immer wieder
Versuche unternommen, diese anerkannte konzeptionelle Interdisziplinari-
tat in einen wissenschaftspraxistauglichen Zugang zu Privatheit zu tiberfiih-
ren. Diese sind dabei jedoch entweder zu allgemein oder sie kumulieren
eine Vielzahl von Variablen, die eine uniibersichtliche Komplexitit autbau-
en. Mit stark abstrahierten Privatheitskonzepten arbeiten beispielsweise
ebenso einflussreiche wie unterschiedliche Autor:innen wie Solove (2009),
Zuboff (2020) oder Nissenbaum (2004). Letztere etwa definiert Privatheit
iber den normativen Referenzrahmen, der in geschlossenen Gruppendy-
namiken entsteht, ein wegweisender Ansatz. Wenngleich interdisziplindr
inspiriert, bleibt er jedoch nicht nur sehr allgemein, sondern vor allem der
geistes- bzw. rechtswissenschaftlichen Tradition verhaftet, die ohne Zweifel
das Feld stark bedient (sieche dazu Smith et al., 2011: 993). In einem interdis-
ziplinidren Uberblick iiber mehr als 400 internationale Publikationen zum
Thema Privatheit wihlen Smith, Dinev und Xu (2011) einen anderen Weg.
Ihr Ziel ist iber vergleichbare Variablen die akteurszentrierte Untersuchung
von Privatheit in einen vielschichtigen Ansatz von Informationsprivatheit
zu kondensieren, das so genannte Antecedents-Privacy-Concerns-Outco-
mes-Modell (Smith et al., 2011), welches eine Vielzahl von Variablen ver-
kniipft. In einem jiingeren Ansatz steigern Brdunlich et al. (2021) diese
Komplexitit noch weiter, indem sie weitere Variablen und Kontexte fiir das
interdisziplinare Messen akteurszentrierter Privatheit im digitalen Zeitalter
anbieten.

Wie aber das Thema Privatheit einerseits pragnant und andererseits
forschungspraktisch interdisziplindr erschlossen werden kann, bleibt in der
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Regel unbeleuchtet. Wenn Privatheitsforschung sich interdisziplindr auf-
stellen will - in dem Sinne, dass gemeinsam problematisiert wird und nicht
nur nebeneinander - ist eine Kenntnis der Begriffe, der Anforderungen
und Zwinge der anderen Disziplinen unabdingbar, um eine gemeinsame
Sprache zu finden. An dieser Stelle bieten wir das Privacy Fabric Model
als Arbeits- und Gesprachsgrundlage an, das in einfacher Art und Weise
den interdisziplindren Dialog zu Privatheit unterstiitzen und zur Verortung
einzelner Ansitze beitragen kann. Nachfolgend machen wir einige knap-
pe methodische Anmerkungen (2), um dann drei normative Anspriiche
vorzustellen, die quer iiber die Disziplinen hinweg adressiert werden (3).
Danach werden drei Kategoriengruppen vorgestellt, die mafigeblich fiir
die Wissenschaftspraxis sind (4). Diese beiden Kapitel leuchten abrissartig
die Bandbreite des Privatheitsbegrifts aus. Dabei geht es weniger um kon-
krete disziplindre Definitionen von Privatheit, sondern vielmehr um eine
Darstellung der Vielschichtigkeit des Forschungsfeldes. Anspriiche und for-
schungspraktische Perspektiven werden dann im PFM zusammengefiihrt
(5), bevor der Beitrag mit einer Schlussdiskussion endet (6).

2. Methodische Anmerkungen

Das PFM ist in einem mehrstufigen, etwa zwei Jahre dauernden Prozess
entstanden. Methodisch orientierte sich das Vorgehen in groben Ziigen an
der Gruppendelphi-Methode (Niederberger & Renn, 2018), einer dialogi-
schen Variante des klassischen Delphi-Verfahrens. Ziel der Methode ist es,
durch problemzentrierte Austauschprozesse zwischen Expert:innen Kon-
sensraume zu identifizieren, Perspektiven zu ordnen und gemeinsame Be-
griffe, Szenarios oder Strategien zu entwickeln.

Im Unterschied zum klassischen Delphi mit anonymisierten Einzelbefra-
gungen setzt das Gruppendelphi auf face fo face-Formate, in denen sich
Teilnehmende gegenseitig mit ihren jeweils unterschiedlichen Sichtweisen
konfrontieren. In unserem Falle fanden regelmiflig Diskussionstreffen in-
nerhalb der Projektteams statt, wahrend derer zentrale Begriffe und Kon-
zepte der einzelnen Disziplinen vorgestellt und diskutiert sowie anschlie-
flend mit bestehenden Begriffen und Konzepten anderer Disziplinen kon-
trastiert wurden (Niederberger & Renn, 2018: 28). Interdisziplinaritat wird
im Gruppendelphi nicht als Problem betrachtet, etwa als eine methodische
oder vokabularische Hiirde, sondern als produktive Reibungsfliche und
Treiber dialogischer Verstindigung. Der Prozess lebt von einer grundsitz-
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lichen Ergebnisorientierung der Teilnehmenden bei gleichzeitiger Prozess-
toleranz. Sie profitiert von punktuellen Riickmeldungen durch interne und
externe Expertise, aber auch von der Ubersetzung dieses Gesprichs in Vor-
trage oder Publikationen, inklusive der damit verbunden Riickmeldungen
tiber Diskussionen oder Reviews (Moller, 2024, 2025; Rehms & Kopsell,
2024; Schmitz, 2024).

symbolisch

relational

material

Kontrolle
Sozialitat
Kritik

Abbildung 1: Das Privacy Fabric Model (PFM).

Die selbst gestellte Aufgabe bestand im inhaltlichen Arbeiten an einem dis-
zipliniibergreifenden Verstdndnis von Privatheit. Wie das heterogene Feld
unterschiedlicher Begriffe und disziplindrer Erkenntnisinteressen dabei zu-
ndchst einen produktiven Dialog verunméglichte, zeigt sich am Beispiel
der Idee der Selbstbestimmung. Diese spielt in der kommunikations- und
medienwissenschaftlichen Perspektive eine wichtige Rolle, wird aber in der
Soziologie nicht selten als irrefithrend betrachtet. In iterativen Gesprachs-
runden und unter Einbezug von Forschungsliteratur identifizierten und
benannten wir zunéchst die unterschiedlichen Denkgebaude der jeweiligen
Disziplinen. Der entscheidende Wendepunkt im Prozess lag dann in einem
weiteren Schritt in der Erkenntnis, dass es darum geht, eine gemeinsame
Sprache zu finden, die diese Unterschiede operationalisieren kann. Basis
dafiir war ein praxeologisches Verstdndnis, das davon ausgeht, dass auch
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Wissenschaft als Praxis betrachtet werden kann, in der entlang spezifischer
Denkroutinen neue Erkenntnisse gewonnen werden.

Auf dieser Basis konnten wir sukzessive ein Modell entwickeln, das im
Dialog und unter Einbezug von Forschungsliteratur emergierte Dimensio-
nen eines Privatheitsbegriffs verzahnt. Gerade die Auseinandersetzung mit
divergierenden normativen Setzungen und ihrer jeweiligen Gewichtung
erwies sich als hilfreich fiir die zunehmende Reduktion des Modells auf
jeweils drei normative und forschungspraktische Kategoriengruppen (siche
Abb. 1). Schlusspunkt dieses Prozesses war seine Sittigung. Diese war er-
reicht als keine neuen Aspekte in die Diskussion kamen. In einer letzten
Runde priiften wir diese mit deutlichem zeitlichem Abstand noch einmal
kritisch anhand einzelner Forschungsfragen durch Studien ab. Bei bewuss-
ter Ausklammerung weiterer Disziplinen kamen hier keine neuen Katego-
rien auf. Die Delphi-typische Differenz zwischen Ist- und Soll-Zustand
wurde so in Bezug auf theoretisch-methodische Verstindigungsprozesse
fruchtbar gemacht.

3. Privatheitsanspriiche

Innerhalb von Disziplinen und iiber sie hinweg finden sich ebenso unter-
schiedliche wie dhnliche Ansdtze der Anndherung an das Problem Privat-
heit, die sich an normativen Referenzen festmachen lassen. Normativ meint
hier, dass mit dem Begriff der Privatheit aus Sicht der jeweiligen Perspekti-
ven Anspriiche und Aufforderungen verkniipft werden, die sich aus dem
spezifischen Erkenntnisinteresse ergeben. Dabei sind auch die Disziplinen
nicht als homogen zu verstehen. So verorten einige Sozialwissenschaft-
ler:innen den Anspruch der Sozialitdt nur teilweise auf normativer Ebene.
Insbesondere in akteurszentrierten Zugingen zu Privatheit wird Sozialitét
héufig eher als Problem wahrgenommen, etwa wenn das Nutzungsverhal-
ten anderer Privatheit (meint in diesem Fall Datensicherheit) stort. Ande-
re sozialwissenschaftliche Perspektiven dagegen betrachten Sozialitdt sehr
héufig als ein Grundcharakteristikum von Privatheit. Damit sind dhnliche
Referenzen vorhanden, nicht immer haben sie aber einen normativen Cha-
rakter oder werden gleich gewichtet.

Nachfolgend diskutieren wir im Einzelnen die drei Anspriiche Kontrolle,
Sozialitdt und Kritik und skizzieren beispielhaft, wie sich diese normativen
Pramissen in den jeweiligen Disziplinen wiederfinden. Diese drei normati-
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ven Kategoriengruppen finden sich unten in Abbildung 1 in vertikaler
Ausrichtung wieder.

In der Kategoriengruppe der Kontrolle versammeln sich Anspriiche,
Privatheitsgegenstiande regelgebunden zu ordnen. In sehr allgemeiner Form
verstehen wir damit unter Kontrolle den intendierten Umgang mit privat-
heitsbezogenen Informationen. Kontrolle kann sich dabei auf sehr unter-
schiedliche Normen beziehen, wie Trepte (2022) in ihrer vielschichtigen
Diskussion von Privatheitstheorien deutlich macht. Trepte nennt eine erste
Gruppe von Ansdtzen, die Privatheit mit Kontrolle gleichsetzen (Privat-
heit als Kontrolle). Anonymitit etwa oder Reflexions- und Technikwissen
werden als geeignete individuelle Kontrollmechanismen betrachtet. In der
Informatik lassen sich privatheitsbezogene Kontrollanspriiche anhand von
Gewihrleistungszielen am deutlichsten machen (Rost, 2024; mit Fokus auf
Anonymitit Kuhn, 2019). Diese bilden etablierte Kategorien, anhand derer
Schutzbedarfe ausgearbeitet werden konnen. Sie beziehen sich etwa auf
konkrete Daten bzw. Informationen, mitunter aber auch auf technische
Systeme oder Prozesse als Ganzes. Ziele wie Verfiigbarkeit, Integritdt, In-
tervenierbarkeit oder Transparenz stellen ein technisches Funktionieren
oder Operieren sicher.? Ziele wie Vertraulichkeit, Nichtverkettung und Da-
tenminimierung eint die Begrenzung von Information in einem System.
Technische Privatheit ist hier daran interessiert, Informationen im System
zu reduzieren bzw. begrenzbar zu machen und in diesem Sinne durch
Wegnahme von Information moglichem Kontrollverlust vorzubeugen.

Davon unterscheidet Trepte solche Ansitze, die Kontrolle als einen Be-
standteil von Privatheit sehen (Privatheit und Kontrolle). Ansatze dieser
Gruppe folgen Tavani und Moor (2001: 6), die sagen: ,We can have con-
trol but no privacy, and privacy but no control” (mit einem ahnlichen
Argument zur Trennung von Privatheit und Sicherheit Dourish & Ander-
son, 2006). Tendenziell eher in den Sozialwissenschaften diskutiert, wird
Kontrolle hier aus der Rolle als Garant von Privatheit gelost. Es handelt
sich nur noch um ein Mittel unter Vielen, um Sicherheit herzustellen.
Anders als etwa im Fall von technischer Kontrolle durch Wegnahme von
Informationen findet sich hier ein offeneres Verstindnis von Kontrolle, wie
bspw. Delegation von privatheitsbezogenen Aufgaben {iber Vertrauen in ein

2 Zu dieser Deutung von Intervenierbarkeit und Transparenz: hier geht es um die Mog-
lichkeit, dass Akteure (oft Datensubjekte) in der Verarbeitung intervenieren kénnen
und damit eine individuelle Form von Kontrolle ausiiben kdnnen bzw. der Verarbei-
tungsprozess sichtbar und damit tiberpriifbar wird.
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Netzwerk. An anderer Stelle finden sich Diskussionen, die als Kontextkom-
petenz verstanden werden konnen. Je nach den Anforderungen in einer
gegebenen Situation entscheiden Akteure {iber das Wie ihrer Teilnahme
(Dienlin, 2014). Trepte (2021: 12) macht den Punkt, dass durch das Aus-
iben von Kontrolle allein Privatheit nicht hergestellt werden kann.

Als zweite normative Kategoriengruppe der Privatheitsforschung sehen
wir Sozialitat. Neben Erfordernissen der Kontrolle wird Privatheit als Mo-
ment des Herstellens von Teilhabe oder Gemeinschaft bearbeitet. Im Unter-
schied zum mittlerweile Giberholten Privacy Paradoxon, das Sozialitat als
Irritationsmoment von Privatheit versteht (kritisch dazu Dienlin & Trepte,
2015), ist dieser Anspruch in der Privatheitsforschung zunehmend présent.

In der Informatik etwa streben Forschende hdufig technische Losun-
gen fiir die Ermoglichung von Sozialitdt unter gleichzeitig informations-
reduzierten (und damit kontrollierten) Bedingungen an. Beispiele hierfiir
sind anonyme Kommunikationstechnologien und Privacy-Mechanismen
auf Datenebene. Erstere meinen bspw. Anonymisierungsdienste zur Inter-
netnutzung (Dingledine, 2004) oder alternative Web Front Ends. Als Bei-
spiel fiir zweiteres garantiert Differential Privacy (Dwork, 2011) auf Daten-
ebene einen nach oben beschrinkten Informationsgewinn gegen Datensub-
jekte in einer Datenmenge, wenn die Daten (beschrinkt) geteilt werden. In
der Informatik wird Sozialitit aber auch problematisiert. So ist etwa das
Nachweisen moglicher privatheitsrelevanter Inferenz auf bis dato unpro-
blematisierten Daten ein oft aufgebrachtes Thema. Teilweise passiert dies
durch die Hinzunahme von plausiblem Hintergrundwissen (z. B. Torra,
2012 fur die Datenebene; offentlichkeitswirksam zuletzt durch den Chaos
Computer Club fiir Mobilititsdaten eines deutschen Autoherstellers, Beuth,
2025).

In den Sozialwissenschaften haben Autorinnen wie Nissenbaum (2004)
in der stirker theoretischen Arbeit, aber wegweisend auch Marwick und
boyd (2014) darauf aufmerksam gemacht, dass Privatheit Sozialitdt ermog-
licht und umgekehrt durch Sozialitdt Bedeutung erlangt. In einer wichtigen
Studie zu Privatheit unter Teenagern zeigten die Autorinnen, dass Privat-
heit eine soziale Ressource sein kann. Freundinnen machen in den sozialen
Medien sichtbar, dass Sie jetzt in einen separaten Chatraum gehen, in
dem sie privatere Themen unter sich besprechen. Oder Jugendliche fiihren
eine offentliche Diskussion, aber unter Verwendung einer ,Raubersprache®
In den Sozialwissenschaften werden daneben auch politische Aspekte von
Privatheit diskutiert. Privatheit muss geschiitzt und bewahrt werden, bie-
tet Schutz vor staatlichem und sonstigem Ubergriff. Gleichzeitig wird im
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Schutz der Privatheit das Gelingen der freiheitlich-demokratischen Grund-
ordnung sichergestellt, sie erméoglicht Teilhabe.

Kritik, und damit die letzte der drei Kategoriengruppen, bezieht sich
auf die Kontingenz von Privatheitsbeziigen. Kontingenz meint, dass Privat-
heit so oder anders, im Zweifel aber auch nicht gestaltet werden kann.
Es wird der Anspruch formuliert, dass etablierte Arrangements in Frage
gestellt und Alternativen eruiert werden konnen. Aus dem Unhinterfragba-
ren wird potenziell etwas Hinterfragbares. Das kann sich beispielsweise auf
Privatheitsnarrative beziehen. Forschende setzen sich kritisch mit der Fra-
ge auseinander, ob und wie Uberwachungskapitalismus normalisiert oder
problematisiert wird (Wahl-Jorgensen et al., 2017), ein Thema, das auch in
der weiteren Tradition der Kritischen Theorie und der Surveillance Studies
intensiv diskutiert wird (etwa bei Lyon, 2014 oder Zuboft, 2020). Genauso
ist das Design technischer Artefakte kontingent. So untersuchen Greene
und Shilton (2018) vergleichend das Design von Privatheit durch Apple-
oder Microsoft-Entwickler:innen und finden hier erhebliche Unterschiede.
Damit brechen die Autoren Vorstellungen von der Unverénderlichkeit von
Technologien auf und verweisen auf die potenzielle Vielfalt von Gestal-
tungsmoglichkeiten. In der Informatik sind Ermdglichungstechnologien,
die ein kritisches Hinterfragen anbieten, Gegenstand der Forschung. So
werden Losungen entwickelt, die etablierte Funktionalitdten unter gleich-
zeitiger Wahrung von Privatheitsanspriichen bereitstellen. Hier steht die
implizite Nachfrage nach Losungen im Raum, die einerseits Sozialitdt bei
gleichzeitiger Kontrolle etablieren und damit potenziell auch Etabliertes
aufbrechen.

Es sind damit insgesamt drei iibergeordnete Privatheitsanspriiche, die
wir tiber den Prozess des Gruppendelphi identifiziert und in vielen Runden
iterativ Giberpriift haben. Kontrolle, Sozialitit und Kritik sind wesentliche
normative Priifkriterien, denen sich Privatheitsforschung in ihrer gesamten
Bandbreite widmet.

3. Forschungspraxis Privatheit

Hinter den disziplindr unterschiedlichen Zugéngen zu Privatheit verbergen
sich mehr als variierende normative Grundordnungen. Forschung unter-
scheidet sich auch darin, wie iiber Privatheit gesprochen wird und wie sie

konkret beforscht wird. Fiir ein Modell, das es ermdglichen soll, sich in
diesem komplexen Forschungsfeld zu verorten, ist damit nicht nur nach
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den normativen Anspriichen zu fragen, sondern auch danach, auf welcher
Ebene Privatheitsforschung ansetzt, wenn es darum geht, Privatheit als
Tatigkeit zu erfassen. Dabei folgen wir dem theoretischen Programm der
Praxistheorien als analytischer Brille. Dabei handelt es sich um eine theo-
retische Perspektive aus den Sozialwissenschaften, die soziales Handeln
tber sich wiederholende und kollektiv geteilte Praktiken im Sinne von
sways of doing and saying® (Schatzki 2002: 87) in den Blick nimmt. Diese
»doings and sayings® sind hier die grundlegende Analyseeinheit (Reckwitz,
2002: 212). Ein besonderes Augenmerk liegt auf der Rolle von Materialitit,
was auch technische Artefakt umfasst. Soziales Handeln entsteht, auch
in der Herstellung symbolischer und relationaler Bedeutung, immer aber
in der Auseinandersetzung mit den materiellen Gegebenheiten. Wissen-
schaft — und damit auch die Privatheitsforschung - ist also als Praxis der
Erkenntnisproduktion zu verstehen (Hillebrandt, 2009: 15).

Als praxistheoretische Dimensionen unterscheiden wir im Anschluss an
Welch (2016) und Mattoni (2020) eine Inhalts-, Netzwerk- und Materiali-
tatsebene, in Abb. 1 horizontal ausgerichtet. Praktiken, hier Forschungs-
praktiken, konnen dabei entlang der Frage unterschieden werden, mit
welchen Bedeutungen und sozialem Sinn (bspw. aktuelle Wissenschaftsthe-
men) sie umgehen, in welche Beziehungsgeflechte sie eingefiigt sind (bspw.
Forschungsgruppen) und welche Rolle der Materialitdt dabei zukommt
(bspw. Vertriebswege fiir wissenschaftliche Fachzeitschriften). Kurz, die
Forschungspraxis im Feld der Privatheit duflert sich in verschiedenen Be-
deutungszuschreibungen zu Privatheit, in ihrer praktischen Einbettung in
Netzwerke, die Privatheit erst tragen und in ihrer Auseinandersetzung mit
Materialititen von Privatheit.

Das ldsst sich einfach am Beispiel der Erforschung von Privatheit in einer
Freundschaft beschreiben. Privatheit kann hier in symbolischer Hinsicht
einerseits bedeuten, Informationen weiterzugeben oder eben nicht, nach
innen wie nach auflen. Privatheit kann hier ,Loyalitit® der Geheimnistra-
ger bedeuten — oder das wechselseitige Verfiigen iiber Informationen kann
als ,Abhingigkeitsverhaltnis“ beschrieben werden. Auf der relationalen
Ebene gilt dariiber hinaus eine Vielzahl von Regeln, die bestimmen, in
welchen Situationen und mit wem Informationen geteilt werden diirfen
und in welchen moglicherweise erst eine Erlaubnis eingeholt werden muss.
Auch eine codierte Sprache, tiber die intuitiv Erinnerungen abgerufen wer-
den, kann dazugehoren. Auf der materialen Ebene schliefSlich konnen etwa
gemeinsame Erinnerungsstiicke, Fotos oder bestimmte Gegenstinde eine
Rolle spielen.
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Damit verstechen wir die Erforschung von Privatheit als Wisse-
nschaftsfeld, in dem Forschende mit ihren Vorhaben auf diesen (mindes-
tens drei) unterschiedlichen Ebenen ansetzen kénnen. Ganz explizit geht
es uns hier nicht um eine praxeologische Theorie von Privatheit (dazu
an anderer Stelle Moller, 2024), sondern um eine praxistheoretische Erfas-
sung des interdisziplindren Feldes der Privatheitsforschung. Und hier zeigt
sich, dass Wissenschaftler:innen vor dem Hintergrund unterschiedlicher
Theorieschulen und unter dem Einfluss unterschiedlicher Wissenschafts-
kulturen variierende forschungspraktische Akzente setzen. Sie bedienen
sich lokal oder transkulturell unterschiedlicher Netzwerke mit Wissenschaft
und Praxis und produzieren Texte, Materialien oder Programme (Reck-
witz, 2003: 284f.). Fihrt man sich dariiber hinaus die Komplexitatssteige-
rung von Privatheits-bezogenen Praktiken in der datafizierten Gesellschaft
vor Augen (Gstrein & Beaulieu, 2022), so potenziert sich diese Vielfalt
weiter.

In der Forschungspraxis werden zunéchst einmal, erstens, symbolische
Beziige hergestellt. Wissenschaftler:innen stellen bspw. Fragen zum Charak-
ter bestimmter Informationen und menschlichen Abwégungen beziiglich
dieser Informationen, um den symbolischen oder sinnhaften Geltungsbe-
reich von Privatheit zu bestimmen. Welche Informationen sind sensibel,
welche haben einen stirker 6ffentlichen Charakter? Als Beispiele hierfiir
kann Forschung zu Privatheits-Risiken, etwa in e-Passen (Juels et al, 2005),
fur prekar Beschiftigte (Bernd et al., 2020) oder auch die oben erwahnten
Mobilitdtsdaten von Autos (Beuth, 2025) genannt werden. In der akteurs-
zentrierten Privatheitsforschung adressieren Forschende dhnliche Fragen
aus Sicht bspw. von Mediennutzenden oder Konsument:innen. Mit starker
soziologischem Einschlag fragen Wissenschaftler:innen nach der narrati-
ven Konstruktion von Privatheit bspw. entlang kollektiv funktionsfdhiger
Narrative wie bspw. Technopanik (die diffuse Sorge vor dem destruktiven
Einfluss von Technologie, vgl. Marwick, 2008) oder Privacy-Zynismus
(eine ironisch-sarkastische Bewiltigungsstrategie, die sich auf die Unmdog-
lichkeit von Privatheit als Praxis bezieht, vgl. Hoffmann et al., 2016). Insge-
samt geht es damit in der symbolischen Dimension um die Bestimmung
der Gegenstinde, die in einer jeweiligen Situation relevant sind.

Relationale Aspekte, zweitens, beziehen sich auf soziale Beziehungen, die
Privatheit herstellen. Hier setzen Forschende an, um zu klaren, welche
Netzwerke, Gruppen und sozialen Beziehungen auf welche Weise den
Geltungsbereich von Privatheit bestimmen. In der informatischen Privat-
heitsforschung ist etwa der anonymitatsmengenbezogene Ansatz etabliert
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(Serjantov, 2002): Hier wird die Identifizierbarkeit eines:r konkreten Teil-
nehmer:in in Relation zu allen anderen Beteiligten gesetzt. Indem die
Identifikation einer Einzelperson auf eine Grundmenge bezogen wird, die
alle moglichen Kandidaten stellt, hat sich hier eine wahrscheinlichkeits-
theoretisch fundierte Metrik etabliert. Im Extrembeispiel ldsst sich eine
einzelne Person trivialerweise identifizieren, wenn sie aus einer Kandida-
tenmenge der Grofle eins stammt. Privatheit wird hier also in Relation
zu einer Gruppe konzipiert. Auflerhalb der Informatik stehen héufig in-
terpersonale Beziehungen im Fokus, wie im Ansatz von Crowley (2017),
der Informationskontrolle {iber interpersonale Beziehungen in den Blick
nimmt oder, mit stirker soziologischem Einschlag, der Umgang mit Pri-
vatheit unter jugendlichen Peers (Marwick & boyd, 2014). Ein anderer
Forschungsbereich betrifft den groflen Bereich der Bildung im Kontext von
Fragen der Privatheit. Zunehmend richten Forschende ihr Augenmerk auf
die Bedeutung von Interaktion (Raynes-Goldie & Allen, 2014; Roessler &
Mokrosinska, 2013) und von sozialen, bspw. schulischen oder familidren
Beziehungen (De Leyn et al., 2022; Kumar et al., 2020) in der Ausbildung
von Privatheits-bezogenen Kompetenzen und Werten. An diesen knappen
Einblicken wird deutlich, dass Relationalitdt in der Breite nicht nur mit
Blick auf Datensicherheit, sondern explizit und zunehmend (dazu bspw.
Moller, 2025) im Hinblick auf Momente des Teilhabens erforscht wird.

Die materiale Dimension schliefSlich umfasst Forschung, die Fragen
der Privatheit im Geltungsbereich von Objekten oder Artefakten umfasst.
Das bezieht sich etwa auf rdumliche Privatheit, wie sie Tiiren oder Gebdu-
de herstellen. Dabei ist diese auch kulturell geprédgt. Stanner & Martin
(2001) zeigen am Beispiel der Umsiedlung von indigenen Australier:innen
in feste Behausungen, dass geschlossene Tiiren im klaren Widerspruch
zur Privatheitspraxis der Aborigines stehen. Genauso werden hier aber
auch Fragen zum Design von Technologien und deren Implikation fiir
Privatheitspraktiken untersucht (bspw. Greene & Shilton, 2018). Praktisch
implizieren etwa auch die technischen Grundlagen des Internets standard-
miflig die Preisgabe von personenbezogenen Daten an Akteure (etwa auf
Infrastrukturebene) oder auch die Preisgabe von Verkehrs- oder Metadaten.

Das Forschungsfeld insgesamt ldsst sich mit Blick auf diese Dimensio-
nen teilweise, aber nicht konsequent, entlang der Disziplinen ordnen.
Sowohl narrative als auch materiale Beziige spielen eine grofle Rolle in
den Kommunikations- und Medienwissenschaften, dort wo Inhalte oder
Besonderheiten von Plattformen eine Rolle spielen. Aber auch relationale
Zugange treten zunehmend in den Vordergrund, wie sich an interdiszipli-
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nédren Diskussionsansitzen zeigt (Braunlich et al., 2021; Trepte, 2021). In
den Computerwissenschaften spielen materiale und narrative Aspekte eine
wichtige Rolle, bspw. mit Fokus auf der Risikoqualitit von Informationen
oder dem Design von Technologien. Diese Zuordnung stimmt aber nur
teilweise. Im interdisziplindren Feld der Privatheitsforschung engagieren
sich bspw. Autor:innen aus Bereichen wie den Science and Technology Stu-
dies, die alle drei Dimensionen bedienen (bspw. Gstrein & Beaulieu, 2020).
Aber auch die Unterscheidung der drei Dimensionen ist nicht ganz trenn-
scharf. So kdnnen beispielsweise Artefakte auch Affordanzen fiir bestimmte
Inhalte bieten. Es handelt sich also um eine analytische Unterscheidung.

4. Das Privacy Fabric Model

Beide Kategoriengruppen, normative Anspriiche wie forschungspraktische
Zugange zu Privatheit, verweben wir im Privacy Fabric Model. Der Be-
grift ,Fabric®, aus dem Englischen ibernommen im Sinne von ,,Gewebe,
veranschaulicht hier die grundlegende Funktion des Modells, ndmlich
diese beiden Kategoriengruppen als zwar in einem Spannungsverhiltnis,
aber einander ergénzend und gewissermaflen verwoben zu denken. Aus
den Disziplinen der Soziologie, Kommunikations- und Medien- sowie
Computerwissenschaften heraus, und damit aus einer interdisziplinér
noch limitierten Perspektive, unternehmen wir damit den Versuch, diese
Unterschiedlichkeit als das zentrale Charakteristikum dieses komplexen
Forschungsfeldes greitbar zu machen. Das Modell kann damit zwei Funk-
tionen erfiillen. Vor dem Hintergrund der Herausforderung, die Interdiszi-
plinaritdt darstellt, bieten wir es als einen unterstiitzenden Orientierungs-
rahmen fiir wissenschaftsbezogene Diskussionen iiber Privatheit an. Da-
riiber hinaus unterstiitzt es dabei, die Schwerpunkte der eigenen Disziplin
zu eruieren und sich im Verhiltnis zu anderen Zugéngen im Kontext der
Privatheitsforschung verorten und/oder abgrenzen zu kénnen.

Das Modell adressiert das Feld der Bedeutungsproduktion im Kontext
von Privatheitsforschung und verwebt dabei die zwei Kategoriengruppen,
die in (2) und (3) eingefiihrt wurden. Die eine Kategoriengruppe betrachtet
Praxisbeziige in der Betrachtung von Privatheit (symbolisch, relational, ma-
terial), die andere Gruppe normative Anspriiche, die aus der Wissenschafts-
praxis heraus fiir Privatheit formuliert werden (Kontrolle, Sozialitat, Kri-
tik). Beide stehen in einem Spannungsverhaltnis. Dieses ist charakteristisch
fiir jedweden Zugang zu Privatheit. Das Oszillieren zwischen normativem
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Anspruch und praktischer Umsetzung zeigt sich in der Auseinandersetzung
mit bisher jedem uns bekannten Feld der Privatheitsforschung.

Es sind (mindestens) zwei Anwendungsszenarien fiir das Modell vorstell-
bar. Das PFM bietet einerseits jenen Privatheitsforschenden, die sich gut
in der Literatur auskennen, einen pragmatischen Uberblick tiber das For-
schungsfeld Privatheit und damit zugleich auch eine Art rudimentérer ge-
meinsamer Sprache. Diese ergibt sich aus der Unterscheidung von norma-
tiven und praxisbezogenen Kategoriengruppen. Der normative Anspruch
von Sozialitdt beispielsweise und der praxisbezogene Zugang zu Privatheit
iiber relationale Fragestellungen sind zwei verschiedene Paar Schuhe, die
mit Hilfe des Modells konkret benannt werden kénnen. Es lassen sich For-
schungsschwerpunkte und -trends ausmachen und ggf. kritisch diskutieren.
Andererseits bietet das Modell Forschenden Ansatzpunkte fiir eine Selbst-
verortung im Feld der Privatheitsforschung und damit Annéherungen an
die Frage, welche Teilaspekte von Privatheit untersucht werden - und wel-
che nicht. Vor dem Hintergrund des vielschichtigen Konzepts Privatheit
ist die Erkenntnis iiber die zwangsldufige Begrenztheit des eigenen Vorha-
bens hilfreich, moglicherweise entlastend und ladt zum interdisziplindren
Austausch ein. Indem die Stirken eines Zugangs aufgezeigt werden kénnen,
ist es zugleich legitim, lediglich Teilaspekte in den Blick zu nehmen.

Wie kann das nun konkret umgesetzt werden? Als Anwendungsbei-
spiel fiir diese beiden Optionen ist ein behavioristisch ausgerichtetes For-
schungsvorhaben vorstellbar. Ansétze in der Tradition der Rational Choice-
Theorieschule gehen davon aus, dass grundsdtzlich vernunftbegabte Ak-
teure ihre Privatheits-bezogenen Entscheidungen abwiégen und in diesem
Abwiagungsprozess mit zunehmender Bildung reflexive Kompetenzen auf-
bauen konnen (Masur, 2020) oder in diesem Prozess scheitern und dabei
bspw. Privatheits-Zynismus oder -Apathie entwickeln (Lutz & Newlands,
2021; Hoffmann et al., 2016). In behavioristischen Ansdtzen kommt als
normativer Bezug haufig Privatheit als Kontrolle zum Tragen, wobei mit
Blick auf soziale Medien zunehmend auch Relationalitit diskutiert wird (zu
beiden Anspriichen s. Trepte, 2021). Der Fokus in der Anwendungspraxis
liegt nicht selten auf der narrativen Ebene. Privatheit wird, mit anderen
Worten, vorrangig als kognitiv-reflexive Kontrolle behandelt, wobei auch
die Frage nach Affordanzen, als materiale Perspektive, in den Blick gerit
(auch hierzu Trepte, 2021).

Ein behavioristisch ausgerichtetes Privatheitsprojekt liefe sich nun bspw.
kritisch mit Blick auf Forschungstrends fiir die Privatheitsforschung disku-
tieren. In dieser Richtung wird das Individuum als analytischer Zugang
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zu Privatheit gewdhlt; eine gegenwirtig sehr erfolgreiche Perspektive, auch
in der Privatheitspraxis. Das Anwendungsdesign, das sich beispielsweise
aus der DSGVO ergibt, ist an individuellen Entscheidungen aufgehdngt. In
der tagtiglichen Anwendung bekommen Nutzer:innen vermittelt, dass es
an Thren Entscheidungen, an ihrer Bereitschaft, Zeit fiir die Auswahl oder
Limitierung von Cookies zu investieren, liegt, ob sie Kontrolle tiber ihre
Privatheit austiben (wollen) oder nicht. Im Alltag von Nutzer:innen aber
auch in den Kommunikations- und Medienwissenschaften dominieren be-
havioristische Anséitze das Feld (vgl. Moller, 2024a, b). Andere Ansdtze
miissen aktuell (noch) als randstdndig eingeordnet werden. Eine individu-
umszentrierte, narrativ und kontrollbezogene Privatheitsforschung ist hier
eher der Regelfall als die Ausnahme. Stimmen aus der von der Kritischen
Theorie inspirierten Privatheitsforschung mahnen etwa das Fehlen struktu-
reller Perspektiven, bspw. als Kapitalismuskritik an (Fuchs, 2017; Helm &
Seubert, 2020). Diese kritische Gegeniiberstellung von Mikro- und Makro-
Perspektive verfolgt das PFM aber gerade nicht. Das PFM beleuchtet das
Feld der Privatheitsforschung gewissermafien quer zu Mikro- und Makro-
perspektiven.

Insgesamt unterstreichen wir damit erneut, dass es sinnvoll sein kann,
Privatheit als Problematisierungsbegriff zu betrachten und damit das For-
schungsfeld als einen Bereich der Wissenschaftspraxis, der diese Problema-
tisierungen adressiert. Privatheit ist im Grunde ,unmdglich® und kann
immer nur eine Annéherung sein. Dariiber hinaus bieten wir mit dem PFM
fiir den interdisziplindren Charakter des Feldes eine konstruktive Wen-
dung. Die Vielfalt der theoretischen Zuginge muss nicht in unhandliche
geteilte Definitionen gepresst werden, sondern darf zueinander sprechen.

5. Schlussbemerkungen

In der datafizierten Gesellschaft drohen die ohnehin herausfordernden
Anliegen der Privatheitsforschung in ihrer Komplexitit besonders dann
uniiberschaubar zu werden, wenn ein interdisziplindrer Dialog gewahrleis-
tet werden soll. Das PFM arbeitet entlang einer vergleichsweise schlich-
ten Zweifach-Logik. Zum einen erkennt es die natiirliche Ambivalenz an,
die dem Begriff der Privatheit, und damit auch dem Forschungsfeld inne-
wohnt. Wohin man schaut, Privatheitsforschung ist mit der nicht selten
problematisch erscheinenden Zusammenschau von Praxis, Anspriichen
und deren Divergenz konfrontiert. Zum anderen haben wir iiber den Pro-

181

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Johanna Moéller, Lukas Schmitz und Sebastian Rehms

zess eines Gruppendelphis, quer iiber die Disziplinen hinweg jeweils drei
normative und drei praxisbezogene Kategorien der Erforschung von Privat-
heit identifiziert, die den Begriff tragen. Das damit entstandene Modell
soll ein interdisziplindres Gespriach moglich machen, das die Komplexitat
des Privatheitsbegriffs und die unvermeidbare Reduktion von disziplindrer
Privatheitsforschung unterstreicht.

Als moglichen Ansatzpunkt bieten wir mit dem PFM ein Modell fiir den
interdisziplinaren Dialog zwischen Privatheitsforschenden. Interdiszipli-
nére wie disziplindre Modelle von Privatheit, die eine definitorische Ant-
wort auf aktuelle Problemlagen versuchen, tendieren dazu, Variablen zu ku-
mulieren oder das kritische Potenzial des Konzepts zu iibergehen. So wer-
den Modelle unhandlich, unnétig komplex. Fehlender Fokus kann zulasten
von Forschungsergebnissen gehen. Anders das PFM, das ein rudimentéres
Vokabular fiir das interdisziplindre Gespréch iiber die Wissenschaftspraxis
im Forschungsfeld Privatheit anbietet.

Das PFM setzt explizit keinen spezifischen Privatheitsbegrift voraus.
Vielmehr arbeiten wir mit der Annahme, dass es eine interdisziplinére
Definition von Privatheit, die den unterschiedlichen theoretischen und
analytischen Zugdngen zum Feld gerecht wird, nicht zwingend geben muss.
Indem wir der wissenschaftsbezogenen Diskussion iiber Privatheit tiber-
greifende forschungspraktisch angewendete Kategorien entleihen, erméogli-
chen wir mit dem vorgeschlagenen Modell die Auseinandersetzung mit
einer Vielzahl von Konzepten und Theorien.

Privatheitsforschung ldsst sich so anhand von drei normativen Ansprii-
chen und drei anwendungsbezogenen Kategoriengruppen als ein eigenstin-
diges Forschungsfeld beschreiben, das vor dem Hintergrund einer Span-
nungsbeziehung zwischen normativen und praxisbezogenen Uberlegungen
sowohl wissenschaftlich als auch alltagspraktisch wahrgenommene Privat-
heitsbelange adressiert.

Unterschiedliche Zugénge zu Privatheit konnen damit in einfacher Weise
auf ihre Limitationen oder ihr Ergdnzungspotenzial hin gepriift werden.

Diskutiert man vorliegende Forschung entlang des Modells, konnte
man argumentieren, dass Privatheit hdufig als eine Form der Kontrolle
und zugleich auf der narrativen Ebene betrachtet wird. Behavioristische
Forscher:innen sind sich dessen bewusst und setzen sich daher kritisch
mit dem Kontrollbegriff auseinander. So weisen Dourish und Anderson
(2009) bereits frith darauf hin, dass Kontrolle haufig mit Sicherheit gleich-
gesetzt wird und damit eine Engfiihrung des Konzepts provoziert. Trep-
te (2022) stellt sich vor dem Hintergrund der umfassenden Bedeutung
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sozialer Medien die Frage, inwiefern das Kontrollparadigma von relatio-
nalen Sicherungsmechanismen abgeldst wird. Solche richtungsweisenden
Diskussionen lassen sich mit dem PFM nachvollziehen und einordnen.
Behavioristische Forscher:innen kénnen sich die Frage stellen, was sie
zur Erforschung des Anspruchs der Kontrolle beitragen kénnen, aber wie
sich dieses eben zugleich vor dem Hintergrund von Sozialitit und Kritik
relativiert. Dariiber hinaus kénnen Forscher:innen mit Hilfe des Modells
sensibel dafiir werden, normative und praktische Kategorien nicht zu ver-
wechseln. Wiahrend Kontrolle ein normativer Anspruch ist, kann im Fall
von sozialen Medien Relationalitdt eigentlich Sozialitdt meinen, also die
praktische Umsetzung von Privatheit in der Gemeinschaft mit anderen.
Hier gilt es die Aufmerksamkeit fiir die Zuordnung als normative oder
anwendungsbezogenen Kategorien zu schirfen.

Aus unserer Perspektive kann das PFM dazu beitragen, interdisziplinére
Privatheitsforschung durch einen Gesprichsansatz zu unterstiitzen. Dabei
sind wir fiir Anregungen aus weiteren wichtigen Disziplinen wie den
Rechtswissenschaften oder der Psychologie offen und laden zur weiteren
Auseinandersetzung liber das Modell ein. Zentral erscheint uns aber der
Grundgedanke, dass es nicht die Steigerung von Komplexitit ist, sondern
die Sichtbarmachung von Zusammenhingen, die hier potenziell ein pro-
duktives Neben- und Miteinander von Wissenschaftspraktiken unterstiit-
zen kann. Darin liegt zugleich ein Appel fiir mehr interdisziplinire Privat-
heitsforschung.
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Freiheit und Selbstbestimmung in digitalen Infrastrukturen?
Zur Kontroverse um den Gemeinwohlnutzen soziodigitaler
Infrastrukturen

Carsten Ochs, Andreas Bischof, Mario Gobel, Simon Hensellek,
Delphine Reinhardt und Ina Schiering

Zusammenfassung

Der vorliegende Beitrag dokumentiert den gesellschaftlich kontrovers diskutierten Pluralismus
der Werte, die bei der Debatte um die Frage nach Freiheit und Selbstbestimmung in digitalen
Infrastrukturen ins Spiel gebracht und verhandelt werden. Gegen Versuche, eine solche Debatte
an blof einem einzigen Wertprinzip (z. B. ,free expression®) zu orientieren, versammelt er eine in-
terdisziplindre Reihe von Expert:innen, die in die Debatte unterschiedliche, z. T. auch disziplinir
justierte Perspektiven Einbringen. Der Beitrag geht auf das Diskussionspanel ,Digitale Freiheit:
Welche? Wessen? Und mit welchen Mitteln?“ zurtick, das im Rahmen der 9. Jahreskonferenz
der Plattform Privatheit ,Freiheit in digitalen Infrastrukturen® (17./18. Oktober 2024 in Berlin)
veranstaltet wurde. Im Nachgang der Konferenz formierte sich eine Autor:innengruppe, die
mit dem vorliegenden Beitrag die Vielschichtig- und -stimmigkeit der gesellschaftlichen Gewéhr-
leistung und Auseinandersetzungen um Freiheit in digitalen Infrastrukturen zu dokumentieren
versucht. Um dies zu erreichen, wird mithilfe der im Feld der franzésischen Wirtschaftssoziologie
entwickelten ,économie des conventions“ die Pluralitdt der Gesichtspunkte, unter denen die Frage
nach Freiheit und Selbstbestimmung in vernetzten digitalen Infrastrukturen bearbeitet werden
kann, kohérent dargestellt. Wie sich herausstellt, setzt die Gewidhrleistung von Freiheit in digitalen
Infrastrukturen weit mehr voraus als die Orientierung an einem einzigen Wertprinzip: Kompro-
misslinien zwischen versch. Wertkonventionen miissen gefunden, das Zusammenwirken versch.
Wertkonventionen muss erreicht, und mitunter muss die Privilegierung best. Werte auf Kosten
anderer im Sinne eines Nullsummenspiels kollektiv bindend vereinbart werden.

1. Einleitung

Am 7. Januar 2025 verkiindete der Vorstandsvorsitzende von Meta Plat-
forms, Mark Zuckerberg, das Ende des sogenannten ,Fact Checking Pro-
grams“ auf den vom Konzern betriebenen Plattformen Instagram, Face-
book und Threads. Das auf der Meta-Website veroffentlichte Video, in
dem Zuckerberg diese Entscheidung verkiindet, hat eine Laufzeit von fiinf
Minuten und siebzehn Sekunden; in Sekunde 6 fallt zum ersten Mal der in
der Begriindung wiederholt verwendete Begriff der ,free expression’, d. h.
des ,freien Ausdrucks® oder der ,,Meinungsfreiheit® (so die tiblichen Uber-
setzungen), was sich hier, sofern im Video auch die Wendung ,give people a
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voice“ fallt, im Sinne der Redefreiheit verstehen lasst.! Wahrend sich Metas
Vorstandvorsitzender somit also auf die Gewihrleistung von diskursiven
Freiheiten berief, um die Ablehnung der Verantwortungsiibernahme fiir
bzw. der Regulierung von innerhalb der Meta-Infrastrukturen erzeugten
und verbreiteten Inhalten zu rechtfertigen, reagierten européische Kom-
mentator:innen auf die Ankiindigung mit Kritik. Netzpolitik.org-Chefre-
dakteur Markus Beckedahl etwa wurde auf der ZDF-Website u. a. wie
folgt paraphrasiert bzw. zitiert: ,Die Redefreiheit werde iiber alles gestellt
und die Content-Regeln vor allem bei den Themen (...) Migration und
,Gender* wiirden so gedndert, dass ,zukiinftig simtliche Aufferungen, auch
diskriminierende, auch rassistische MeinungsaufSerungen moglich sind*“?

Man muss also kein:e Digitalisierungsforscher:in sein, um mit der Frage
nach der Freiheit und Selbstbestimmung in digitalen Infrastrukturen kon-
frontiert zu sein, sie stellt sich vielmehr fiir uns alle, die wir tagtaglich unse-
ren Tétigkeiten, Interessen und/oder Geschéften in diesen Infrastrukturen
nachgehen, ganz praktisch und wie von selbst, ob wir wollen oder nicht.
Perspektiviert man Freiheit als mehr oder weniger stark realisierten und
je spezifisch ausgeformten Bestandteil von Gemeinwesen, so verbindet sich
die Frage zudem bruchlos mit der Entwicklung und Gestaltung digitaler
Gesellschaftsstrukturen. In Bezug auf letztere war derweil in den letzten 30
Jahren ein gewisser Umschwung zu beobachten:

o Als das Internet gegen Mitte der 1990er Jahre begann, zur zentralen
Kommunikations- und Informationsinfrastruktur der Alltagspraktiken
in den verschiedensten sozialen und gesellschaftlichen Bereichen zu wer-
den, verband sich damit die Hoftnung, dass die technische Funktions-
weise der zugrundeliegenden Systeme die Entwicklung demokratischer
Strukturen, emanzipatorischer Projekte und selbstbestimmter Identitats-
bildung gewissermaflen direkt antreiben wiirde (Rheingold 1993; Schuler
1994; Turkle 1995; Castells 1996; Wellman 2001; Quan-Hase et al. 2002;
Benkler 2006). Die Verteiltheit der Rechennetzwerke néhrte bei all jenen,
die noch die one-to-many-Broadcasting-Struktur der Massenmedien und
ihre mitunter destruktive Rolle im Kontext der totalitiren Barbareien
des 20. Jh. im Geddchtnis hatten (man denke nur an die Nutzung des
Volksempfangers* im Nationalsozialismus), die Hoffnung, dass Kom-

1 https://about.fb.com/news/2025/01/meta-more-speech-fewer-mistakes/ (zugegriffen
am 9. Januar 2025).

2 https://www.zdf.de/nachrichten/wirtschaft/unternehmen/meta-zuckerberg-faktenchec
k-moderation-beckedahl-100.html (zugegriffen am 9. Januar 2025).
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munikationen und Informationsfliisse durch die Entwicklung horizontal
strukturierter Kommunikationsnetzwerke quasi automatisch demokrati-
siert wiirden.

+ Gegeniiber diesem optimistischen Digitalisierungsdiskurs der 1990er
Jahre fallen die nachfolgenden Debatten schon seit einer Weile eher
dystopisch aus. Die Zentralisierung der Kommunikation durch Plattfor-
men und ihre Netzwerkeffekte, die Fake News- und Propaganda-Maschi-
nerien des Internets, die datenékonomische Instrumentalisierung des
Sozialen, die Verstiarkung sozialer Ungleichheit durch statistisch operie-
rende Machine Learning-Systeme sowie die Ressourcen- und Menschen-
Ausbeutung zur Entwicklung letzterer werden kritisiert (van Dijck 2013;
Lovink 2017; Benkler & Faris & Roberts 2018; Eubanks 2018; Pfeiffer
2021; Crawford 2024). Dabei riicken die kritischen Analysen auch die
Besitzergreifung der Markte durch Unternehmen in den Fokus (Staab
2019) und perspektivieren das Geschiftsmodell des ,Uberwachungskapi-
talismus® als behaviouristischen Anschlag auf Freiheit, Selbstbestimmung
und die Offenheit der Zukunft insgesamt (Zuboft 2018) - und dies
nicht erst, seit sich die unheilvollen Allianzen zwischen politischem
Rechtspopulismus jenseits (Maga-Republicans) und diesseits des Atlan-
tiks (AfD) einerseits und datafiziertem Tech-Feudalismus andererseits
(Musk) aufgemacht haben, die historisch miihevoll etablierten demokra-
tischen Strukturen der USA und Europas zu unterminieren.

Die Tonlage der Debatten um die digitalen Infrastrukturen des Sozialen
hat sich somit zwischen 1990 und heute gewandelt und ist von einem eher
utopischen in einen eher dystopischen Grundton tibergangen (Ochs 2022).
Wurde den fraglichen Infrastrukturen zunéchst in puncto Freiheit und
Selbstbestimmung ein zuweilen fast schon frenetisch bejubelter Gemein-
wohlnutzen attestiert (vgl. stellvertretend Benkler 2006), so wird aktuell
verstarkt von einer digitalen Schidigung dieses Gemeinwohls ausgegangen
(Zuboff 2018).

Der vorliegende Beitrag will gegeniiber der zwischen den rekonstruierten
Polen oszillierenden Debatte die Vielfaltigkeit der gesellschaftlichen Kon-
troversen um den Gemeinwohlnutzen digitaler Infrastrukturen herausar-
beiten. Er setzt dabei mit der gesellschaftswissenschaftlichen Heuristik der
»Rechtfertigungslogiken an (Boltanski & Thévenot 2007; 2011; Diaz-Bone
2018). Der im Feld der franzdsischen Wirtschaftssoziologie entwickelten
~économie des conventions” zufolge haben die Gesellschaften Europas his-
torisch unterschiedliche Gesichtspunkte entwickelt, unter denen Gemein-
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wohlnutzen betrachtet bzw. fiir diesen Nutzen argumentiert wird. Das
Gemeinwohl und seine Konstitutionsbedingungen treten in dieser Perspek-
tive im Plural auf, was zundchst als empirische Feststellung zu verstehen
ist: Moderne Gesellschaften ringen im Streit um die jeweils angemesse-
ne Komposition vielfaltiger Werte, deren praktisches Wirken den jeweili-
gen Gemeinwohlaspekten Geltung verschaffen soll. Die historisch evolvier-
ten Gemeinwohlprinzipien sind dabei jeweils verkniipft mit sogenannten
»Konventionen, die das jeweilige Gemeinwohlprinzip angeben und dessen
Logik zum Ausdruck bringen. Sie bestimmen die Werte, Kriterien, Bezie-
hungslogiken usw., die sich mit dem jeweiligen Gemeinwohlprinzip ver-
kniipfen. Wer etwa die Digitalisierung von Unternehmen mit der Hoffnung
auf Effizienzgewinne vorantreiben will, fiir eine ,maximal unregulierte®
Datenokonomie wirbt oder die Rolle von Metas Facebook-Plattform im
Kontext der Erstirmung des US-amerikanischen Kapitols am 6. Januar
2021 problematisiert (Ochs 2024), pladiert jeweils fiir eine Verdnderung des
Status Quo der digitalen Gesellschaft. Im Rahmen dieser Plidoyers wird
folglich Kritik an den bestehenden gesellschaftlichen Verhiltnissen geiibt,
wobei wiederum auf bestimmte Rechtfertigungslogiken zuriickgegriffen
wird, die ihrerseits mit je spezifischen Vorstellungen von Wertigkeit in
Verbindung stehen: industrielle Effizienz, der freie Tausch auf Markten und
die Wahrung staatsbiirgerlicher Rechte und Anliegen gehoren verschiede-
nen Rechtfertigungslogiken an, die sich im Rahmen der gesellschaftlichen
Auseinandersetzungen um Digitalisierung widersprechen, miteinander ver-
biinden oder gegenseitig kritisieren konnen.

Dieser Beitrag wird die angedeutete Pluralitdt der Gesichtspunkte, unter
denen die Frage nach Freiheit und Selbstbestimmung in vernetzten digita-
len Infrastrukturen bearbeitet werden kann und - wie uns die Empirie der
Kontroversen um die digitale Gesellschaft vor Augen fiihrt - auch wird,
mithilfe einer heuristischen (und dementsprechend lockeren) Orientierung
am Schema der Rechtfertigungslogiken der ,Soziologie der Konventionen®
(Diaz-Bone 2011) herausarbeiten. Der Bezugnahme auf die Soziologie der
Konventionen liegen insofern pragmatische Motive zugrunde, als unser
Beitrag auf die Organisation und Durchfithrung des Panel #1 zum Thema
»Digitale Freiheit: Welche? Wessen? Und mit welchen Mitteln?“ der Jahres-
konferenz der Plattform Privatheit 2024 zuriickgeht.? Das Panel zielte selbst

3 Am Panel nahmen seinerzeit Mario Gobel (VREEDA GmbH), Gunnar Stevens (Uni-
versitit Siegen), Andreas Bischof (TU Chemnitz) und Ina Schiering (Ostfalia Hoch-
schule) teil, moderiert wurde es von Hendrik Kafsack, urspriinglich als Teilnehmer:in-
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schon darauf ab, die in den Debatten vernehmbaren unterschiedlichen
Stimmen miteinander ins Gesprdach zu bringen, um so auf der Tagung
den unterschiedlichen und mitunter reichlich kontroversen Gesichtspunk-
ten Raum zu geben. Aus dem Panel heraus bildete sich schliefilich eine
Autor:innengruppe, die mit dem vorliegenden Artikel die Vielschichtig-
und -stimmigkeit der gesellschaftlichen Auseinandersetzungen um Freiheit
in digitalen Infrastrukturen zu dokumentieren versucht. Wir verwenden
die Soziologie der Konventionen dementsprechend vordringlich im Sin-
ne eines praktischen Instrumentes, das es erlaubt den hier versammelten
unterschiedlichen Perspektiven einen Rahmen zu geben beziehungsweise
diese in Beziehung zu setzen. In dieser Zusammenschau liegt der Mehrwert
des Beitrags — nicht in der Présentation génzlich neuer Erkenntnisse o. &.

Um das genannte Ziel zu erreichen, werden wir zunéchst sehr knapp und
kursorisch den analytischen Rahmen der Konventionentheorie abstecken
(Abschnitt 2), um darauthin die Frage nach Freiheit und Selbstbestimmung
in digitalen Infrastrukturen aus der Perspektive einer Reihe von Konventio-
nen bzw. ,Rechtfertigungsordnungen® zu beleuchten: Aus Sicht der Markt-
konvention (Abschnitt 3), Industriekonvention (Abschnitt 4), staatsbiirger-
lichen Konvention (Abschnitt 5) und der handwerklichen Konvention (Ab-
schnitt 6). Die Fragestellungen, die aus den Perspektiven jeweils bearbeitet
werden, lauten: Welche Bedingungen sind der Entstehung von Freiheit
und Selbstbestimmung in vernetzten Infrastrukturen forderlich? Welche
Mafinahmen kénnen ergriffen werden, um die jeweiligen Bedingungen zu
etablieren? Und welche gegenldufigen Prozesse oder Sachverhalte stehen
dem entgegen? Im Schlusskapitel (Abschnitt 7) werden die verschiedenen
Befunde im Sinne einer Gesamtschau diskutiert und es werden abschlie-
lend Folgerungen gezogen.

nen vorgesehen waren auflerdem Delphine Reinhardt und Carsten Ochs (letzterer
zeichnet fiir die Panel-Organisation federfithrend verantwortlich), die aber, genau wie
Simon Hensellek, an der Gesamtkonferenz nicht teilnehmen konnten. Wie an der Auf-
zahlung erkennbar wird, formierte sich im Nachgang zur Konferenz aus den Gruppen
der urspriinglich vorgesehenen Teilnehmenden, der Organisator:innen und der kurz-
fristig eingesprungenen Panelist:innen (Dank gebiihrt an dieser Stelle Gunnar Stevens
und Ina Schiering!) dann die Gruppe der Autor:innen dieses Beitrags. Abschlieflend
soll erwdhnt werden, dass alle Panelist:innen und Autor:innen in Projekten der Platt-
form Privatheit aktiv sind, fiir deren Forderung wir uns beim Bundeministerium fiir
Bildung und Forschung (mittlerweile Bundeministerium fiir Forschung, Technologie
und Raumfahrt) herzlich bedanken.

191

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Ochs, Bischof, Gébel, Hensellek, Reinhardt und Schiering

2. Eine kursorische Skizze der Konventionenokonomie

Geht man davon aus, dass technische Entwicklungen und Innovationen
grundsatzlich immer mit kontroversen gesellschaftlichen Debatten einher-
gehen (konnen), in denen die pluralen Gesichtspunkte verhandelt und
miteinander in Beziehung gesetzt werden, die fiir die jeweilige Innovation
als relevant erachtet werden (Callon 1986; Marres 2007), so scheint es
zielfithrend, diese Gesichtspunkte zundchst zu explizieren, um auf diese
Weise die gesellschaftlichen Aushandlungsprozesse auf ein qualitativ hohes,
(d. h. bzgl. der zu beriicksichtigenden Gesichtspunkte:) wohlinformiertes
Niveau zu hieven. Der vorliegende Beitrag wurde von fiinf Autor:innen
verfasst, die beim Blick auf digitale Infrastrukturen nicht zuletzt auch auf-
grund unterschiedlicher disziplindrer Zugehorigkeiten jeweils unterschied-
liche Perspektiven auf den betrachteten ,Gegenstand® werfen: nicht nur
unterscheiden sich sozialwissenschaftliche (Okonomik, Mensch-Maschine-
Interaktion, Soziologie?) und technikwissenschaftliche Herangehensweisen
(Informatik), sondern es finden sich auch innerhalb der Disziplinen wie-
derum unterschiedliche Schwerpunktsetzungen. Unsere Herangehensweise
folgt der Pramisse, dass diese zunéchst disziplinar begriindete Vielfalt bis zu
einem gewissen Grade mit der gesellschaftlichen Perspektivenvielfalt reso-
niert: wer betriebswirtschaftlich iiber Digitalisierung nachdenkt, orientiert
sich eher an Marktlogiken, die informatische Herangehensweise legt eine
industrielle, die rechtswissenschaftliche eine staatsbiirgerliche Perspektive
nahe usw.

Um diese Intuition in einen kohdrenten Analyserahmen zu iiberfiihren,
ordnen wir die weiter unten jeweils aus einer bestimmten disziplindren
Sicht angestellten Uberlegungen in das heuristische Schema der Recht-
fertigungsordnungen ein. Das Schema geht davon aus, dass sich in der
europiischen Gesellschaftsgeschichte eine Reihe von ,Wertigkeitsordnun-
gen” (Boltanski & Thévenot 2011: 49) herausgebildet hat, in denen sich
jeweils bestimmte Vorstellungen von sozialer Ordnung, Gemeinwohl und
~Wertigkeit” (was ist gut, was schlecht?) miteinander verbinden. Ausgangs-
punkt der Uberlegungen ist die Beobachtung, dass in modernen Gesell-

4 Bei der systematischen Erforschung von Mensch-Maschine-Interaktionen unter dem
englischsprachigen Oberbegriff ,Human-Computer-Interaction (HCI) handelt es sich
eigentlich um einen interdisziplindren Zweig der Informatik, der vielfach grundlegende
Wissensbestiande der Sozialwissenschaften computerwissenschaftlich fruchtbar macht.
Wir schlagen ihn hier der Soziologie zu, weil unser HCI-Vertreter (unbeschadet einer
Vergangenheit in der Informatik) im Bereich der Techniksoziologie aktiv ist.
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schaften regelméfiig Diskussionen, Auseinandersetzungen, Konflikte, Dis-
pute etc. dariiber auftreten, wie hinsichtlich eines bestimmten state of
affairs weiter verfahren werden soll (Boltanski & Thévenot 201l: 44):
Im Rahmen von Autounfillen, am Arbeitsplatz oder in der WG-Kiiche
entwickeln sich konflikthafte Situationen (Wer hatte Vorfahrt? Wer hat
den Auftrag vermasselt? Wer ist fiir den Abwasch zustindig?), in deren
Rahmen sich die Beteiligten gegenseitig kritisieren bzw. rechtfertigen. Sie
orientieren sich dabei an ,Rechtfertigungsordnungen als ,Denkmodelle’
fur ihr reales, alltigliches Urteilen und Handeln“ (Diaz-Bone 2018: 145).
Solche Rechtfertigungsordnungen liefern im Allgemeinen ,kollektive Ko-
ordinationslogiken® (ebd.: 147, Fn.212), die so lange stillschweigend eine
Einigung ermdglichen, wie alle Beteiligten ihnen folgen, aber: ,Sollten die
Dinge schlecht laufen und ein Disput entstehen, wiirden die Kontrahenten
die implizite Voraussetzung sprengen, es handele sich um gewohnliche
Handlungsabsichten oder einwandfreie Gegenstinde. Nun nehmen sie Be-
zug auf allgemeine Prinzipien, (...) um Behauptungen zu rechtfertigen. Sie
griinden ihre Argumentation auf umfassende, auf Konventionen basierende
Voraussetzungen, die Menschen oder nicht-menschliche Entitéten erfiillen
miissen, um qualifiziert zu sein. Sie unterziehen die Qualifikationen einer
auf Konventionen basierenden Priifung (Boltanski/Thévenot 2011: 48)
Konventionen gelten demnach als Bestandteile von Rechtfertigungsord-
nungen, die den ,Grundsatz gemeinsamen Menschseins zum einen, das
Erfordernis der Ordnung zum anderen® auf je eigene Weise miteinander
kombinieren (ebd.: 55), und als Ordnung dann auf ebenso spezifische Wei-
se das Erreichen eines Gemeinwohls zu ermdglichen versprechen. Boltan-
ski und Thévenot unterscheiden zunachst sechs Rechtfertigungsordnungen,
die sich in idealisierter und idealtypischer Form und ausformuliert in den
Werken der politischen Philosophie des historischen Westens auffinden
lassen.> Tllustrieren ldsst sich dies am Beispiel der Theorie Adam Smiths:
Wihrend Smith das ,gemeinsame Menschsein® durch von allen Menschen
geteilte ,Neigung zum Tausch als Eigeninteresse® bestimmt sieht (Boltan-
ski & Thévenot 2007: 69), ergibt sich aus der Pramisse gleichzeitig eine
spezifische Form sozialer Ordnung, denn daraus lassen sich ,die Bausteine
eines Gemeinwesens gewinnen, das auf einem vom Markt geschaffenen
Band beruht. Dieses Band vereinigt die Personen mittels knapper, allseits
begehrter Giiter, wihrend sich der Preis, den man fiir den Besitz eines

5 Die Reichweite der Aussagen der ,Soziologie der Konventionen® beschrankt sich dem-
entsprechend auf diesen kulturgeographischen und -historischen Bereich.
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solchen Gutes entrichten muss, aufgrund der Konkurrenz der Leidenschaf-
ten aus den Wiinschen all jener, die dieses Gut ebenfalls haben wollen,
ergibt (ebd.) Dementsprechend ,bezeichnet [die Marktkonvention] die
Ausrichtung der Koordination an den individuellen Bediirfnissen und den
aktuellen Preisen der Produkte. Als legitime Praxis gilt der freie Wettbewerb
(die Konkurrenz) unter Absehung der jeweiligen Person und der indivi-
duelle geldvermittelte Tausch (Geld gegen Giiter) zwischen Individuen.*
(Diaz-Bone 2018: 148) Trotz der Orientierung am Individuum rechtfertigt
sich diese Koordinationslogik (so wie alle anderen Rechtfertigungsordnun-
gen auch) damit, dass sie dem Gemeinwohl diene: ,Die ,unsichtbare Hand*
des Marktes erzielt aus dieser Perspektive das optimale Gemeinwohl.
(ebd.) Wir schlagen die skizzierte Rechtfertigungslogik dem Bereich der
Wirtschaftswissenschaften zu (Wettbewerb durch freie Tauschbeziehungen,
am Markt behaupten miissen usw.).

Neben der Marktkonvention bzw. der Welt des Marktes spielen hinsicht-
lich des vorliegenden Beitrags zundchst v. a. die industrielle, die staats-
biirgerliche und die handwerkliche Konvention eine zentrale Rolle. Die
Relevanz der industriellen Konvention ergibt sich dabei nicht zuletzt aus
der Bedeutung, die diese fiir die empirische Praxis der Wirtschaft hat, da
swirtschaftliches Handeln auf zumindest zwei unterschiedlichen Formen
der Koordination beruht, zum einen auf der durch den Markt, zum an-
deren aber auf der einer industriellen Ordnung® (Boltanski & Thévenot
2011: 61). Anders als in der an volatilen Preisdifferenzen orientierten Welt
des Marktes zahlt fiir die industrielle Welt ,die langfristige, effiziente Pla-
nung der Produktion (Diaz-Bone 2018: 149) Versinnbildlichen lésst sich
der Unterschied an den andersartigen Orientierungen des algorithmischen
Hochfrequenzhandels von Wertpapieren einerseits und der einstmals dem
~Wasserfallmodell“ folgenden Software-Entwicklung andererseits: Hebt der
erstere auf die Nutzung kurzfristiger Preisdifferenzen ab, geht es in letzterer
um Planung, Standardisierung und Effizienz, was sich nicht zuletzt in der
weiten Verbreitung von Skalen, Metriken, Quantifizierungen und Kalkiilen
artikuliert: ,Planung wird hier mit gesellschaftlichem Fortschritt verbun-
den, und ist auf eine Zukunft ausgerichtet, nicht auf die Befriedigung einer
aktuellen Nachfrage (...). Personen stehen hier nicht in Tauschbeziehungen
zueinander, sondern in ,funktionalen‘ Beziehungen. (ebd.) Im Kontext die-
ses Artikels sehen wir diese Rechtfertigungslogik insbesondere im Bereich
der IT-Sicherheit als dominant an, da sich dort die Merkmale der Planung
(»Security by Design®), der Skalierung und Messbarkeit (,,Sicherheit mess-
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bar machen®) und der Funktionalitit wiederfinden (,menschliche User:in-
nen als schwichste Stelle von Systemen®).

In gewisser Weise als historischer Vorlaufer der industriellen Welt kann
indes die ,héusliche Welt“ gelten (Boltanski & Thévenot 2007: 228), in
der soziale Beziehungen v. a. als Vertrauensverhdltnisse gestaltet werden.
Die Koordination sozialer Prozesse hebt ,auf die zwischenmenschlichen
Beziehungen“ ab (Boltanski & Thévenot 2007: 228) und ist insofern am
zundchst aus dem Sippenmodell der Grofifamilie hervorgegangenen Ideal
der vertrauenswiirdigen Interaktion orientiert. Die Konvention, um die
sich diese Rechtfertigungsordnung entfaltet, bezeichnen Boltanski und
Thévenot indes als ,handwerkliche®: die Bewertung von Personen, Dingen
und Prozesse folgt hier dem Kriterium der Anerkennung und der Reputa-
tion, positiv bewertet wird das Bekannte, an Routinen und Gepflogenhei-
ten ansetzende (ebd.: 231), sowie ,die informelle und private Form der
Kommunikation“ (Diaz-Bone 2018: 151). In moderner Form findet sich
diese Logik etwa dort, wo Organisationen ,relevante informelle Formen
(Umgangsformen) zu formalisieren suchen (,codes of conduct®).“ (ebd.) Im
vorliegenden Beitrag postulieren wir eine starke Pragung des Bereichs der
Human-Computer-Interaction (HCI) durch die handwerkliche Konventi-
on, sofern HCI nicht nur auf die Gestaltung vertrauenswiirdiger Systeme
abzielt, sondern dabei auch genau mit der Aufgabe konfrontiert ist, das
informelle ,tacit knowledge“ der Praxis (Polanyi 1958) in formale Systeme
ubersetzen zu miissen (vgl. etwa zu den Bemithungen im Privacy-Bereich
Palen & Dourish 2003; Dourish & Anderson 2009).

Als letzte Konvention wollen wir schliellich die der ,,staatsbiirgerliche[n]
Welt“ einfithren (Boltanski & Thévenot 2007: 254), denn trotz der Tatsa-
che, dass die Digitalisierungsprozesse der letzten Jahre v. a. datendkono-
misch gepragt waren (was auf eine Dominanz von Markt- und Industrie-
konvention verweist), spielt in den gesellschaftlichen Auseinandersetzun-
gen insbesondere auch die staatsbiirgerliche Konvention eine grofSe Rolle
(vgl. etwa die Debatten um ,,nationale Datensouverénitit usw.). Die staats-
biirgerliche Konvention ,hdlt eine Welt im Inneren zusammen, die die
Solidaritat und die Rechte und die Gleichheit der Menschen betont, weil
sie Teil eines aufgekldrten, biirgerlichen Kollektivs sind“ (Diaz-Bone 2018:
154). Wahrend dementsprechend Werte wie Gleichheit, Fairness, Partizipa-
tion betont werden, stehen Kollektivbewusstsein, Gemeinwille und kollek-
tives Handeln im Vordergrund: ,In der staatsbiirgerlichen Welt nimmt der
Souverdn im Konvergieren der menschlichen Einzelwillen Gestalt an, so-
bald die Biirger ihre Partikularinteressen aufgeben und sich ausschlieSlich
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am Gemeinwohl orientieren. (Boltanski/Thévenot 2011: 60) Im Kontext
dieses Beitrags verstehen wir den Bereich der Data Governance als einen
Bereich, der stark von der staatsbiirgerlichen Konvention geprigt ist, da es
in diesem immer um die organisatorische, regelhafte und/oder technologi-
sche Gewdhrleistung eines kollektiven Umgangs mit Daten geht, der die
Regelung von Verantwortlichkeiten (Repréasentant:innen) vorsieht, und auf
»gesetzliche Formen“ zuriickgreift (Boltanski & Thévenot 2007: 257), d. h.
auf Regelwerke, kollektive Vereinbarungen usw.

An dieser Stelle beenden wir vorlaufig den kursorischen Durchgang
durch einige der Rechtfertigungsordnungen der ,Soziologie der Konven-
tionen“® und die Verkniipfung der vier vorgestellten Rechtfertigungslogi-
ken mit den Schwerpunktsetzungen der in diesem Artikel versammelten
disziplindren Perspektiven. Wir werden im Weiteren Freiheit und Selbstbe-
stimmung in digitalen Infrastrukturen aus Sicht der Markt-, Industrie-,
der hduslichen sowie der staatsbiirgerlichen Konvention jeweils kurz be-
leuchten. Die Riickbindung an das vorgestellte Schema wird sich dabei
eher locker gestalten, denn letzteres wird hier v. a. zu Differenzierungs-
und Sensibilisierungszwecken und insofern in pragmatischer Absicht ein-
gefiihrt: um fiir die Vielfalt der Gesichtspunkte zu sensibilisieren, die es
im Rahmen der gesellschaftlichen Aushandlung digitaler Vergesellschaftung
zu beriicksichtigen gilt — eine Vielfalt, die die im Folgenden présentierten
disziplindren Sichtweisen auf Freiheit und Selbstbestimmung in digitalen
Infrastrukturen deutlich vor Augen fithren werden.

3. Freiheit und Selbstbestimmung aus Sicht der Marktkonvention: Die
betriebswirtschaftliche Perspektive des Entrepreneurship

In der betriebswirtschaftlichen Perspektive auf Freiheit und Selbstbestim-
mung in digitalen Infrastrukturen stehen insbesondere die Themen En-
trepreneurship, Innovation und Marktorientierung im Vordergrund. Un-
ternehmen sind zum einen darauf angewiesen, Daten effektiv und effizi-
ent zu nutzen, um Wettbewerbsvorteile zu generieren und innovative Ge-
schiftsmodelle zu entwickeln. Gleichzeitig miissen sie zum anderen aber
auch einen verantwortungsvollen Umgang mit Daten pflegen, da sie nicht

6 Der Vollstindigkeit halber soll erwéhnt sein, dass iiber die hier vorgestellten vier
Konventionen hinaus noch die Konventionen der Inspiration, der Bekanntheit, die
okologische Konvention sowie die Netzwerkkonvention angefiihrt werden (vgl. Diaz-
Bone 2018: 141-163).
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in einem (rechtlichen und gesellschaftlichen) Vakuum agieren. So stellt
die Einhaltung regulatorischer Rahmenbedingungen wie der Datenschutz-
Grundverordnung (DS-GVO) eine zentrale Herausforderung fiir einige
Unternehmen dar, wihrend andere sie wiederum als Chance begreifen
(Akanfe et al. 2024; Hamilton & Sodeman 2020; Li et al. 2019). Im heu-
ristischen Rahmen des vorliegenden Textes wird daran deutlich, dass die
Marktkonvention somit in wechselseitiger Beziehung zur handwerklichen
(Vertrauen) und staatsbiirgerlichen Konvention (kollektives Regelwerk der
DS-GVO) steht, die von den konkreten Unternehmen faktisch als hinder-
lich oder forderlich fiir die Orientierung an der Marktkonvention gesehen
werden kann.

3.1 Freiheit und Datenhoheit als unternehmerische Erfolgsfaktoren

Freiheit in digitalen Infrastrukturen bedeutet dementsprechend fiir Unter-
nehmen auf der einen Seite v. a. den Zugang zu Daten sowie deren Nutzung
im Sinne ihrer betriebswirtschaftlichen Prozesse und der am Markt ange-
botenen Produkte bzw. Dienstleistungen. Daten fungieren hierbei als essen-
zieller ,Rohstoff* fiir digitale Geschiftsmodelle, die auf personalisierten
Angeboten, kiinstlicher Intelligenz oder algorithmischen Entscheidungs-
prozessen basieren (Hartmann et al. 2016; Sorescu 2017). Auf der anderen
Seite muss Freiheit in digitalen Infrastrukturen jedoch gleichermafien auch
die Hoheit @iber deren Nutzung fiir Datengebende (z. B. Nutzende bzw. all-
gemein Biirgerinnen und Biirger) bedeuten. Das heif3t, erfolgreiche Unter-
nehmen miissen insofern zunehmend einen verantwortungsvollen Umgang
mit Daten gewahrleisten, um sowohl die Erwartungen der Datengebenden
bzw. Nutzenden zu erfilllen (handwerkliche Konvention) als auch regulato-
rischen Anforderungen zu gentigen (staatsbiirgerliche Konvention).

Die DS-GVO gibt dabei den Rahmen vor, innerhalb dessen Unterneh-
men mit personenbezogenen Daten arbeiten diirfen. Sie verpflichtet die
Unternehmen, eine transparente Datenverarbeitung sicherzustellen und
den Nutzenden klare Informationen zur Verwendung ihrer Daten bereit-
zustellen. In der Praxis fithrt dies jedoch oft zu intransparenten Einwil-
ligungsverfahren: Nutzende akzeptieren Datenschutzrichtlinien, ohne sie
tatsachlich zu lesen oder verstehen zu konnen (Bakos et al. 2014; Obar
& Oeldorf-Hirsch 2020). Dies wirft Fragen zur realen Selbstbestimmung
im digitalen Raum auf, da Kunden durch die schiere Menge und Kom-
plexitdt der Bestimmungen {iberfordert werden. Eine Mdglichkeit, dieser
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Uberforderung entgegenzuwirken, ist die gezielte Anpassung der Darstel-
lung von Datenschutzrichtlinien ,by default® (Steinfeld 2016), was sich als
Zugestindnis an die an Funktionalitit und Effizienz orientierte Industrie-
konvention interpretieren ldsst.

3.2 Regulierung und Transparenz: Herausforderungen fiir Kunden und
Unternehmen

Denn sofern die derzeitige Regulierung in der Praxis darauf hinauslauft,
dass Unternehmen umfangreiche Datenschutzerklirungen bereitstellen
missen, ohne deshalb jedoch zu einer besser informierten Entscheidungs-
findung der Nutzenden beizutragen (Bakos et al. 2014; Obar & Oeldorf-
Hirsch 2020), lasst sich dies als klassische Ineffizienz (und in weiten Teilen
auch Ineffektivitit) durch fehlgeleiteten Eingriff in den freien Markt inter-
pretieren. Viele Nutzende sind sich trotz erheblicher Informations- und Zu-
stimmungspflichten nicht bewusst, wie ihre Daten verarbeitet werden, oder
haben keine realistische Moglichkeit, Datenschutzstandards verschiedener
Anbieter miteinander zu vergleichen (ebd.).

Es fehlt in diesem Sinne an Mechanismen, die sowohl Nutzende als
auch Unternehmen dabei unterstitzen, Ineflizienzen abbauen. Nutzende
bendtigen einfache und transparente Hilfsmittel, um datenschutzfreundli-
che Produkte bewerten und vergleichen zu konnen. Zwei einfache, aber
innovationsférdernde Optionen erscheinen hier besonders attraktiv:

« Zum einen konnte eine standardisierte ,statische® Datenschutzkenn-
zeichnung, vergleichbar mit Energieeflizienz- oder Nutri-Score-Labeln
(obgleich in ihrer Ausgestaltung nicht unumstritten) informierte Ent-
scheidungen bereits vor Vertragsschluss erleichtern. Fox et al. (2022)
zeigten beispielsweise, dass solche Labels das Vertrauen der Nutzen-
den stdrken und diesen erlauben, einfach und schnell relativ fundierte
Entscheidungen zu treffen. Eine transparente, standardisierte Kennzeich-
nung konnte diese Informationsliicke schlieffen und bewusste, daten-
schutzfreundliche Entscheidungen fordern. Selbst eine mehrdimensio-
nale Skala - vorausgesetzt, sie ist gut durchdacht - wiirde hier die
regelmiflig viel zu langen und komplexen Datenschutzbedingungen fiir
Nutzende effektiv und effizient darstellen kénnen.

« Ein zweiter ,dynamischer” Ansatz wire ein transparentes ,Live-Daten-
cockpit®, das Nutzenden in Echtzeit zeigt, welche Daten gerade wofiir
genutzt werden und ihnen ermdglicht, ihre Einwilligungen jederzeit zu
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priifen, anzupassen oder zu widerrufen (Puhlmann et al. 2023). Dies
konnte nicht nur die Selbstbestimmung der Nutzenden stérken, sondern
auch das Vertrauen in digitale Plattformen erhdhen, indem Datenschutz-
entscheidungen nicht als einmalige Zustimmung, sondern als kontinu-
ierlich anpassbare Kontrolle verstanden werden (Bier et al. 2016; Rasch-
ke et al. 2018).

Derartige Losungen wiirden nicht nur Nutzenden helfen, sondern
auch Unternehmen einen Wettbewerbsvorteil verschaffen, die datenschutz-
freundlich und transparent agieren und dies so vertrauenswiirdig kommu-
nizieren konnten. Transparente Unternehmen kénnten ihre Vorreiterrolle
im Datenschutz betonen und dadurch Vertrauen sowie Marktanteile gewin-
nen. Datenschutzbewusste Geschéftsmodelle konnten auf diese Weise ein
Alleinstellungsmerkmal werden und wirtschaftlichen Erfolg férdern.

3.3 Datenschutz und Innovation: Kein Widerspruch

Wichtig ist jedoch, dass die Freiheit der Biirgerinnen und Biirger in Be-
zug auf Daten nicht als absolute Vermeidung von Datenerfassung oder
-verarbeitung missverstanden wird. Die Perspektive der Marktkonvention
legt auch beim Blick auf das Gemeinwohl Kompromisse mit der handwerk-
lichen und staatsbiirgerlichen Konvention nahe. Denn datengetriebene In-
novationen bieten erhebliche Vorteile etwa im Bereich der medizinischen
Forschung, der Automatisierung oder in der Qualitit und Personalisierung
digitaler Angebote. Ein allzu restriktiver Datenschutz, der datengetriebene
Innovationen behindert, konnte langfristig negative wirtschaftliche Auswir-
kungen haben (Martin et al. 2019; Li et al. 2019). Studien verweisen indes
auf eine gewisse Ambivalenz insofern, als die DS-GVO fiir Startups sowohl
als Hemmnis wie auch als Innovationsférderer wirken kann. Wihrend re-
gulatorische Anforderungen oftmals Ressourcen binden und Markteintritte
erschweren, bietet ein strikter Datenschutz gleichzeitig auch Chancen fiir
neue, datenschutzfreundliche Geschiftsmodelle (Martin et al. 2019).

Aus Sicht der Marktkonvention ist in diesem Zusammenhang jedoch zu
betonen: Ein datenschutzfreundliches Produkt darf nicht auf Kosten der
Qualitdt oder Benutzerfreundlichkeit gehen, da es sich sonst am Markt
nicht durchsetzen kann (Zhang et al. 2024). Dies bedeutet, dass Unter-
nehmen eine Balance zwischen Datenschutz und Nutzungserlebnis finden
miissen, um marktféhig zu bleiben (Zhang et al. 2024). Erfolgreiche digita-
le Geschiftsmodelle sollten Datenschutz nicht als Hindernis, sondern als
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Chance begreifen, und diese idiosynkratische Fihigkeit bzw. ,Ressource®
(im Sinne von Barney et al. 2001) wird Unternehmen positiv von Mitbewer-

bern abheben.

3.4 Gleichgewicht zwischen Datenschutz, Innovation und Markt

Fur Unternehmen bedeutet dies, einen wirtschaftlich sinnvollen und zu-
gleich rechtlich und gesellschaftlich verantwortungsvollen Umgang mit
Daten zu finden, der Transparenz gegeniiber Nutzenden gewidhrleistet,
ohne die Qualitit oder den Nutzen der Produkte und Dienstleistungen
einzuschrianken. Die Entwicklung der erforderlichen Kompromisslinien
zwischen handwerklicher (Vertrauen der Nutzenden), staatsbiirgerlicher
(Orientierung am Recht der DS-GVO, des Digital Services Act usw.) und
der Marktkonvention stellt sich fiir Unternehmen dementsprechend als
erhebliche Herausforderung dar. Ein standardisiertes Bewertungssystem fiir
Unternehmen bzw. deren Produkte, das Datenschutzaspekte einfach und
verstandlich darstellt, konnte zur Entwicklung einer solchen Kompromiss-
linie beitragen, mithin sowohl Nutzende als auch Unternehmen stirken
und digitale Freiheit so fordern. Ein solches System konnte folgende Maf3-
nahmen umfassen:

o Einfithrung einer klaren und transparenten Kennzeichnung von Daten-
schutzstandards (z. B. Konformitat mit geltenden Richtlinien und ggf.
Nachweis der freiwilligen Erfiillung strengerer Standards).

+ Entwicklung von Mechanismen, die Nutzenden eine informierte Ent-
scheidung tiber die mdgliche und tatsdchliche Nutzung ihrer Daten er-
leichtern.

+ Direkte oder indirekte Férderung von Unternehmen, die sich durch ho-
he Datenschutzstandards auszeichnen, um Vertrauen und Wettbewerbs-
fahigkeit zu starken.

Wahlt man die Marktkonvention als Ausgangspunkt, so zeigt sich schon
hier, dass Freiheit und Selbstbestimmung in digitalen Infrastrukturen eine
sinnvolle Balance zwischen Datenschutz, unternehmerischer Freiheit und
marktwirtschaftlichen Anreizen voraussetzen. Einen der Schliissel stellt
eine Transparenzstrategie dar, die Nutzende befahigt, informierte Entschei-
dungen zu treffen, und Unternehmen die Mdglichkeit gibt, Datenschutz als
unternehmerische Chance und damit als potenziellen Wettbewerbsvorteil
zu nutzen. Aus Sicht der Marktkonvention adressiert dies direkt das klas-
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sische Problem asymmetrischer Informationen zwischen Marktteilnehmen-
den. Ganz im Sinne des ressourcenbasierten Ansatzes (Barney et al. 2001)
werden einige Unternehmen diese Chance erfolgreich ergreifen und in
innovative Geschiftsmodelle umwandeln konnen, wahrend andere daran
scheitern (Schumpeter 1942).

4. Freiheit und Selbstbestimmung aus Sicht der Industriekonvention: Die
informatische Perspektive der IT-Sicherheit

Transparenz spielt auch im Bereich der IT-Sicherheit eine mafigebliche
Rolle und bietet insofern ein gewisses Potential zur Verbindung von Markt-
und Industriekonvention. Ganz grundsitzlich kénnen Transparenz und
Kontrolle aus Perspektive der Industriekonvention und ihrer Betonung von
Plan- und Kontrollierbarkeit als Grundbausteine der Praktizierung von
Freiheit und Selbstbestimmung in vernetzten Infrastrukturen gelten. Trans-
parenz kann dabei auf verschiedenen Ebenen verortet und realisiert wer-
den. Das Spektrum reicht von Open Source-Implementierungen (transpa-
renter Softwarecode) bis zur Benutzeroberflidche (transparente Interfaces),
die die Nutzer:innen iiber den Umgang mit und die Verarbeitung von
Daten informieren. Ausgestattet mit den fraglichen Informationen konnen
Nutzer:innen informierte Entscheidungen in Bezug auf Ihre Daten treffen.
Solche Entscheidungen konnen unterschiedliche Konsequenzen haben,
von der Wahl eines Dienstes und der darauffolgenden Anmeldung bis hin
zur Auflerbetriebnahme personlicher vernetzter Gegenstande. Es wird in
der digitalen Gesellschaft indes zunehmend fraglich, inwieweit Akteure
noch Wahlfreiheit bzgl. der Nutzung best. Plattformen und Infrastrukturen
haben, deutet indes schon an, dass die Industrie- genau wie die Marktkon-
vention bei der isolierten Problembehandlung an Grenzen stofit. Offene
Standards und Transparenz schaffende Benutzeroberflichen konnen Ziel-
gruppen unterstiitzen, so dass diese bei der Bewertung von Anwendungen
und Diensten auf iiberpriifbare Produktinformationen zugreifen konnen.
Wie der Fall der wahrend der Covidl9-Pandemie in Deutschland verwen-
deten Contact-Tracing Apps verdeutlicht (Steinbrink & Reuter 2024), kann
die technologische Offenheit auch das Vertrauen von Nicht-Expert:innen
in Technologie fordern - auch ausgehend von der Industriekonvention
- stoflen wir somit wieder auf eine Verbindung mit der handwerklichen
Konvention.
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Folgerichtig verliert Transparenz aus Sicht der Industriekonvention ten-
denziell ihre Wirkung, wenn die Nutzer:innen iiber unzureichende oder
gar keine Kontrolle {iber ihre Daten verfiigen, und wenn keinerlei Nut-
zungsalternativen vorhanden sind. Der Umstand, dass die Abwesenheit
von Nutzungsalternativen durch Quasi-Monopolisierung bestimmter Be-
reiche der digitalen Welt (Zuboff 2018), und die damit in Zusammenhang
stehenden Macht-Asymmetrien (Liu 2024) bestehen bleiben, verweist auf
die Notwendigkeit einer Verbindung der Industrie- mit der Markt- (Wett-
bewerb) und mit der staatsbiirgerlichen Konvention (Regelwerke), um
Selbstbestimmung weiter zu fordern: Praktische und nutzerfreundliche
Lésungen miissen mit regulatorisch-kollektiv vereinbarten Prinzipien, wie
etwa dem der Daten-Portabilitat verzahnt werden, um sich in der Praxis
durchzusetzen. Demgegeniiber zeigt sich an der aktuellen Gestaltung von
Cookie-Bannern umgekehrt, wie Transparenz und Kontrolle fiir Nutzende
ineffizient gemacht werden kann (Matte et al. 2020).

4.1 Transparenzmafinahmen

Die DS-GVO fordert, dass die betroffenen Personen iiber die Datenhand-
lungspraktiken in ,préziser, transparenter, verstindlicher und leicht zu-
ganglicher Form in einer klaren und einfachen Sprache® informiert sein
sollten (Art.12). Ob eine solche Mafinahme Erfolg verspricht, hingt indes
auch von anderen Faktoren ab, denn die Kunst diirfte darin bestehen,
in puncto Transparenz auch die richtigen Informationen, passend zum
Wissensstand und Interesse der Personen, im richtigen Kontext (z. B. bei
der Nutzung) in einem kompakten, aber dennoch verstindlichen Format
zu vermitteln. Um den damit verbundenen Aufwand fiir die Nutzer:innen
zu minimieren, konnen standardisierte Formate entwickelt werden. Da-
tenschutz-Kennzeichnungen (Privacy Labels) unterstiitzen beispielsweise
schon jetzt im Sinne von Zertifikaten oder Standards den Vergleich von
IoT-Geriten fiir Kaufinteressierte (Railean & Reinhardt 2018; 2021). Beson-
ders im Stadium vor einer Kauf-Entscheidung besitzen die Kaufinteressier-
ten eine Handlungsmdglichkeit in Bezug auf ihre Privatheit, wenngleich
Kaufentscheidungen auch durch weitere Faktoren, wie etwa Ruf oder Preis
beeinflusst werden (Lazaroiu et al. 2020). Solche Vergleiche ruhen indes
auf validen und vergleichbaren Daten iiber die verschiedenen Produkte, die
zeitnah zur Verfiigung gestellt werden sollten. Letzteres ist besonders wich-
tig fiir immer kurzlebigere Produktversionen, die von etablierten Zertifizie-
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rungsstellen mit Blick auf den zeitlichen Aufwand, den Zertifizierungspro-
zesse erfordern, kaum noch angemessen bewertet werden kdnnen.

4.2 Kontrollmafinahmen

Kontrollmechanismen konnen verschiedenen Form annehmen: von ganz
Ausschalten bis zu fein-granularen Préferenzen (Ochs & Biittner 2018).
Dennoch ergibt sich oftmals eine Abwagung zwischen Nutzbarkeit und
Datensparsamkeit, die fiir Nutzer:innen nicht einfach vorzunehmen ist.
So ist es etwa zum Beispiel immer noch schwierig, zu kontrollieren, wer
Zugrift auf online geteilte Bilder in Sozialen Netzwerken bekommen sollte
(Lowens et al. 2025). Unterstiitzend konnen demgegeniiber aktuell in der
Entwicklung befindliche Verfahren eingesetzt werden, um die Sensitivitat
von Bildern (Kqiku & Reinhardt 2024) oder Texten (Tillmann et al. 2023)
vor deren Verdffentlichung abzuschitzen.

4.3 Mangelnde Unterstiitzung

Wihrend bisher auf die Nutzenden abzielende Mafinahmen (Kaufentschei-
dung, Kontrollausitbung) zur Forderung oder Ermoglichung von Freiheit
und Selbstbestimmung im Sinne der Industriekonvention diskutiert wor-
den sind, soll als néchstes eine andere Gruppe, namentlich die Hersteller, in
den Blick genommen werden. Im Prinzip fordert die Transparenz-Anforde-
rung deren aktiven Beitrag, bis hin zur Offenlegung ihrer Datensammlung
und -verarbeitungen. Jedoch unterscheiden sich solche Offenlegungen zur-
zeit sehr stark hinsichtlich Form und Format. Trotz der in der DS-GVO
getroffenen Regelungen sind wir von einem zufriedenstellenden Zustand
weit entfernt. Alternativ zur Transparenz-Schaffung durch Offenlegung der
Hersteller selbst, bietet sich die Entwicklung partizipativer Plattformen
an, um so die Abhéngigkeit von Herstellern zu minimieren und von der
JWisdom of the Crowd“ zu profitieren (Hansen et al. 2025). Die derzeit
in Entwicklung befindliche moderierte Plattform soll IoT-Nutzenden sowie
Interessierten ermdglichen, Privacy-Tests sowie darauf basierende Privacy-
Einstufungen fiir IoT-Produkte durchzufiihren. Dies geschieht anhand ver-
stindlicher Metriken, transparenter Verfahren und nutzerzentrierter Werk-
zeuge. Zur Biindelung der Beitrdge aus der Community kommen dabei
standardisierte Testverfahren, strukturierte Vorlagen zur Dokumentation
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sowie bereitgestellte Werkzeuge fiir die Bewertung Privacy-Eigenschaften
von IoT-Produkten zum Einsatz. Zusammengefithrt mit den Angaben von
Anbieter (Hersteller, OEMs, Handler) werden die bereitgestellten Analy-
sedaten kuratiert und in einer nutzerfreundlichen Form veroffentlicht,
die deren Information und Vergleiche zwischen Geridte unterstiitzt. Die
so zur Geltung gebrachte Industriekonvention muss allerdings auch an
diesem Punkt Unterstlitzung durch die staatsbiirgerliche erhalten, denn
unverkennbar muss hier groflerer Gesetzgebungsdruck auf die Hersteller
ausgeiibt werden, um nicht auf dem Niveau des heutigen Standes in puncto
Transparenz (und in der Folge auch Selbstbestimmung) zu stagnieren.

4.4 Fehlende Messbarkeit

Kontrolle, Privacy-by-Design-Erfolge und Privatheit insgesamt sind schwer
messbare Groflen. Damit fehlen Skalen und Metriken, die die Problemla-
gen im Sinne der Industriekonvention verziffern wiirden (vgl. Diaz-Bone
2018) - oder auch kénnten. Aufler im Fall von Differential Privacy lasst sich
der gebotene Schutz nicht mit mathematisch nachgewiesenen Garantien
versehen. Zwar bauen die Konzepte der k-anonymity, I-diversity und t-clo-
seness auf Metriken auf, eine ,golden Zahl® der Sicherheitsgewéhrleistung
gibt es jedoch nicht, weshalb Entwickler:innen die genannten Konzepte
ebenso wie Differential Privacy als unsicher wahrnehmen (Kiihltreiber et
al. 2023). Fiir sonstige Metriken, die in der Literatur angewandt werden,
wie zum Beispiel die bis zu einer Re-identifikation verstreichende Zeit
oder Wahrscheinlichkeitsangaben ist es schwierig, verldssliche Benchmarks
anzugeben (Christin et al. 2011, Wagner & Eckhoft 2018). Die Industriekon-
vention kommt hier insofern an Grenzen, als es sich um komplexe Schit-
zungen handelt, die umso voraussetzungsreicher werden, je mehr sie nicht
blofy auf isolierte, zeitlich punktuelle ,Datensilos’, sondern auf mégliche
Verkniipfungen {iber Anwendungen hinaus und tiber lingere Zeitperioden
bezogen werden.

4.5 Funktion als Prioritat

Wie wichtig gerade die Verkniipfung der Industrie- mit anderen Konven-
tionen ist, zeigt sich nicht zuletzt auch an den Problemen, die durch
eine einseitige Priorisierung von Funktionalitdt heraufbeschworen werden:
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Gemeinwohl-freundliche Design-Gesichtspunkte drohen dann hinter der
einseitigen Fokussierung auf moglichst reibungslos und bequem verfiigbare
Funktionen zu verschwinden. Verstarkt wird dieser Effekt gegebenenfalls
durch die Abwesenheit soziotechnischer Reflexionen auf die gesellschaft-
lichen Aspekte der Technikentwicklung, wie sie etwa in der Technikfol-
genabschdtzung vermittelt werden (Grunwald 2010) - Aspekte, die in der
technischen Aus- und Weiterbildung eher ein Nischendasein fristen.

4.6 Privatheit & Sicherheit als Teil des Curriculums

Um der oftmals eher mangelhaften Bildung in ethischen und rechtlichen
Fragen zu begegnen, wire eine bessere Vermittlung von Privatheits- und
dhnlich gelagerten Aspekten im Rahmen der beruflichen Qualifikation
wiinschenswert, um solchermafien iiber die Starkung menschlicher Kom-
petenzen den Einsatz bereits existierender Schutzmechanismen zu fordern.
Auch wenn die Aufmerksamkeit fiir IT-Sicherheit in den letzten Jahren
gewachsen ist, bleibt Privatheit oft auf der Strecke (Kiihtreiber et al. 2023;
2025). In der Praxis folgen daraus mitunter Implementierungsprobleme,
die allzu oft vermeidbar wiren. Ein Beispiel dafiir wére etwa, dass Entwick-
ler:innen zuweilen mehr Zugriffe auf Daten von Smartphone-Nutzer:innen
fordern, weil sie grundlegende Prinzipien nicht verstanden haben (Tahaei
et al. 2023).

5. Freiheit und Selbstbestimmung aus Sicht der staatsbiirgerlichen
Konvention: Die informatische Perspektive der Data Governance auf
Datensouverdnitdt

Organisationen spielen sowohl fiir die moderne Gesellschaft (Wagner
1994) als solche wie auch fiir Fragen des Datenschutzes eine zentrale Rolle
(Rost 2013). Organisationen strukturieren Gesellschaften und verarbeiten
dabei Daten. Sofern sie dabei Einzelpersonen zumindest potenziell iiber
verbriefte Informationsschranken hinweg berechenbar zu machen drohen
(BVerfG 1983), sind Regeln des kollektiven Umgangs mit Daten gefragt —
wie oben bereits angefiihrt: ,Gesetzliche Formen® (Boltanski & Thévenot
2007: 257) bzw. Regelwerke, kollektive Vereinbarungen usw. Eben solche
Regelwerke werden im Bereich der Data Governance entwickelt.
Entsprechend des allgemeinen Trends haben in den letzten Jahren iiber
personenbezogene Daten hinaus Daten aus einer Vielzahl von Kontexten
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zum einen fiir Organisationen zunehmend an Bedeutung gewonnen, wiah-
rend sie zum anderen fiir grundrechtliche Fragen der Personlichkeit ver-
gleichsweise neuartige Probleme aufweisen (vgl. Rofinagel 2019). Dabei
kann es sich um Daten aus Produktionsprozessen handeln, oder um Daten,
aus denen sich der Zustand von technischen Komponenten, von natiirli-
chen Ressourcen oder auch von Infrastruktur-Komponenten ablesen ldsst.
In solchen Kontexten den Austausch von Daten und Kooperationen zu
fordern, ist das Ziel des Data Governance Acts. Neben den Anforderungen
des Data Governance Acts bestehen Bereitstellungspflichten fiir Daten aus
weiteren Rechtsakten. Viele Daten sind aus Sicht von Unternehmen als
unternehmenskritisch anzusehen und stellen Geschaftsgeheimnisse dar, wie
beispielsweise Informationen iiber Innovationen, betriebswirtschaftliche
Daten und Kundendaten.

Im Folgenden werden exemplarische Kontexte und Szenarien der orga-
nisationalen Kooperation mittels Daten herausgearbeitet, bei denen nicht
ausschliefSlich personenbeziehbare Daten betrachtet werden. Sie werden
auf Implikationen fiir Data Governance und Datensouverénitit untersucht.

5.1 Exemplarische Kontexte und Szenarien fiir die Chancen der
Kooperation mittels Daten

Als Kontexte werden im Folgenden die Land- und Forstwirtschaft und der
Bereich der Mobilitit betrachtet. Ein Beispiel fiir die fragliche Sensorik
ist die Erfassung von Daten iiber Fernerkundung mittels Drohnen, Satel-
litendaten oder vernetzte Sensorik (Jamshed et al. 2022), die Messwerte
liefert. Zum Einsatz gebracht werden etwa bildgebende Verfahren und
Sensorik zur Messung von Umgebungsparametern, wie bspw. Temperatur,
Luftfeuchtigkeit oder CO,-Gehalt, Bodenfeuchte und -temperatur.

Um auf Basis von Daten Aussagen machen zu koénnen, ist es hilfreich
zur Kontextualisierung GPS-Informationen einsetzen zu kénnen und diese
dann mit offentlich verfiigbaren Daten wie zum Beispiel Wetterdaten zu
verkniipfen. Es ist fiir viele Use Cases sinnvoll, Aussagen iiber grofiere
Regionen zu machen und dabei Sensor-Daten zu verkniipfen, um iibergrei-
fende Aussagen zu klimatischen Bedingungen oder Ertrdgen in der Land-
und Forstwirtschaft zu treffen und verschiedene Regionen miteinander ver-
gleichen zu kénnen. Hierbei kdnnen auch Aussagen zur Einhaltung rechtli-
cher Rahmenbedingungen wie beispielsweise der Diingemittelverordnung
abgeleitet werden. Im Sinne eines Geschiftsmodells fiir die Land- und
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Forstwirtschaft konnen Indikatoren des EU Nature Restauration Law ge-
messen werden (Hering et al. 2023).

Durch den Einsatz von Sensorik ist es auch méglich, fiir Maschinen in
einer Reihe von Kontexten und im Sinne der Predictive Maintenance War-
tung proaktiv zu planen oder auch Optimierungen von Konfigurationen
situativ vorzunehmen. Eine Voraussetzung dafiir besteht darin, Daten mit
Herstellern oder Service-Dienstleistern zu teilen (Tang et al. 2022).

Ein anderer Kontext, in dem Kooperation iiber Daten sinnvoll sein kann,
ist der Mobilitdtssektor. Zur Organisation multimodaler Mobilitat ist es
sinnvoll, aktuelle Informationen {iber eine ganze Reihe von Verkehrsmitteln
fiir Nutzende zur Verfiigung zu stellen und eine Kooperation zwischen Sta-
keholdern ist aus Sicht der Nutzenden hilfreich, um multimodale Mobilitat
zu optimieren.

Bei gemeinsam genutzter Infrastruktur wie StrafSen oder Schienen bieten
sich weitere Chancen der Kooperation iiber Daten. So konnten Fahrzeu-
ge wihrend des Einsatzes mittels Sensorik Zustandsinformationen iiber
Verkehrswege sammeln und so eigens durchgefithrte und entsprechend
aufwéndige Kontrollfahrten iiberfliissig machen. Bei derartigen Szenarien
besteht die Herausforderung darin, dass die effiziente Erhebung der Daten
und die Use Cases fiir die Nutzung der Daten bei verschiedenen Organisa-
tionen liegen (Alten et al. 2022).

5.2 Datensouverdnitit und Data Governance als Voraussetzung fiir
Kooperationen

Die skizzierten Kooperationsmoglichkeiten werfen indes kollektiv zu ver-
handelnde Fragen auf: Wem gehoren die Artefakte, {iber die Aussagen
getroffen werden sollen? Wem gehort die Sensorik? Und wem gehoren
die erfassten Daten? Dabei kann es sich innerhalb der Szenarien sowohl
um personenbeziehbare Daten als auch um unternehmenskritische Daten
handeln. Zusitzlich dazu stellt sich die Frage, welche Implikationen mit der
Weitergabe oder gemeinsamen Nutzung von Daten verbunden sind.

Den in den oben dargestellten Szenarien enthaltenen Chancen der Ko-
operation stehen somit Risiken gegeniiber, die im Folgenden exemplarisch
dargestellt werden sollen. Dabei zeigt sich zundchst insbesondere, dass eine
Aussage zu Chancen und Risiken zur Kooperation mittels Daten immer im
konkreten Kontext und aus der Perspektive unterschiedlicher Stakeholder
getroffen werden muss: Chancen und Risiken miissen in dem Sinne kon-
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textspezifisch identifiziert und analysiert werden, um zu verstehen, warum
Kooperationen iiber Daten in bestimmten Kontexten nicht oder nur sehr
eingeschriankt umgesetzt werden.

Exemplarische Risiken aus Sicht der Stakeholder sind dabei etwa, dass
Daten Informationen zu rechtlichen Rahmenbedingungen oder steuerlich
relevanten Aspekten beinhalten. Das ist beispielsweise in der Land- und
Forstwirtschaft der Fall, in der potenziell Aussagen zur Einhaltung von
rechtlichen Rahmenbedingungen wie der Diingemittelverordnung getrof-
fen werden kénnten. In der Forstwirtschaft sind auf Basis einer Einschét-
zung und Prognose des Bestandes im Rahmen der Forsteinrichtung steu-
erlich relevante Aussagen iiber den Betrieb ableitbar (Pleger & Schiering
2023). Da mittels Sensorik insbesondere Aussagen iiber betriebswirtschaft-
liche Parameter von Betrieben getroffen werden kénnen, werden von
den Stakeholdern héufig dezentrale Architekturen bevorzugt (Bokle et al.
2025). Chancen durch die Kooperation ergeben sich fiir land- und forst-
wirtschaftliche Betriebe, wenn durch den Nachweis von Indikatoren, wie
beispielsweise des EU Nature Restauration Law (Hering et al. 2023), neue
Geschiftsmodelle erméglicht werden.

In Use Cases aus dem Bereich des Verkehrs wie der besseren Organisati-
on Multimodaler Mobilitit ergeben sich aus der datenbasierten Kooperati-
on Chancen fiir alle Stakeholder. Eine Kooperation ist beispielsweise iiber
Ansitze wie Mobility Data Spaces moglich (Preetzsch et al. 2022). Bei An-
sitzen wie der Streckeniiberwachung durch Regelfahrten im Schienenver-
kehr (Alten et al. 2022) besteht die Herausforderung, dass die Betreiber der
Schienenfahrzeuge und die Streckenbetreiber typischerweise zu verschiede-
nen Organisationen gehdren und so zundchst Modelle der Kooperation
entwickeln miissen.

Kooperation und Datenaustausch zwischen Organisationen bleibt somit
eine Herausforderung, der mittels kollektiver Spielregeln zu begegnen ist
- und zwar iiber die hier exemplarisch behandelten Felder hinaus. Die
Datenethikkommission der Bundesregierung (2019, S. 146) nennt dabei ins-
besondere Transparenz, die gegenseitige Achtung von Geschéftsinteressen
und die Minimierung der Datenabhéngigkeit von Anbietern im Sinne eines
Daten-Lock-In als Grundprinzipien fiir einen Datenaustausch zwischen
Unternehmen. Interview-Studien haben zudem als Herausforderungen fiir
die Implementierung von Datensouveranitit insbesondere die Etablierung
von Vertrauensmechanismen und die effektive Umsetzung von Zugriffsbe-
schrinkungen auf die Daten, die sich iiber die Zeit an neue Anforderun-
gen adaptieren lassen, herausgearbeitet (z. B. Hellmeier et al. 2023). In
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einer empirischen Studie von Pampus et al. (2024) wurden zudem Anforde-
rungen an die technische Umsetzung von Datensouverénitdt untersucht.
Im Vordergrund stehen hier nach Aussagen der befragten Institutionen
Schutzziele, die weitgehend mit den Gewiéhrleistungszielen im Datenschutz
tibereinstimmen (Hansen et al. 2015). Wie hier erkennbar wird, lassen sich
Methoden des Privacy by Design im Bereich der Data Governance und Da-
tensouveranitét sinnvoll einsetzen, um Anforderungen von Organisationen
fiir datenbasierte Kooperationen eftektiv zu adressieren. Die Perspektive
der staatsbiirgerlichen Konvention erdffnet so die Méglichkeit zur kollekti-
ven Aushandlung von Kompromisslinien (Transparenz, Vertrauen) und des
Umgangs mit Widerspriichen (Datenabhéngigkeit, Lock-In).

6. Freiheit und Selbstbestimmung aus Sicht der handwerklichen Konvention:
Die techniksoziologische Perspektive der Mensch-Computer-Interaktion

Bei der Beurteilung von Privatheitsrisiken und den iibergeordneten Fragen
nach Freiheit und Selbstbestimmung gilt es aus Sicht einer soziologisch
informierten Mensch-Computer-Interaktion-Forschung zunéchst grundle-
gend zu beachten, dass die Praktiken, Orte und Kontexte der tatsichlichen
Verwendung von vernetzten Gegenstanden und Webservices durchaus ei-
gensinnig und auch widerspriichlich sind. Zwar lasst sich weltweit eine
fortschreitende, und in ihren Produkten und Services in gewisser Weise
auch gleichformige Vernetzung und Verdatung im Grunde aller Lebensbe-
reiche feststellen — dennoch sind insbesondere die Sphire des Zuhauses
und die Auswirkungen dieser Vernetzung auf Selbstbestimmung in diesem
Geflecht so heterogen, wie untererforscht. Gerade weil Services wie Apps,
Smart-Home-Geridte oder VR-Angebote durch den Endverbraucher-Kon-
sum als (vermeintlich) individuelle Kaufentscheidungen in diese Lebens-
welten gelangen, ergibt sich eine problematische Ausgangslage: Ein beson-
ders sensibler Raum wird durch Verwertungslogiken und -mechanismen
durchdrungen, die der dort herrschenden Beziehungslogik des Vertrauens
widersprechen — Markt- und Industriekonvention drohen in Widerspruch
zur handwerklichen Konvention zu geraten.

6.1 Gefahrdungsquellen

Nutzungs- und Sensordaten aus dem privaten Zuhause sind zwangsldufig
sozial situiert. Sie sind also einerseits von je konkreten Umstdnden gepragt
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und unter diesen entstanden, und sie werden andererseits auch unter Hin-
zuziehung des Alltagswissens der Nutzer:innen - und damit der sozialen
und moralischen Ordnungen vor Ort — interpretiert und bewertet (vgl. z. B.
Fischer, et al. 2016; Tolmie, et al. 2016). Datenspuren zu Luftfeuchtigkeit
im Kinderzimmer oder vom automatischen SchliefSsystem der Haustiir sind
per se sensibel — auch und gerade innerhalb von Haushalten (Kurze et al.
2020). Eine soziale Kontextualisierung vermeintlich objektiver Werte lasst
vermeintlich harmlose Sensor- oder Nutzungsdaten kritisch werden (Rich-
ter et al. 2018). Dabei kdnnen die Implikationen fiir Individuen und soziale
Verbande wie Familien enorm sein. Der Missbrauch vernetzter Services
kann sogar hausliche Gewalt beférdern, weil es durch smarte Gerite mehr
Méglichkeiten gibt, Opfer ,zu verfolgen, zu beobachten und zu regulieren.
(Tanczer 2021) Vertrautheit gegeniiber einem Endgerit, Bedienungsmuster
oder Hersteller kann also gerade zur Gefahr fiir Freiheit und Selbstbestim-
mung in digital vernetzten Lebenswelten werden - Vertrauen in den verant-
wortungsvollen Gebrauch durch die Person im Haushalt, die das Gerit
oder den Service kontrollieren kann, ebenso.

6.2 Das Privacy Paradox

Warum und wie kommen Geréte und Services mit so vielen ,offenen En-
den’ dennoch so leicht und vielgestaltig in die besonders schiitzenswerte
Sphidre des Zuhauses? In der Literatur wurde diese Frage lange Zeit mit
der Erklarungsfigur des ,,Privacy Paradox“ bezeichnet, demzufolge die dis-
kursiv geduferten Einstellungen der Nutzer:innen gegeniiber Dingen wie
Privatheit und Sicherheit in Diskrepanz zu ihren tatséchlichen diesbeziigli-
chen Praktiken stehen wiirden (bspw. Rosler 2022). Erklarungen hierfiir
liefern Studien, die empirisch nachweisen, dass Nutzer:innen oftmals den
Wunsch nach ,,Convenience®, also nach Bequemlichkeit, gegeniiber Privat-
sphérebedenken abwigen: Datengetriebene Produkte und Services verspre-
chen Verbraucher:innen mehr Komfort, Sicherheit und Effizienz im Alltag,
und insbesondere Nutzungsmotive, wie die allzeitige Verfiigbarkeit haben
sich hierbei als starker Motivator in der Abwigung gegen Privatheitsrisiken
gezeigt (Gashami et al. 2016). Bei einem Smart-TV etwa lassen sich alle
Unterhaltungsquellen und -inhalte mit einer Fernbedienung steuern, dem
steht die von den Nutzer:innen nicht gern gehorte Tatsache gegeniiber,
dass das Gerit Daten iiber das Nutzungsverhalten aufzeichnet. Wahrend
also tief in der ,Welt des Hauses“ verankerte Bequemlichkeitsmotive die
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Nutzung prégen, lasst sich gerade dies datendokonomisch ausbeuten - die
Marktkonvention okkupiert gewissermaflen die handwerkliche.

In dhnlicher Weise kann dann auch das an der Marktkonvention orien-
tierte Marketing normative Subjektpositionen, wie bspw. die Adressierung
von Eltern, ausnutzen — etwa, wenn diesen das Wissen darum schmack-
haft gemacht wird, was ihre Kinder gerade tun, um sie so vor Gefahren
schiitzen zu konnen (Stark & Levy 2018). Studien zeigen dariiber hinaus,
dass Verbaucher:innen oft unzutreffende mentale Modelle von digitalen
Daten in Produkten haben (Marky et al. 2021). Insbesondere der grundle-
gende Zusammenhang datafizierter Services - dass durch Tracking und
Datenanalyse das Verhalten der Nutzer:innen selbst zur Ware wird - ist
wenig bekannt. Dieser 6konomische Nutzen fiir die Anbieter:innen wird
den Verbraucher:innen gegeniiber teils bewusst verschleiert, womit letzte-
re dann wiederum exklusiv oder vordringlich Gebrauchstauglichkeits-, Be-
quemlichkeits- oder Unterhaltsamkeitsgesichtspunkte ihren Bewertungen
zugrunde legen. Fiir die weiter oben unter der Rubrik der Marktkonvention
behandelte Forderung, Datenschutzgesichtspunkte zum Wettbewerbskrite-
rium zu machen, sieht es damit eher schlecht aus.

6.3 Mafsnahmen aus Sicht der handwerklichen Konvention

Hier tut sich nun wiederum eine Kompromisslinie zwischen Markt-, Indus-
trie- und handwerklicher Konvention auf, sofern auch aus Sicht letzterer
ein grundlegender Schritt in der Erméglichung und Stiarkung von Selbst-
bestimmung beim Gebrauch vernetzter Geréte und Services in der Herstel-
lung von Transparenz besteht. Die geforderte Transparenz ldsst sich dabei
in verschiedenen Richtungen hin ausdifferenzieren als Transparenz dahin-
gehend, a) dass Daten erfasst werden, b) um welche Daten genau es sich
handelt, c) wohin diese {ibertragen werden, d) wie sie weiterverarbeitet,
zusammengefithrt und ausgewertet werden — und e) von wem mit welcher
Absicht. Verstdndliche diesbeziigliche Darlegungen, z. B. durch klare Aus-
zeichnung auf Produktverpackungen o. 4. fehlen. Selbst einfache Sensorik
im Zuhause wird dadurch leicht zum ,yversteckten Internet” (Karaboga et
al. 2015). Die Risiken und Implikationen smarter Gerite, die Video und/
oder Audio erfassen konnen, wie etwa ,intelligente Lautsprecher, werden
zwar zunehmend kritisch thematisiert, auch und vor allem hinsichtlich
von Fragen zur Privatheit; im Gegensatz dazu ist jedoch insbesondere im
oOffentlichen Diskurs ein mangelndes Problembewusstsein und Verstindnis
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fir Risiken und Implikationen fiir Privatheit durch vermeintlich einfache
Sensor- und Nutzungsdaten festzustellen. Daran wird ersichtlich, dass
Transparenz allein hier nicht mehr ausreicht, vielmehr bedarf es auch einer
aktiven Aufklarung tiber mdégliche privatheitsunfreundliche Implikationen
durch solche Services und Gerite, die erst in der Nutzung in der Sphire des
Zuhauses entstehen (vgl. auch Karaboga et al. 2022).

Wihrend Einstellungen, Erwartungen und Informationsdefizite durch
Erhebungen wie Umfragen oder Interviews rekonstruiert werden konnen,
sind die angesprochenen Risiken und Implikationen, die tiberhaupt erst
in der Nutzung entstehen, schwerer zu verstehen und im Sinne eines auf
Selbstbestimmtheit ausgerichteten Verbraucherschutzes zu bearbeiten. Das
vom BMBF geforderte Projekt ,Simplications® verfolgt deswegen einen
kombinierten Ansatz aus partizipativer Forschung und der Gestaltung von
Bildungsangeboten. Dem etablierten Ansatz des Privacy by Design (Schaar
2010) wird so ,Privacy by Co-Design® als partizipatives Element hinzuge-
fiigt. Ausgangspunkt ist dabei der unmittelbare lebensweltliche Bezug zu
den unterschiedlich situierten Formen von Privatheit im Zuhause: Verbrau-
cher:innen erhalten iiber einen langeren Zeitraum ein ,Sensorkit®, das typi-
sche Smart-Home-Daten wie Luftfeuchtigkeit, Temperatur, Bewegung oder
Lautstirke aufzeichnet; sie werden durch kleinere Aufgaben angehalten,
die ihnen einsehbaren Daten mit Alltagsbegebenheiten in Beziehung zu
setzen. In einer abschlieflenden Gruppendiskussion werden anonymisierte
Datenspuren aus verschiedenen Haushalten gemeinsam betrachtet, und auf
mogliche Kontexte und Implikationen zuriickgefithrt. Durch diese sozia-
le Situierung anhand echter Daten wird ein Aufdecken und Adressieren
der wirklich relevanten Problemstellungen aus der Praxis der Verwendung
heraus moglich - was insbesondere abweichende und nicht-intendierte
Nutzungen, bis hin zum potenziellen Missbrauch, sichtbar und damit im
Rahmen von Verbraucherschutz und zukiinftigen Designparadigmen adres-
sierbar macht (Kurze et al. 2020). Den Schlusspunkt der handwerklichen
Konventionsperspektiven bildet somit konsequenterweise die verdnderte
Gestaltung der ,Welt des Hauses“ - eine handwerkliche Antwort auf die
Frage nach Freiheit und Selbstbestimmung in digitalen Infrastrukturen.
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7. Schluss: ,Free Expression” - Meinungsfreiheit tiber alles? Einige
Differenzierungen zur Qualititserh6hung der Kontroverse um Freiheit und
Selbstbestimmung in soziodigitalen Infrastrukturen

Wie eingangs angemerkt, ist der vorliegende Text aus einem Diskussionspa-
nel der Jahreskonferenz 2024 der Plattform Privatheit hervorgegangen. Im
Panel, wie auch im Beitrag wurden heterogene, z. T. altbekannte Stimmen
und Ansichten horbar. Die Sortierheuristik der Konventionendkonomie hat
ein relativ kohdrentes Einfangen dieser Heterogenitit ermdglicht, das da-
rauf hinauslauft, nicht ein Einzelargument oder eine Einzelperspektive zur
Geltung zu bringen, sondern vielmehr Pluralismus im gesellschaftlichen
Zusammenhang pflegt. Was ldsst sich nun aber aus der Zusammenschau
der unterschiedlichen Perspektiven auf das Thema ,Freiheit in digitalen
Infrastrukturen® iber die Kontroverse um die Gestaltung der digitalen Ge-
genwartsgesellschaft lernen?

« Zunichst werden mogliche Kompromisslinien erkennbar. Der immer
wieder anzutreffende Verweis auf Transparenz legt nahe, dass es sich
hierbei um ein von allen beteiligten Welten als erstrebenswert erachtetes
»Gut® handelt, womit die weitere Forschung und Auseinandersetzung
darum jedoch erst beginnt: Inwiefern, so wire zu fragen, ermdéglicht
Transparenz wem welche Freiheit? Wie sich andeutete, halten einige
die Intransparenz von technodkonomischen Plattformen fiir problema-
tisch, wie wire hierauf zu reagieren? Setzt Freiheit in soziodigitalen
Infrastrukturen die Verordnung von Transparenzpflichten voraus? Nicht
zufillig thematisieren Artikel 12 Absatz 7 und 8 der DS-GVO unter der
Uberschrift ,Transparente Information, Kommunikation und Modalita-
ten fiir die Ausiibung der Rechte der betroffenen Person® ausdriicklich
die Moglichkeit, die Wahrnehmung von Auskunftsrechten mithilfe von
Bildsymbolen zu ermdglichen. Aber sind die Transparenzprobleme da-
mit gelost? Zwar konnen Bildsymbole ggf. der Uberforderung (durch zu
viele und zu komplex dargelegte Informationen als Entscheidungsgrund-
lage) von Nutzenden entgegenwirken. Aber wie niitzlich ist Transparenz,
wenn diese Nutzenden in quasi-monopolisierten digitalen Umgebungen
agieren und folglich effektiv nicht wirklich iiber Handlungsalternativen
verfiigen? Und wie realistisch ist eine Portritierung der Nutzenden im
Sinne von individuellen Entscheidungstriger:innen iiberhaupt? Droht
Transparenz unter den gegebenen Umstanden folglich dahingehend zum
yfaulen Kompromiss“ zu verkommen, dass sich die an der Kontroverse
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Beteiligten rhetorisch darauf einigen konnen, ohne dass der praktische
Status Quo und damit zusammenhangende Machtasymmetrien deswe-
gen transformiert wiirden?’

« Zum zweiten macht die oben dokumentierte Zusammenschau deutlich,
dass die Ermdglichung von Freiheit und Selbstbestimmung in soziodi-
gitalen Infrastrukturen ein Zusammenwirken unterschiedlicher Konven-
tionen voraussetzt. Wenn die Umsetzung der DS-GVO als Wettbewerbs-
vorteil genutzt werden kann, dann wirkt die Marktkonvention mit der
staatsbiirgerlichen zusammen, wenn in puncto Privatheitsfreundlichkeit
das ,race to the bottom® durch ein ,race to the top* ersetzt wird, in-
dem dieses durch den Einsatz von Standards und Metriken begiinstigt
wird, dann verkniipft sich die Konstellation zusatzlich mit der Industrie-
konvention usw. Daran wird erkennbar, dass gesellschaftlich produktive
soziodigitale Infrastrukturen, von denen nicht bloff ein paar wenige
Tech-Konzerne profitieren, ein hoheres Maf$ an intelligenter Konventio-
nen-Abstimmung erforderlich machen, als es das plumpe Propagieren
eines einzigen Prinzips (etwa der ,free expression®) vorsieht.

o Drittens wird jedoch auch deutlich, dass Konventionen zuweilen gegen-
ldufig zueinander und in unaufthebbaren wechselseitigen Widerspruch ge-
raten konnen. Dies zeigte sich etwa an der Gefahr, dass die ,Welt des
Hauses“ — die auf Vertrauensverhaltnissen fufSende, historisch ausdiffe-
renzierte lebensweltliche Privatsphiare — von datendkonomischen Moti-
ven durchdrungen wird. Die hier in neuem, digitalen Gewand sich arti-
kulierende Sorge ist eine soziologisch betrachtet alte und findet sich etwa
schon in Jirgen Habermas' bekannter Diagnose einer ,,Kolonisierung der
Lebenswelt*: ,die Imperative der verselbststindigten Subsysteme dringen
(...) von auflen in die Lebenswelt — wie die Kolonialherren in eine
Stammesgesellschaft — ein und erzwingen die Assimilation“ (Habermas
1981: 522). Die Imperative, um die es weiter oben ging, sind offenkundig
die des ,Subsystems® der Marktwirtschaft, ganz grundsitzlich stellt sich
aber die Frage, wo und an welchen Stellen Konventionen eben nicht in
ein kompromisshaftes oder kooperatives Verhaltnis zueinander gebracht
werden kénnen oder sollten, sondern sich wechselseitig ausschliefen.
Das heif$t mitunter, dass eine Konvention nur auf Kosten der anderen
zum Zuge kommen kann, weshalb die eine oder andere in ihrer Geltung

7 Fir Hinweise auf die fraglichen Artikel der DS-GVO und auf die Relevanz ,echter
Handlungsalternativen® in Bezug auf die Transparenzthematik bedanken wir uns bei
Michael Friedewald und Christian Geminn.
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begrenzt werden muss.® Demokratische Gesellschaften konnten die ge-
sellschaftlichen Aushandlungsspielraume an dieser Stelle normativ durch
Prinzipien begrenzen, die die Wahrscheinlichkeit der Reproduktion de-
mokratischer Spielregeln erhéhen - im Zweifel zugunsten der Demokra-
tie.

Als generellen Befund, der sich gewissermafien oberhalb der Frage einstellt,
ob die verschiedenen Wertkonventionen in soziotechnischen Kontroversen,
Konstellationen und Situationen in Kompromiss-, Kooperations- oder Wi-
derspruchsverhaltnisse treten, kdnnen wir somit wenigstens eine Gewiss-
heit festhalten: Die Vielfalt des Wertepluralismus muss sich in den gesell-
schaftlichen Aushandlungen der soziotechnischen Transformation auch
dann artikulieren, wenn Wertkonventionen in Widerspruch zueinander
stehen - aus empirischer Sicht sind unterschiedliche Konventionen in de-
mokratischen Gemeinwesen immer miteinander zu vermitteln. Denn die
Unterordnung der Gestaltung soziotechnischer Infrastrukturen unter ein
einziges Prinzip ist weder moralisch, ethisch oder politisch zu rechtferti-
gen noch diirfte sie mittelfristig funktionieren. Beispielsweise bendtigt die
Marktkonvention die staatsbiirgerliche, andernfalls droht sie von ihrem ei-
genen Prinzip gewissermaflen ,aufgefressen” zu werden, die unumschrank-
te Herrschaft von Markt-Prinzipien in simtlichen Lebensbereichen wiirde
Gesellschaften in die Dysfunktionalitdt treiben, so dass auch die Marktkon-
vention ihrer eigenen Existenzgrundlage beraubt wire.

In diesem Sinne ziehen wir bei aller Kakophonie, die die am vorliegen-
den Artikel beteiligten Disziplinen bzw. Autor:innen in die Kontroverse
einbringen, gemeinsam das Fazit: Die Ermoglichung von Freiheit und
Selbstbestimmung in soziodigitalen Infrastrukturen bendtigt weit mehr,
als das einseitige Abstellen auf eine Idee der ,free expression’, die allzu
oft weniger demokratische Diskurse hervorbringt, als eine algorithmische
Privilegierung von Propaganda und extremistische Hetze, und genau des-

8 In Habermas'scher Diktion: ,Der normative Sinn von Demokratie 1aft sich gesell-
schaftstheoretisch auf die Formel bringen, daf} die Erfiillung der funktionalen Notwen-
digkeiten systemisch integrierter Handlungsbereiche an der Integritit der Lebenswelt
(...) ihre Grenze finden soll. Andererseits kann die kapitalistische Eigendynamik des
Wirtschaftssystems nur in dem Mafle gewahrt bleiben, wie der Akkumulationsprozefl
von Gebrauchswertorientierungen abgekoppelt wird. Der Antriebsmechanismus des
Wirtschaftssystems mufl von lebensweltlichen Restriktionen moglichst freigehalten
werden“ (Habermas 1981: 507; dass Habermas das Konzept der ,Lebenswelt“ nicht
blof} auf die ,Welt des Hauses“ bezieht und generell mit anders gelagerten Unterschei-
dungen arbeitet, klammern wir in unserer Betrachtung bewusst aus).
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halb auch allzu oft als blofl strategisch in Anschlag gebrachte Rhetorik
daherkommt. Demgegeniiber stellen sich Freiheit und Selbstbestimmung
in digitalen Infrastrukturen nur dann ein, wenn sie als Resultat der gesell-
schaftlichen Aushandlung unterschiedlichster Wertkonventionen Gestalt
annehmen.
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Heiner Koch, Clara Strathmann, Martin Hennig, Luisa Schmied,
Christian L. Geminn, Jessica Heesen, Nicole Kramer und Karoline Reinhardt

Zusammenfassung

Im digitalen Zeitalter ist der Schutz der Privatheit besonders wichtig, doch bestehende Daten-
schutzmechanismen sind oft unzureichend. Menschen sind unterschiedlich vulnerabel, wenn es
um Eingriffe in ihre Privatsphére geht. Dies hat nicht nur strukturelle Ursachen, sondern ist auch
durch individuelle Faktoren bedingt. Die Einwilligung und die damit verbundene informationelle
Selbstbestimmung ist ein zentraler Aspekt des Datenschutzes. Ansitze, die sich hier auf ,Privacy
Literacy“ und die Fahigkeiten des ,Durchschnittsnutzenden® beziehen, sind fiir vulnerable Perso-
nen oft unzureichend. Weder schiitzt ,Privacy Literacy” immer ausreichend, noch ist diese fiir
vulnerable Personen immer erreichbar. Um ein angemessenes Schutzniveau zu gewihrleisten, ist
es notwendig, die Vulnerabilitat verschiedener Gruppen diversitatsgerecht zu beriicksichtigen. Ein
neuer Ansatz, der im Rahmen eines BMFTR-Projekts untersucht wird, ist der Einsatz viszeraler
Reize, um das Bewusstsein fiir Privatheitsrisiken zu schérfen.

Empirische Studien und theoretische Uberlegungen zeigen, dass der Schutzbedarf und die Vul-
nerabilitit individualisiert betrachtet werden miissen. Anstelle von festen Kategorien wie Ge-
schlecht oder Klasse ist es sinnvoller, mit dem offeneren Begriff der Diversitit zu arbeiten. Die
Entwicklung diversititsgerechter Privatheitsunterstiitzung und die Kommunikation von Wissen
iiber Privatheit an diverse Gruppen sind von grofier Bedeutung. Der Schutz besonders vulnera-
bler Personen in digitalen Umgebungen ist dabei gleichzeitig oft auch ein Schutz aller.

1. Einleitung - Privatheit in digitalen Umgebungen

Deutschland feierte 2024 75 Jahre Grundgesetz; es gilt als Garant fiir
Grund- und Menschenrechte, Demokratie und Rechtsstaatlichkeit und ver-
spricht allen Biirgerinnen und Biirgern gleiche Teilhabe am politischen und
gesellschaftlichen Leben. Betrachtet man Privatheitsschutz unter Gerech-
tigkeits- und Demokratieaspekten, wird insbesondere der Einbezug von
marginalisierten und vulnerablen Bevolkerungsgruppen, die oft weniger
Einfluss auf 6ffentliche Debatten und gesellschaftliche Gestaltungsprozesse
haben, als notwendig bewertet (Castro Varela/Heinemann 2016). In Bezug
auf den Privatheitsschutz besteht fiir die Gesellschaft insgesamt ein demo-
kratietheoretisch begriindetes Interesse an der Wahrung der informationel-
len Selbstbestimmung, selbst dann, wenn einzelne Personen Daten zu ihrer
Person und ihrem Verhalten nicht schiitzen wollen oder konnen. Auch das
Bundesverfassungsgericht hat die Bedeutung der informationellen Selbst-
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bestimmung fiir die Demokratie von Anfang an betont (BVerfGE 65, 1,
Rn. 148).

Gerade im digitalen Zeitalter stellt der Schutz der Privatheit eine kom-
plexe Herausforderung dar, die hdufig tiber die bisher bestehenden daten-
schutzrechtlichen Schutzmechanismen hinausgeht. Unterschiedliche Perso-
nen sind unterschiedlich vulnerabel gegeniiber Verletzungen ihrer Privat-
sphére. Diese Ungleichheit kann durch grofere strukturelle Bedingungen
zustande kommen (etwa Diskriminierungen oder ungleicher Ressourcen-
zugang) aber auch durch sehr individuelle Griinde, die insbesondere auf
situations- und kontextabhingiges Nutzungsverhalten zuriickzufiihren sind
(etwa Haufigkeit und Art der Internetnutzung) (Kroschwald 2023, S.5;
Strauf3/Bettin 2023, S. 54).

Bestehende Instrumente zum Schutz vulnerabler Gruppen, wie z. B. in
Form von Art. 8 DSGVO bezogen auf Kinder, erfassen diesen Schutzbedarf
nicht ausreichend differenziert (Rofinagel 2020, S.88; Rofinagel/Geminn
2020, S.55ff; Geminn 2023, S.193ff.). Es bleibt die Notwendigkeit einer
addquaten Adressierung von Vulnerabilitit auch von z. B. élteren Men-
schen oder Personen mit kognitiven Beeintrachtigungen (Geminn 2023,
S.203ft.). Der klassische Diskriminierungsschutz auf Grundlage von ab-
schliefenden Merkmallisten muss um eine Diversitdtsperspektive erganzt
werden, die anhand der Vulnerabilititen im Kontext des konkreten Ge-
genstandsbereichs entwickelt wird. Ein zentrales Anliegen muss es sein,
diversitatsgerecht der Vulnerabilitdt der Privatheit verschiedener Gruppen
Rechnung zu tragen. Ein besserer Schutz vulnerabler Personen kommt
dabei letztlich allen zugute.

2. Problemaufriss: Einwilligung als datenschutzrechtliche
Legitimationsgrundlage der Verarbeitung personenbezogener Daten

Die Erfassung personenbezogener Daten hat zur Entstehung neuer Ge-
schiftsmodelle gefiihrt, die auf der Erstellung umfassender Identititsprofile
durch Tracking und Profiling der Nutzenden basieren. Neben den Zielen,
damit die Kundenbindung zu erh6éhen oder personalisierte Werbung zu
schalten, entstehen Informations- und Machtasymmetrien (Straufl/Bettin
2023, S. 33, 48). Die digitalisierten Infrastrukturen wirken dabei intrusiv in
die Privatsphére der Menschen hinein und vergréflern damit die Angriffs-
flache fiir Grundrechtseingriffe sowie die Exposition in Hinblick auf Vul-
nerabilitdtsfaktoren (Geminn 2023, S.172). Als gesetzlich legitime Rechts-
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grundlage zur Verarbeitung personenbezogener Daten zu diesen Zwecken
kommt in der Regel die Einwilligung zum Tragen. Im Rahmen des Privat-
heitsschutzes vulnerabler Personen (und nicht nur dort) muss die gingige
Praxis der Einwilligung als datenschutzrechtliche Legitimationsgrundlage
der Verarbeitung personenbezogener Daten jedoch kritisch hinterfragt wer-
den.

Die Einwilligung gilt als ,genuiner Ausdruck der informationellen
Selbstbestimmung® (Rofinagel u. a 2001, S.15, 72; Schulz, in: Gola/Heck-
mann 2022). Die Betonung der Selbstbestimmung als zentraler Aspekt des
Datenschutzes findet sich bereits im Volkszdhlungsurteil des BVerfG aus
dem Jahr 1983, das durch die Konzipierung des Rechts auf informationelle
Selbstbestimmung aus Art.2 Abs.1i. V. m. Art.1 Abs.1 GG dem Einzelnen
die Befugnis einrdumt, ,selbst tiber die Preisgabe und Verwendung seiner
personlichen Daten zu bestimmen® (BVerfGE 65, 1, Rn. 74). Auch aus dem
europdischen Grundrecht auf Datenschutz aus Art.8 Abs.1 der Charta
der Grundrechte der Europdischen Union (GRCh) ldsst sich ein Recht
des Einzelnen auf Selbstbestimmung im Hinblick auf den Umgang mit
den ihn betreffenden personenbezogenen Daten ableiten (Kiihling/Buch-
ner, in: Kithling/Buchner 2024; Liedke-Deutscher 2024, S.8; Nebel 2015,
S.517-521). Art. 8 Abs. 2 Satz1 GRCh nennt die Einwilligung als eigenstin-
digen Rechtfertigungsgrund zur Verarbeitung von Daten. Eine auf Grundla-
ge einer selbstbestimmten, autonomen Entscheidung getroffene Erteilung
der Einwilligung kann folglich als Grundrechtsausiibung im Sinne der
GRCh gesehen werden (Klement, in: Simitis/Hornung/Spiecker gen. D6h-
mann 2025; Liedke-Deutscher 2024, S. 8).

Zur Umsetzung der grundrechtlichen Vorgaben zum Datenschutz wird
die Einwilligung als Rechtsgrundlage zur Verarbeitung personenbezogener
Daten in der Datenschutz-Grundverordnung (DSGVO) konkretisiert. Die
Wirksamkeitsvoraussetzungen der Einwilligung ergeben sich aus Art.4
Nr. 11 DSGVO. Fiir Menschen, die aufgrund struktureller oder individueller
Faktoren eine erhohte Vulnerabilitdt aufweisen, stellt sich die Frage nach
den Voraussetzungen fiir eine wirksame Einwilligung, insbesondere hin-
sichtlich der Freiwilligkeit und der Informiertheit, mit besonderer Dring-
lichkeit. Eine informierte Einwilligung setzt voraus, dass die betroffene Per-
son versteht, dass und in welchem Umfang sie ihre Einwilligung erteilt hat
und damit auch z. B. von ihrem Recht auf Widerspruch Gebrauch machen
kann. Dies hat der Verantwortliche durch entsprechende Vorkehrungen
sicherzustellen (vgl. ErwG 42 Satz 2 DSGVO).
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Transparenz kann dabei als zentrale Voraussetzung der Ausiibung der
informationellen Selbstbestimmung verstanden werden (Albers/Veit, in:
BeckOK Datenschutzrecht 2024). Dem Grundsatz der Transparenz aus
Art.5 Abs. 1 lit.a DSGVO folgend, miissen personenbezogene Daten ,in
einer fiir die betroffene Person nachvollziehbaren Weise“ verarbeitet wer-
den. Gemifl Art.12 Abs.1, S.1 DSGVO haben ,Verantwortliche geeignete
Mafinahmen zu treffen, um der betroffenen Person alle Informationen [...],
die sich auf die Verarbeitung beziehen, in préziser, transparenter, verstand-
licher und leicht zuginglicher Form in einer klaren und einfachen Sprache
zu iibermitteln. Das Transparenzgebot verlangt dabei nicht nur formale
Verstandlichkeit im Sinne von Lesbarkeit, sondern auch Sinnverstandlich-
keit (Heberlein, in: Ehmann/Selmayr 2024).

Die Einwilligung prigt das Datenschutzrecht durch einen stark indivi-
dualistischen Ansatz. Dem liegt die Annahme zugrunde, dass Transparenz
und Eigenverantwortung ausreichen, um eine wirksame Einwilligung und
damit die Rechtmifligkeit der Verarbeitung personenbezogener Daten zu
gewihrleisten (Friedewald u. a 2020, S. 7). Als Bezugspunkt fiir Verantwort-
liche wird dazu auf den ,Durchschnittsnutzer” (Artikel-29-Datenschutz-
gruppe 2018, S.16) und dessen Privacy Literacy abgestellt. Privacy Literacy
bezeichnet das Wissen und die Féhigkeiten, die erforderlich sind, um Da-
tenschutzentscheidungen informiert zu treffen. Sie umfasst verschiedene
Dimensionen, darunter prozedurales Wissen (z. B. iiber Schutzstrategien),
Erfahrungswissen (z. B. eigene Erlebnisse mit Datenschutzverletzungen)
und Faktenwissen iiber gesetzliche Grundlagen, technische Datenschutz-
mafSnahmen sowie Unternehmenspraktiken (Brough/Martin 2020; Trepte
u. a 2015). Ein angemessenes Schutzniveau kann auf diesem Wege jedoch
zumindest nicht durchgehend gewéhrleistet werden. Besonders vulnerable
Personen, wie z. B. Menschen mit kognitiven Beeintrdchtigungen, haben oft
nicht die gleichen Voraussetzungen, um informierte Entscheidungen iiber
ihre Daten zu treffen. Das Konzept der Privacy Literacy greift hier zu kurz,
da es voraussetzt, dass alle Nutzenden iiber die notwendigen Ressourcen
verfiigen kénnen, um sich entsprechend zu informieren. Selbstbestimmung
im Datenschutz muss jedoch allen Menschen mdglich sein, unabhingig
von ihren individuellen Fidhigkeiten, soziotkonomischem Hintergrund
oder der jeweiligen digitalen Umgebung. Sie darf nicht nur Personen zu
Teil werden, die iiber die notwendigen Mittel verfiigen, um sie auszuiiben,
wie z. B. die Fihigkeit, Datenschutzeinstellungen vorzunehmen oder Da-
tenschutzhinweise zu lesen und zu verstehen (BVerfGE 65, 1, Rn. 148).

226

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Diversititsgerechter Privatheitsschutz in digitalen Umgebungen

Die Griinde fiir das Fehlen der Informiertheit bei Datenschutzentschei-
dungen sind so divers wie die Vulnerabilitit, die den betroffenen Personen
eigen ist. Oftmals wird das Problem in einem Mangel an Privacy Literacy
gesehen. Doch Privacy Literacy und das damit verbundene Wissen ist nur
eine von vielen notwendigen Ressourcen. Zeit, Geld, digitale Erfahrung
und kognitive Kapazititen spielen eine entscheidende Rolle dabei, ob je-
mand in der Lage ist, die komplexen Dynamiken der digitalen Marktwirt-
schaft zu begreifen und entsprechend zu handeln. Wihrend Bildungsange-
bote zwar einen sicheren Umgang mit dem Internet unterstiitzen konnen,
stof3t das Konzept fiir einige Bevolkerungsgruppen an seine Grenzen. Nicht
alle Menschen kénnen etwa gleichermafien erreicht werden; andere haben
spezielle Bediirfnisse, denen man nicht universell gerecht werden kann.
Auch in Bezug auf Einwilligungsfragen muss demnach aus Diversitétsper-
spektive kritisch untersucht werden, wo Schutzliicken entstehen und wie
diese geschlossen werden konnen. Herkommliche Ansitze, die auf Privacy
Literacy setzen, beriicksichtigen dabei oft nicht, dass hierdurch kein ange-
messenes Schutzniveau fiir alle Gruppen hergestellt werden kann.

Dariiber hinaus wird im Rahmen von Privacy Literacy durch die starke
Betonung individueller Verantwortung (Responsibilisierung) die struktu-
relle Dimension des Privatheitsschutzes ausgeblendet. Viele digitale Dienste
und Plattformen sind aber so gestaltet, dass die standardméflige Daten-
weitergabe erleichtert und datenschutzfreundliche Alternativen erschwert
werden. Solche systematischen Probleme kdnnen nicht allein durch indivi-
duelle Kompetenzbildung gelost werden. Vielmehr bedarf es ergdnzender
Mafinahmen, wie regulatorischer Vorgaben und weniger kognitionsbasier-
ter Ansétze, um ein umfassendes und gerechtes Schutzniveau fiir alle zu
erreichen.

3. Viszerale Reize als mogliche Losung

Vor dem Hintergrund der oben gefiihrten Diskussion mdchten wir den
Ansatz der Privacy Literacy zur Unterstiitzung des Privatheitsmanagements
um weniger kognitionsbasierte Moglichkeiten ergdnzen. Neue Ansitze wie
der Einsatz viszeraler (also korperlich-wahrnehmbarer) Reize konnten das
Bewusstsein fiir Privatheitsrisiken scharfen und Menschen dabei unterstiit-
zen, informierte Entscheidungen tiber ihre Privatsphére zu treffen (Acquisti
u. a. 2022). Dabei geht es z. B. darum, Erfahrungen aus dem Kontext
analoger Privatheitsverletzungen auf die Online-Welt zu {ibertragen, wie
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etwa, sich bei einem vertraulichen Gesprich beobachtet zu fiihlen, weil
eine fremde Person zu nah kommt. Dafiir wurde im Kontext von digitaler
Privatheit das Konzept der viszeralen Hinweise (visceral notice) vorgestellt
(Calo 2011). Dabei geht es, im Gegensatz zum traditionellen symbol- und
textgepragten Hinweis, um eine Informationsvermittlung durch Erfahrung
bei Gefahr. Ein anschauliches Beispiel dafiir findet sich in Baustellensitua-
tionen: Um die Verkehrsteilnehmer:innen dort zur Vorsicht aufzurufen,
werden Verkehrsschilder aufgestellt, die bildlich oder per Text auf die Not-
wendigkeit besonderer Aufmerksamkeit hinweisen sollen. Als Alternative
bietet sich der Einsatz von Ruttelschwellen an, die unmittelbar ,aufriitteln®
ohne kognitiv verarbeitet werden zu miissen und somit einen intuitiveren
Charakter innehaben. Calo (2011) unterscheidet dabei zwischen drei Kate-
gorien: Vertrautheit als Warnung, psychologische Reaktion als Warnung,
und Zeigen als Warnung. Bei Vertrautheit geht es darum, dass die Nutzen-
den das Verhalten von bestimmten Technologien kennen und deshalb das-
selbe Verhalten in anderen, dhnlichen Interaktionen erwarten. Ein Beispiel
dafiir sind digitale Kameras, die mit einem Auslésegerdusch ausgestattet
sind, das ertont, wenn ein Foto gemacht wird. Dieses sollte an die analoge
Kamera erinnern und so eine Warnung vor potenziellem Eindringen in die
Privatsphére geben. Die Kategorie der psychologischen Reaktion umfasst
biologisch bzw. evolutionér bedingte Reaktionen auf bestimmte Designele-
mente (z. B. die Riittelschwelle, wobei ein besonderes Aufmerken die Reak-
tion darstellt). Solche Reaktionen kdnnen auch durch die anthropomorphe
(also menschendhnliche) Gestaltung von Technologien ausgelost werden.
Dadurch konnten z. B. soziale Skripte getriggert werden, wie dass man sich
beobachtet fithlt (Rodriguez-Priego u. a. 2021). Die dritte Kategorie, Zeigen
als Warnung, kann gestaltet werden durch konkretes Sichtbarmachen von
Konsequenzen, z. B., wie bestimmte Daten genutzt werden. Dadurch sollen
die Gefahren, die mit einer bestimmten Entscheidung einhergehen (kénn-
ten), transparenter und anschaulicher gestaltet werden.

Drei Probleme bestehen nun bei dem méglichen Einsatz viszeraler Rei-
ze: (i) viszerale Reize konnen ein paternalistisches ,Nudging“ von Privat-
heitsentscheidungen darstellen, (ii) viszerale Reize sind Teil eines individu-
ellen Selbstschutzes und l6sen damit keine strukturellen Probleme und (iii)
ob der Einsatz viszeraler Reize wirksam ist, wird sich erst noch zeigen
miissen, was jedoch kein konzeptionelles Problem des Ansatzes darstellt.

Grundsitzlich gilt, dass Paternalismus nicht immer falsch sein muss
(Birnbacher 2012, S.564). Paternalismus hat jedoch einen deutlich erhéh-
ten Rechtfertigungsbedarf und muss kontinuierlich auf seine Notwendig-

228

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Diversititsgerechter Privatheitsschutz in digitalen Umgebungen

keit hin untersucht werden. Paternalismusprobleme kdnnen auftreten, weil
viszerale Reize gerade dazu da sein sollen, eine Schutzliicke durch fehlende
Privacy Literacy zu schlieflen. Privacy Literacy soll jedoch dazu dienen,
selbstbestimmte Entscheidung iiber Privatheitsfragen zu treffen. Viszerale
Reize konnen damit Personen zu Entscheidungen zu drangen, die in jhrem
Interesse sind, die sie aber ohne diese Reize anders treffen wiirden. Damit
entsteht eine Offenheit dafiir, dass viszerale Reize festlegen, was im Interes-
se der jeweiligen Personen ist. Zwei Losungsstrategien sind sinnvoll: erstens
sollte den Nutzenden die Méglichkeit gegeben werden einzustellen, welche
Privatheitspriferenzen durch viszerale Reize unterstiitzt werden. Damit
wiren die Préaferenzen zweiter Ordnung beriicksichtigt und eine damit ver-
bundene Selbstbestimmung gewéhrleistet. Zweitens konnen viszerale Reize
auch so gestaltet werden, dass sie einen Beitrag zur Privacy Literacy und
damit zum Selbstschutz leisten, beispielsweise, indem sie einen konkreten
Bezug zur Gefahrensituation herstellen oder indem man diese um einen
Hinweis erganzt, welcher mehr Informationen anbietet. In diesem Sinne
wiirde es sich dann nicht einfach um Paternalismus handeln, sondern um
eine Form des ,Mothering® (Wartenberg 1990, S. 192-193), das die Personen
befahigen soll, selbstbestimmte Entscheidungen treffen zu kénnen. Auch
Damm (2013, S.213) weist allgemeiner darauf hin, dass es beim Konflikt
zwischen Schutz und Freiheit oder Selbstbestimmung sinnvoll ist, ,,Fiirsor-
ge gerade auch ihrerseits als Instrument der Férderung und ,,Erméoglichung
der Selbstbestimmung* zu begreifen®.

Neben Paternalismus besteht das Problem, dass unter den realen Nut-
zungsbedingungen keine selbstbestimmten Entscheidungen {iber Privatheit
getroffen werden konnen. Entweder wird gar nicht erst eine Entscheidungs-
moglichkeit angeboten oder die Entscheidung ist zu komplex und zeitauf-
wendig, als dass diese wirklich getroffen werden konnte. Dort, wo schon
Privacy Literacy keine Losung ist (Hagendorff 2018), kann auch ein vis-
zeraler Reiz, der die individuellen Entscheidungen unterstiitzen soll, keine
Losung sein. Regulierungen und gesetzliche Vorgaben bleiben damit ein
unverzichtbares Instrument des Schutzes vulnerabler Personen. Viszerale
Reize sollten damit in diesen Kontexten nicht zu einer Rechtfertigung in-
dividueller und eigenverantwortlicher Lésungen werden (Responsibilisie-
rung). Gleichzeitig wire es jedoch auch ein fragwiirdiger Paternalismus,
wenn durch Regulierungen vulnerablen Personen grundsitzlich die Ent-
scheidungsmoglichkeiten genommen wiirden. Vulnerablen Personen gesell-
schaftliche Teilhabe zu nehmen, indem ihnen etwa der Zugang zu sozia-
len Medien untersagt wird (etwa das Verbot fiir unter 16-Jahrige, soziale
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Medien zu nutzen), ist ethisch problematisch. Gesellschaftliche Teilhabe
bedeutet immer auch ein gewisses Mafl an Vulnerabilitdt, bei dem ein
paternalistischer Schutz, der mit dieser Vulnerabilitdt auch die gesellschaft-
liche Teilhabemaglichkeit beseitigt, Freiheit zu sehr beschranken kann.

Zuletzt muss sich empirisch zeigen, ob viszerale Reize tatsdchlich eine
geeignete Losung filir Schutzliicken durch eine fehlende Privacy Literacy
sein konnen. Es besteht hier die Gefahr, dass technische Innovationen
Losungen fiir soziale Probleme sein sollen. Bei der Evaluation viszeraler
Reize sind damit Fragen des Paternalismus, der Responsibilisierung und
der Eignung technischer Losungsansitze zu berticksichtigen.

4. Notwendigkeit einer kontextbezogenen Diversititsperspektive
4.1 Empirische Evidenzen

Um zunichst zu verstehen, welchen Schutzbedarf unterschiedliche vulnera-
ble Gruppen im Umgang mit ihrer Privatsphére im Internet haben, wur-
den insgesamt neun Fokusgruppen durchgefiihrt. Dabei wurden drei be-
sonders vulnerable Kohorten miteinbezogen: Grundschulkinder, Senior:in-
nen sowie Personen mit kognitiven Beeintrachtigungen. Zwei Gruppen
mit Personen zwischen 18 und 65 dienten dariiber hinaus als Vergleichs-
gruppe. Innerhalb der Fokusgruppen wurde eruiert, inwiefern bei den
Teilnehmenden ein Bewusstsein fiir systematische Datensammlungsprakti-
ken von Unternehmensseite vorliegt. Dariiber hinaus sollte ein Eindruck
dariiber gewonnen werden, welcher Risiken und Schutzmafinahmen sich
die Teilnehmenden bewusst sind, wobei der Einsatz von Cookie-Bannern
als Mechanismus zum Schutz der eigenen Daten diskutiert wurde. Zuletzt
wurden die Teilnehmenden dazu ermuntert, eigene Ideen fiir den Schutz
vor Privatheitsrisiken zu generieren.

Die Analyse des Bewusstseins fiir und Wissens der Teilnehmenden iiber
Datenschutz ergab ein diverses Bild. Kinder beispielsweise attribuierten
Datensammlungspraktiken eher auf einer horizontalen Ebene (z. B. in Be-
zug auf Influencer:innen, die mit erhdhten Zuschauer:innenzahlen mehr
Geld verdienen konnten). Unter den Personen mit kognitiven Einschrin-
kungen zeigte sich das diverseste Spektrum an Wissen: von Einzelnen, die
schon mal von der Sammlung persénlicher Daten gehért hatten, bis hin zu
jenen, die sich nicht vorstellen konnten, dass YouTube auf irgendwelche In-
formationen iiber sie zugreifen kann oder diese gar sammelt (oft begriindet
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im mangelnden Verstindnis des Werts von Daten). Bei den Senior:innen
beobachteten wir, dass Teile ihres Verstindnisses auf populdren Geriichten
basierten, so etwa, dass das eigene Handy einen stindig belausche und
auf Basis des Gehorten entsprechende Werbung geschaltet wiirde. Anderer-
seits hatte diese Gruppe von den drei untersuchten vulnerablen Gruppen
das hochste Bewusstsein dafiir, dass grofle Firmen wie Google Zugang zu
verschiedenen Datenquellen haben und, dass Werbeunternehmen auf Basis
verschiedener Nutzer:innendaten personalisierte Empfehlungen ausgeben
kénnen. Das Wissen der Senior:innen stief3 dann an seine Grenzen, wenn
es um komplexere Prozesse wie Big Data oder Algorithmen ging, was {ibli-
cherweise bereits weit tiber das Verstindnis der Kinder und Personen mit
kognitiven Einschrankungen hinausging. Bei diesen lief sich beobachten,
welchen Wert physische Greifbarkeit in Privatheitsvorstellungen hat: So
auflerten einige Kinder, man konne Datensammlungen durch das Zersto-
ren eines entsprechenden Gerits verhindern. Auch bei den Personen mit
kognitiven Einschrankungen zeigte sich allenfalls ein grundlegendes Ver-
standnis. So beobachteten manche beispielsweise, dass die Google-Suche
nach einem Produkt oft zu Werbung fiir diesen oder dhnliche Konsum-
artikel fithrt. Andere erkannten, dass ein Zusammenhang zwischen dem
aktuellen Video auf YouTube und den personalisierten Empfehlungen am
Rand der Seite besteht.

Dariiber hinaus fiel die Attribution der Verantwortung im Hinblick auf
Privatheitsschutz im Internet unterschiedlich aus. Sowohl bei den Kindern
als auch bei den Personen mit kognitiven Beeintrachtigungen standen Hil-
festellungen bei der Navigation der eigenen Privatheit durch Vertrauensper-
sonen im Vordergrund. Das Verstandnis fiir die Verletzung der Privatheit
durch Institutionen oder Unternehmen unterschied sich stark interindivi-
duell, war aber gerade in diesen Gruppen durchschnittlich gering und spie-
gelte teils wider, was von Vertrauenspersonen iibernommen worden war.
So war einigen Personen bekannt, dass Cookies abgelehnt werden sollten,
worum es sich dabei allerdings handele und warum sie abgelehnt werden
sollten, entzog sich oft dem allgemeinen Verstdndnis. Senior:innen auf
der anderen Seite lokalisierten die Verantwortung tendenziell bei sich und
dem eigenen Wissen. Im Vergleich zu den beiden vorgenannten Gruppen
wurde zwar gelegentlich der Wunsch nach einer externen Schutzinstanz
geduflert, die das Individuum um die eigene Verantwortung erleichtern sol-
le (dhnlich wie bei den Vergleichsgruppen), diese Moglichkeit wurde aber
tendenziell als nicht umsetzbar wahrgenommen. Bildungsangebote wurden
insbesondere von den Senior:innen als wertvoll betrachtet und am ehesten
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als realistische externe Schutzmdoglichkeit angesehen. Grundsitzlich fand
sich in dieser Gruppe jedoch auch ein starker Bezug auf die eigene Lebens-
erfahrung, der ein grofler Stellenwert im Hinblick auf das Erkennen von
und den Umgang mit Gefahren zugeschrieben wurde.

Im Zusammenhang mit den Fokusgruppen hat sich empirisch gezeigt,
dass es sinnvoll sein kann, Schutzbedarf und Vulnerabilitat individualisier-
ter zu denken. Diese Position soll im Folgenden - insbesondere fiir den
Privatheitsbereich - auch theoretisch begriindet werden.

4.2 Vulnerabilitat und Privatheit

Oft wird angenommen, dass Menschen einerseits universell vulnerabel
sind, aber andererseits auch partikulare Personengruppen oder einzelne
Personen eine besondere Vulnerabilitat aufweisen (Albertson Fineman
2017). Vulnerabilitat bedeutet, dass Personen sich nicht allein schiitzen
kénnen und damit einen Schutzbedarf haben. Zunehmend wird hierbei
Vulnerabilitit auch im Privatheitsbereich diskutiert (Geminn 2023; Beh-
rendt/Loh 2022). Insofern Personen ein Interesse an informationeller
Selbstbestimmung haben und sich nicht allein und mit absoluter Sicher-
heit schiitzen konnen, sind sie in dieser Hinsicht vulnerabel. Damit ist
auch Kklar, dass Personen immer nur in bestimmten Hinsichten besonders
vulnerabel sind. Vulnerabel im Bereich der Privatheit zu sein bedeutet etwa
nicht, auch im Gesundheitsbereich vulnerabel zu sein.

Privacy Literacy beispielsweise kann die Vulnerabilitit im Privatheits-
bereich abschwiéchen, aber nicht beseitigen. Wéahrend wir eine gewisse
Vulnerabilitdt im Privatheitsbereich universell teilen, bestehen jedoch auch
wichtige Unterschiede darin, wie ausgeprigt vulnerabel die einzelnen Per-
sonen sind. Eine ungleiche Verteilung von Privacy Literacy kann zu einer
solchen ungleichen Vulnerabilitét fithren. Auch kann die gleiche Verletzung
der informationellen Selbstbestimmung sehr unterschiedliche Konsequen-
zen nach sich ziehen. So ist es ungleich problematischer, wenn die Gesund-
heitsdaten einer kranken Person ungewollt zuginglich werden, als wenn
dies bei einer gesunden Person passiert. Weiterhin kann das Ausmafi, in
dem Personen Gefahren ausgesetzt sind, sehr unterschiedlich verteilt sein.
Personen des 6ffentlichen Lebens etwa sind oft dauerhaft intensiven Angrif-
fen auf ihre Privatsphére ausgesetzt.

Zumindest zwei Probleme treten hierbei jedoch auf: erstens kann Pri-
vacy Literacy unzureichend sein, um sich zu schiitzen. Zweitens ist es
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verschiedenen Personengruppen erschwert, eine hinreichende Privacy Li-
teracy zu erwerben.

Schon auf der Ebene von Privacy Literacy liegt nicht nur ein einziger
Mechanismus vor, der dazu fiihrt, dass diese nicht ausreicht, um sich
angemessen schiitzen zu konnen. Dass Probleme und die betroffenen Per-
sonengruppen vielfaltig sind, bedeutet jedoch nicht automatisch, dass die
Losungsansitze genauso vielfaltig sein miissen. Wird etwa durch Regulati-
on die Erhebung von Daten durch Unternehmen in einem bestimmten
Bereich effektiv untersagt, so wird durch diesen Schutz eine bestimmte
Form der Vulnerabilitit mindestens deutlich abgeschwiacht. Auch Verfahren
zum Schutz von partikularen Vulnerabilititsgruppen kénnen dazu geeignet
sein, auch andere Gruppen zu schiitzen. Wahrend die viszeralen Reize,
die wir in diesem Kontext diskutieren, dazu entwickelt werden, Privacy Li-
teracy-Probleme bei Personen mit eingeschrankten kognitiven Fihigkeiten
zu bewiltigen, konnen diese viszeralen Reize auch fiir andere Personen
geeignet sein, sie bei dem Schutz ihrer Privatsphére zu unterstiitzen.

Fiir den Privatheitsbereich stellen auflerdem die Einwilligung und die
damit verbundenen Aspekte der Informiertheit und Freiwilligkeit einen
wesentlichen Bereich der Vulnerabilitat dar. In Bezug auf Freiwilligkeit lasst
sich im Anschluss an Kiener (2023) argumentieren, dass sich diese nur
in konkreten Interaktionen zwischen der Person, die die Einwilligung er-
teilt und der einwilligungserhaltenden Stelle feststellen ldsst. Dies bedeutet
auch, dass Vulnerabilititen auf den ganz konkreten Interaktionskontext be-
zogen sein miissen. Erst wenn diesen Vulnerabilititen angemessen von der
einwilligungserhaltenden Stelle begegnet worden ist, kann {iberhaupt von
Freiwilligkeit in diesem Interaktionskontext ausgegangen werden. Dies lasst
sich analog auch auf die Informiertheit tibertragen. Auch hier gibt es An-
forderungen des konkreten Interaktionskontextes, denen begegnet werden
muss, damit Vulnerabilititen in Bezug auf Informiertheit die Einwilligung
nicht ungiiltig werden lassen. Insofern die Verschiedenheit der einzelnen
Interaktionen bei Einwilligungen in Datennutzung relevant sind, stiitzt dies
die Anforderung, Vulnerabilitit anhand kontextspezifischer Kriterien zu
entwickeln.

4.3 Kategorienbildung und Vulnerabilitat

Verbreitet ist die Annahme, dass Vulnerabilititen sich nicht anhand von
festen vorgegebenen Kategorien feststellen lassen, sondern individuelle
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Eigenschaften sind (Birnbacher 2012, S.561). Damit soll iiber Vulnerabili-
tat eine moralisch richtige Einschitzung von Einzelféllen stattfinden und
eine Einzelfallgerechtigkeit erreicht werden konnen (Damm 2013, S.212).
Gruppenkategorien kdnnen jedoch auch im Bereich der Vulnerabilitt aus
spater noch diskutierten Griinden unverzichtbar sein. Dabei bleibt jedoch
festzuhalten, dass Personen, die zu einer dieser Gruppen gehdren, nur mit
einer hoheren Wahrscheinlichkeit eine groflere Vulnerabilitiat aufweisen
(Birnbacher 2012, S.561). Einzelne Gruppenmitglieder konnen durch eine
geringere Vulnerabilitdt gekennzeichnet sein und genauso kénnen auch
Personen, die nicht in eine dieser Gruppenkategorien fallen, eine hohere
Vulnerabilitt aufweisen.

Wie kénnen wir nun iiber die partikularen Vulnerabilitdten sprechen? In
der Vergangenheit wurde dies oft anhand von Kategorien getan (klassisch
etwa Geschlecht, Klasse und ,Rasse“), die wir auch aus dem Diskriminie-
rungskontext kennen (kritisch hierzu: Luna 2009, S.124-125). Albertson
Fineman (2017) argumentiert, dass Diskriminierungsansétze davon ausge-
hen wiirden, dass Menschen gleichbehandelt werden miissten und nur be-
stimmte diskriminierte Gruppen einen Schutzbedarf hétten. Damit werde
ignoriert, dass einerseits alle vulnerabel seien und andererseits eine Gleich-
behandlung nicht gentige, um spezifischen Vulnerabilititen zu begegnen.
Anstelle individueller Gleichbehandlung zur Vermeidung von Diskriminie-
rung benoétige es aktive staatliche Schutzmafinahmen, die die Vulnerabili-
tat aller und gleichzeitig auch die je spezifischen und kontextabhdngigen
besonderen Vulnerabilititen bestimmter Gruppierungen vermindere. Inso-
fern auf partikulare Vulnerabilitat abgezielt werde, wiirde jedoch nur das
Paradigma der Diskriminierung aufgerufen, ohne die universelle Vulnera-
bilitdt und die damit erforderlichen systemisch-strukturellen Aspekte zu
thematisieren (Albertson Fineman 2017, S. 133). Solange die universelle Vul-
nerabilitdt beriicksichtigt wird und nicht einfach auf Gleichbehandlung ab-
gezielt wird, ist trotz Albertson Finemans Kritik die Thematisierung parti-
kularer Vulnerabilititen in bestimmten Fallen notwendig und angemessen.

Insofern jedoch Diskriminierungskategorien zur Thematisierung der
Vulnerabilititen herangezogen werden, bleiben weitere Probleme bestehen.
Diese Diskriminierungskategorien sind sehr grob und werden den tatsach-
lichen partikularen Vulnerabilitdten nicht gerecht. Es entsteht die Gefahr,
dass die Vulnerabilitit von Personen, die nicht in diese Kategorien fallen,
ibersehen wird und die Vulnerabilitit von Personen in einer solchen Kate-
gorie essentialisiert wird (Martin 2023, S.23; Luna 2009, S.123). Personen,
die sich - insbesondere in autoritiren Regimen - politisch engagieren,
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sind beispielsweise besonders vulnerabel in Bezug auf ihre informationelle
Selbstbestimmung, ohne dass diese Personen von klassischen Diskriminie-
rungskategorien erfasst werden. Gleichzeitig kann es sein, dass Menschen
mit Lernschwierigkeiten zwar durchschnittlich eine hohere Vulnerabilitat
im Privatheitsbereich aufweisen, dies aber nicht auf jede Einzelperson
dieser Gruppe zutreffen muss und sich dies auch bei einzelnen Personen
dieser Gruppe im Laufe der Zeit dndern kann. Daher lehnen etwa Albert-
son Fineman (2017) und Luna (2009) solche Vulnerabilititskategorien ab.
Damit stellt sich jedoch die Herausforderung, diejenigen Personen zu be-
nennen, die besonders vulnerabel sind und eines besonderen Schutzes
bediirfen (Wrigley 2014, S. 6).

Intersektionale Ansdtze sehen das Problem und thematisieren daher
Uberschneidungen dieser Kategorien, die zu eigenstindigen Formen der
Vulnerabilitit fithren. Linabary und Corple (2019) zeigen dies etwa anhand
unterschiedlicher Erfahrungen, die Frauen in Bezug auf Online-Beldstigun-
gen im Kontext von Wikipedia machen, je nachdem, welche Uberschnei-
dungen mit weiteren Merkmalen vorliegen. Damit gelingt es, ein komple-
xeres Bild der Wirklichkeit zu erhalten. Es bleibt jedoch das Problem,
dass auch intersektionale Ansdtze oft bei typischen Diskriminierungskate-
gorien und deren Uberschneidungen stehen bleiben. Damit bleibt auch
die Abbildung von Wirklichkeit in diesen Kategorien verhaftet. Die Kate-
gorien werden nicht anhand von Vulnerabilititen im Bereich der Privat-
heit entwickelt, sondern entlang grofier gesamtgesellschaftlicher Benachtei-
ligungen. Auch intersektionale Ansitze konnen damit die Vielfaltigkeit der
Vulnerabilitdten im Privatheitsbereich nicht unbedingt abbilden.

Hier bietet es sich an, stattdessen mit dem offeneren Begriff der Diver-
sitdt zu arbeiten. Diversititskategorien konnen zwar auch iber endliche
Listen gegeben sein (siche etwa die ,4 Layers of Diversity“ von Gardens-
wartz/Rowe 2003), doch Diversitdt kann auch als grundsitzlich offen ver-
standen werden. Dies wiirde die Entwicklung von Diversititskategorien in
Auseinandersetzung mit Vulnerabilititen im Privatheitsbereich erlauben.
Diversitdt hat jedoch den Nachteil, dass, anders als bei Diskriminierung
und Intersektionalitdt, die moralische Problemdimension ausgeblendet
wird. Diversitdt begriindet schliellich noch keinen Schutzbedarf. Daher
ist die Kombination von Diversitit mit Vulnerabilitit besonders geeignet,
wenn man ohne Vorannahmen iiber Kategorien ethische Probleme im
Privatheitsbereich thematisieren will. Die Diversitdtskategorien, mit denen
sich Vulnerabilitdten im Privatheitsbereich beschreiben lassen, miissen
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dementsprechend in Auseinandersetzung mit dem konkreten Gegenstands-
bereich entwickelt werden.

4.4 Gleichheit und Schutzbedarf

Ethisch gesehen ist es von besonderer Relevanz, um welche Vulnerabilita-
ten es gehen soll. Oft wird eine besondere Vulnerabilitdt thematisiert, sei
es durch eine erhdhte Schadenswahrscheinlichkeit oder einen erhéhten
Schaden (Racine/Bracken-Roche 2019), welche einen Schutzbedarf oder
eine Schutzpflicht nach sich ziehen. Als Vergleichsgréfie kénnen ,,norma-
le Situationen oder ,normale Personen® herangezogen werden. Dies ist
jedoch problematisch, da es eine solche ,Normalitat“ fiir gewdhnlich nicht
gibt und diese auflerdem als eine Art normativer Standard gelesen werden
konnte (Koch 2014). Ein weiteres Problem ist, dass schon ,normale“ Risi-
ken nicht akzeptabel sein miissen und deshalb auch bei ,,normalen® Risiken
schon ein Schutzbedarf bestehen kann. Dies ist im Privatheitsbereich of-
fensichtlich: insofern etwa grofle Technologiekonzerne systematisch einen
defizitiren Datenschutz realisieren, ist die tiberwiltigende Mehrheit bei
der alltdglichen Nutzung von sozialen Medien im Bereich der informatio-
nellen Selbstbestimmung vulnerabel. Insofern Vulnerabilititstheorien im
Privatheitsbereich Anwendung finden sollen, muss dieses verbreitete und
alltagliche Risiko miterfasst werden konnen.

Wenn es ethisch also darum geht, einen Schutzbedarf festzustellen, dann
kann es hierbei weder allein um einfache Gleichheit (etwa ein gleiches,
aber zu geringes Schutzniveau), noch um irgendeine Form der ,Normali-
tat“ gehen. Stattdessen muss es um ein ethisch begriindetes maximales Risi-
ko gehen, dem Menschen bei ihrer gesellschaftlichen Teilhabe ausgesetzt
sein diirfen. Wird dieses maximale Risiko tiberschritten und damit die
gesellschaftliche Teilhabe gefdahrdet, so besteht ein Schutzbedarf. Dariiber
hinaus miissen selbstverstandlich auch Ungleichheiten thematisiert werden.
Vulnerabilitit erlaubt es einerseits, Mindeststandards einzufordern, und
andererseits Ungleichheiten zu problematisieren. Der Schutzbedarf kann
hierbei unabhangig von vorgegebenen Kategorien in der konkreten Ausein-
andersetzung mit dem Gegenstandsbereich ergriindet werden.
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4.5 Grenzen individualisierter Ansatze

Wihrend Vulnerabilitit durch die Vermeidung klassischer Kategorienbil-
dung eine Einzelfallgerechtigkeit gewéhrleisten soll, gehen mit diesem An-
satz auch Nachteile einher, die eine solche Kategorienbildung dennoch
notwendig machen kann. Hierzu gehort die Aggregation von Benachteili-
gungen, eine erschwerte politische Organisierung entlang von Kategorien,
eine fehlende Komplexititsreduktion und eine individualisierte Verantwor-
tung, Vulnerabilititen zu begegnen, die auch zu einer geringeren Rechtssi-
cherheit fithren kann. Dartiber hinaus weisen Davis and Aldieri (2021)
auch darauf hin, dass Vulnerabilitit zu unspezifisch sei, eine positive Deu-
tung offenlasse und zumindest in Albertson Finemans Lesart zu sehr auf
staatliche Schutzmafinahmen hinauslaufe. Dabei sei es gerade der Staat, der
mit seinen Schutzmafinahmen oft vulnerable Gruppen schidigt oder deren
Vulnerabilitdt erzeuge oder verstirke.

Vulnerabilitit und Diversitét erlauben es zwar, sachgerechtere und kon-
textspezifische Analysen eines Schutzbedarfes im Privatheitsbereich durch-
zufithren, doch dies darf nicht bedeuten, die gréflieren gesellschaftlichen
Diskriminierungsstrukturen zu vernachldssigen. Dies liegt daran, dass ag-
gregierte Benachteiligungen aus verschiedenen Bereichen eine besondere
Last darstellen kénnen, die es zu beriicksichtigen gilt. Eine queere Person,
die tiber eine besonders hohe Privacy Literacy verfiigt, mag keine beson-
dere Vulnerabilitat aufweisen, wenn man allein den Privatheitsbereich be-
trachtet. Ist jedoch klar, dass diese Person in anderen Lebensbereichen
diskriminiert wird und Vulnerabilitaten aufweist, kann selbst eine ver-
gleichsweise geringe Vulnerabilitdt im Privatheitsbereich eine unzumutbare
zusétzliche Belastung darstellen, die einen Schutzbedarf nach sich zieht.

Diskriminierungskategorien anstelle von kontextspezifischen Vulnerabi-
litdtskategorien zu verwenden kann auch dann notwendig sein, wenn die
Einzelfille zu komplex sind, um diesen jeweils Rechnung tragen zu kon-
nen. (Intersektionale) Diskriminierungskategorien zu verwenden, kann da-
mit auch im Privatheitsbereich eine pragmatisch gerechtfertigte Entschei-
dung sein. So ist etwa kaum méglich, bei der Nutzung jeder Internetseite
eine umfassende Einzelfallpriifung von kontextspezifischen Vulnerabilita-
ten vorzunehmen.

Ein weiteres Problem bei dem Bezug auf Vulnerabilitdt besteht darin,
dass politische Organisierungen entlang von Vulnerabilitat schlechter funk-
tionieren kénnten, als wenn sich entlang grofier gesellschaftlicher Diskri-
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minierungsachsen organisiert wird. Dies ist bereits im Zusammenhang mit
intersektionalen Analysen ein bekanntes Problem (Koch 2013).

Die Abhebung auf individuelle Vulnerabilititen kann auflerdem dazu
fithren, dass keine allgemeinen Schutzvorkehrungen getroffen werden kon-
nen, sondern individualisierte Losungen angestrebt werden. Dies kénnte
jedoch bedeuten, dass es etwa bei Einwilligungen in Datennutzung die ein-
willigungserhaltende Stelle ist, die die individuelle Vulnerabilitit feststellen
und fiir den Einzelfall angemessenen Schutzmafinahmen treffen muss. Dies
lasst jedoch viel Willkiirspielraum zu, der letztendlich zu einem geringeren
Schutzniveau fiithren konnte. So weist Damm (2013, S. 213) zurecht darauf
hin, dass es bei Einzelfallgerechtigkeit und Kategorienbildung zentral da-
rauf ankommt, welcher Ansatz ein hoéheres Schutzniveau gewdhrleisten
kann.

5. Fazit

Insgesamt verdeutlichen unsere ersten Befunde, dass ein effektiver Privat-
heitsschutz eine interdisziplindre Herangehensweise erfordert. Nur so kann
sowohl ethisch fundiert als auch rechtlich gestiitzt ein Ansatz gefunden
werden, welcher empirisch gepriift den Weg zu einem diversitdtsgerechten
Privatheitsschutz ebnen kann.!

Um einen effektiven Privatheitsschutz zu gewiéhrleisten, sind zielgrup-
pengerechte und auf die individuellen Nutzenden zugeschnittene Ansitze
erforderlich. Hier hat sich gezeigt, dass rechtliche und ethische Debatten,
die an allgemein bestehende Benachteiligungskategorien ankniipfen, oft zu
kurz greifen. Stattdessen ist es zielfithrender, mit den Ansétzen von Diver-
sitdit und Vulnerabilitdt zu arbeiten, da diese erlauben, die Vielfdltigkeit

1 Zusitzlich kann der Bereich der Kommunikation von Wissensbestinden tiber Privat-
heit an diverse Gruppen von einem integrativen Ansatz profitieren, der vulnerable
Gruppen stets im Wissenschaftsdialog mitdenkt. In der Empirie und Theorie (vgl.
Schrogel et al. 2018) wird deutlich, dass Bedarf besteht, grundlegende Zusammenhinge
starker auch fiir Personen mit wenig Vorwissen oder kognitiven Beeintrachtigungen
zuganglich zu machen. Eine inklusive Wissenschaftskommunikation fordert dabei
nicht nur die Demokratisierung des Wissens, sondern verbessert im besten Fall auch
die Qualitat und Relevanz von Forschung. Statt einer Konzeption von Wissenschaft
als objektiv und universell, als Vermittlung von ,reinen’ Fakten, geht es bei einem
solchen Verstindnis um die Beriicksichtigung von Perspektivitdt, Praxiswissen und
dezentraler Wissensbestinde. Das Projekt DiversPrivat arbeitet auch in dieser Hinsicht
an entsprechenden Vorschlagen und Mafinahmen.
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des Schutzbedarfs abzubilden. Hierbei sind Kategorien erst anhand der
Gefahren und Schutzbedarfe in den konkreten Situationen zu entwickeln.
Gerade Privacy Literacy und das Abstellen auf ,Durchschnittsnutzende®
wird den konkret vorliegenden Vulnerabilititen und Schutzbedarfen nicht
gerecht. Viszerale Reize konnten hierbei ein Ansatz sein, um Grenzen der
Privacy Literacy zu begegnen. Doch auch viszerale Reize sind dort keine
Lésungen, wo strukturelle oder regulatorische Ansitze anstelle individuali-
sierter Losungen notwendig sind. Viszerale Reize konnten jedoch nicht nur
bestimmte vulnerable Personen mit geringer Privacy Literacy bei der Wah-
rung ihrer Privatheit unterstiitzen, sondern grundsitzlich alle. Der Schutz
besonders vulnerabler Personen ist schliellich oft auch ein Schutz aller.
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Personalisierung von Werbung — wer, was, warum und
wie? Eine soziologische Perspektive darauf, wie Betroffene
datenverarbeitende Organisationen personifizieren

Maximilian Lukat und Volkan Sayman

Zusammenfassung

Internetnutzerinnen stehen taglich vor der Herausforderung, zu entscheiden, welche Risiken sie
mit der Einwilligung zur Verarbeitung personenbezogener Daten zur Personalisierung von Wer-
bung in Kauf nehmen und welche Vorteile sie erwarten. Dies stellt normativ eine Herausforderung
fiir die informationelle Selbstbestimmung der Betroffenen dar. Fiir Nutzer: innen sind viele der
aktuellen Methoden und Formate zur Informierung tiber die Datenverarbeitung bei personali-
sierter Werbung und Personalisierung im Internet unzureichend, iiberkomplex und unwirksam.
Zudem mangelt es an verstindlichen Grundlagen, die fiir Verarbeitungszwecke und Interventions-
moglichkeiten Transparenz herstellen konnten. Das Forschungsprojekt ,,Sicher im Datenverkehr
(SiD)" untersucht in einem nutzer:innenorientieren Ansatz, wie Menschen die Verarbeitung ihrer
Daten, insbesondere der Risiken und Chancen wahrnehmen. Dazu wurde eine qualitative empiri-
sche Studie zur Rekonstruktion von Deutungsmustern von Laien in Bezug auf die Verarbeitung
ihrer personenbezogenen Daten mit dem Zweck der Personalisierung von Werbung durchgefiihrt.
Eine zentrale Erkenntnis dabei ist, dass Betroffene datenverarbeitende Organisationen hdufig
personifizieren, indem sie ihnen individuelle Absichten und Handlungsmacht zuschreiben. Dieses
und weitere Deutungsmuster wie die Analogien der Nutzer:innen zu anderen alltdglichen Situatio-
nen, die Verantwortlichkeit fiir Interventionen und Alternativen bei der Datenverarbeitung und die
Manipulierbarkeit der Nutzer:innen aus dem aktuellen Forschungsprojekt SiD, sowie praktische
Ankniipfungspunkte, werden in diesem Beitrag besprochen. Aus den Erkenntnissen ziehen wir
Schliisse fiir verbesserte, d.h. an die Deutungsmuster und lebensweltlichen Wissensbestinde der
befragten Laien anschlieflende Informations- und Einwilligungsdialoge.

1. Einleitung

Die Umsetzung des Rechts auf informationelle Selbstbestimmung bei der
Verarbeitung personenbezogener Daten zur Personalisierung von Inhalten
und Werbung ist bisher unbefriedigend. Es gibt viele Unklarheiten fiir
Nutzer:innen, die daraus resultieren, dass die bisherigen Losungen, die in-
formationelle Selbstbestimmung ermdglichen sollen, nicht wirksam funk-
tionieren. Dies wiederum ist eine Folge dessen, dass Datenverarbeiter die
Nutzung personenbezogener Daten fiir passgenaue Personalisierung und
in der Regel auch zur Vermarktung von Inhalten als Selbstverstdndlichkeit

1 Gefordert vom Bundesministerium fiir Bildung und Forschung, Férderkennzeichen
16K1S1968
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betrachten. Fiir viele Betroffene erscheinen die gesetzlichen Grundlagen,
Zwecke der Datenverarbeitung, technische Verfahren und Interventions-
moglichkeiten jedoch intransparent.

Im Projekt SiD forschen wir zu neuen Wegen, informationelle Selbstbe-
stimmung herzustellen und iiber Risiken, Vorteile und Interventionsmog-
lichkeiten aufzukldren. Teil des Problems ist, dass der Diskurs sehr juris-
tisch und technisch geprigt ist und Informations- und Einwilligungsdialoge
stark von den Perspektiven dieser Fachcommunities ausgehend gestaltet
sind. Die so gepragte Aufkldrung ist aber nicht unbedingt besonders
zugédnglich fiir Nutzer:innen. Insbesondere stehen Nutzer:innen vor der
Herausforderung, die Informationen zur Verarbeitung personenbezogenen
Daten auf ihnen vertraute lebensweltliche und gesellschaftliche Kontexte
zu beziehen und daraus Schliisse fiir ihren personlichen Umgang mit den
(positiven wie negativen) Konsequenzen der Verarbeitung ihrer personen-
bezogenen Daten zu ziehen. Der von uns verfolgte nutzer:innenzentrierte
Ansatz wird dabei helfen, methodisch kontrolliert nachzuvollziehen, wie
Betroffene zentrale Elemente der in der EU-Datenschutzgrundverordnung
(DSGVO) zum Teil verpflichtenden Informierung deuten. Zu diesen Ele-
menten zéhlen zum Beispiel gesetzliche Grundlagen, Zwecke der Daten-
verarbeitung, technisch-organisatorische Infrastruktur und Risiken. Weiter
lassen sich mit dem Ansatz die Deutungen zu Deutungsmustern systema-
tisieren. Theoretisch gehen wir davon aus, dass Nutzer:innen eine Vorstel-
lung davon haben, was passiert, wenn Inhalte personalisiert werden, da
sie ihre Alltagswelt in einer gesellschaftlich vorstrukturierten Weise deuten
(Berger/Luckmann 1980). Im Sinne des Sozialkonstruktivismus nehmen
wir eine analytische Perspektive auf die Wirklichkeitskonstruktionen ge-
sellschaftlicher Akteur:innen ein und enthalten uns einer Bewertung der
Korrektheit oder Angemessenheit der Deutungsmuster von Betroffenen.

Relevant ist vielmehr, dass diese Vorstellungen in Form von Deutungs-
mustern vorliegen. Auf Grundlage der im Folgenden vorgestellten Ergeb-
nisse der empirischen Analyse werden wir im weiteren Projektverlauf In-
formations- und Einwilligungsdialoge entwickeln, die gezielt die Deutungs-
muster von Betroffenen in der Gestaltung der Kommunikationsschnittstelle
beriicksichtigen.

In diesem Beitrag legen wir den Schwerpunkt auf die Konzeption,
Erhebung und zentralen Erkenntnisse aus der qualitativen Analyse der
Deutungsmuster von betroffenen Laien in Bezug auf Personalisierung und
personalisierte Werbung. Zunéchst wird auf die theoretische Rahmung ein-
gegangen und die Herleitung der Fragestellung erdrtert. Anschlieflend wird
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kurz das empirische Design unserer Studie erklart und darauffolgend ein
Deutungsmuster ausfiihrlich dargelegt. Abschlieflend diskutieren wir die
Ergebnisse mit Hinblick auf den avisierten Anwendungsbezug im weiteren
Projektverlauf und leiten einige Empfehlungen ab.

2. Einordnung in den Forschungsstand

Die Verarbeitung personenbezogener Daten ist trotz ihrer Alltdglichkeit fiir
Nutzer:innen weitgehend unsichtbar (Christl 2017). Die Verarbeitung per-
sonenbezogener Daten dient im Fall der Personalisierung von Werbung der
Analyse der Interessen und Préferenzen der Betroffenen (RofSnagel 2007),
wovon sich die Werbetreibende und Unternehmen Ad-Tech-Industrie un-
ter anderem versprechen, die Relevanz der Werbeinhalte fiir potenzielle
Kund:innen zu steigern und dadurch deren Kaufverhalten zu beeinflussen.
Zur Kontrolle der daraus resultierenden Grundrechtsrisiken definiert die
DSGVO-Regeln fiir Verarbeiter personenbezogener Daten. Das gesetzliche
Erfordernis verstindlicher und zugleich umfassender Informationen als
Grundlage fiir Einwilligungen erscheint dabei nahezu als Widerspruch in
sich. Die DSGVO erkennt in diesen Umstédnden - der Komplexitit, Alltdg-
lichkeit sowie der relativen Unsichtbarkeit der Datenverarbeitung - signifi-
kante Risiken fiir die Grundrechte und deren Ausiibung. Sie reagiert darauf
mit zahlreichen Vorschriften, die Verarbeiter:innen personenbezogener Da-
ten anzuwenden haben, allen voran zur Zweckbindung, Transparenz und
Intervenierbarkeit (insb. zur Einwilligung).

Fir die wirksame Informierung im Kontext Einwilligung braucht es
also eine einfach zugdngliche Benutzer:innenschnittstelle, iiber die Verar-
beiter:innen personenbezogener Daten nicht nur formal-rechtlich ihren
allgemeinen Informationspflichten nachkommen, wie die gangigen Coo-
kie-Banner. Die Betroffenen miissen auch die Méglichkeit haben, ihr Aus-
kunftsrecht iiber die konkret vorhandenen Daten sowie die weiteren Be-
troffenenrechte, insbesondere das Recht auf Berichtigung und Loschung,
nutzerfreundlich wahrnehmen zu kénnen. So kann eine wirksame Risiko-
kontrolle gewahrleistet werden. Voraussetzung ist jedoch die Entwicklung
von Metriken, Methoden und Verfahren, anhand derer die aus Nutzer:in-
nensicht wirksame Ausgestaltung sichergestellt und nachgewiesen werden
kann.

Die weiter unten vorgestellte Analyse der Deutungsmuster von Betroffe-
nen soll ein mit empirischen Methoden abgesichertes Verstindnis der men-
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talen Risikomodelle der Nutzer:innen schaffen. Sie ist insbesondere fiir die
verstandliche Gestaltung der Visualisierung von Grundrechtsrisiken uner-
lasslich, um die Informierung von Betroffenen so zu gestalten, dass sie an
juristische Diskurse iiber Grundrechte und Grundrechtsrisiken anschlief3t
und zugleich alltagstauglich iiber entstehende Risiken angemessen aufklart,
d.h. wirksam ist. Mit anderen Worten: Datenschutz durch Technikgestal-
tung erfordert eine Wissensbasis, die keine iberméfliigen Anforderungen an
»digital literacy® stellt und trotzdem praktisch handhabbar bleibt. Dieses
Verstindnis der mentalen Risikomodelle der Nutzer:innen ist schon des-
halb notwendig, um nicht die Datenschutz- und Privatsphérevorstellungen
der Forscher:innen und Gestalter:innen selbst zu reproduzieren. Denn die
Nutzer:innenvorstellungen, ebenso wie die von Expert:innen (Friedewald
et al. 2022), sind erheblich geprégt von den Privatsphére- und Datenschutz-
narrativen, die in der &ffentlichen wie der fachlichen Debatte dominieren
und die eine Mischung aus drei Charakteristika darstellen: Erstens ldsst
sich eine Verengung der Diskurse in den Bereichen Datenschutz, Privacy
und Surveillance auf Probleme der individuellen Privatheit beobachten
(Pohle 2022). Zweitens ist die Debatte stark von negativ besetzten Begriffen
wie ,Missbrauch, ,Uberwachung“ oder ,Angriff“ geprigt. Und drittens
sind exzeptionalistische, also gerade nicht alltagstaugliche Risikobilder weit
verbreitet, etwa die Beobachtung durch Geheimdienste oder ,Hacker® als
Akteure oder das chinesische Sozialkreditsystem als Dystopie.

Cookie-Banner klaren die Nutzer:innen weder wirksam dariiber auf, was
mit ihren Daten geschieht, noch geben sie ihnen eine wirksame Kontrolle
tiber die mit der Datenverarbeitung verbundenen Risiken (Utz et al. 2019).
Der Grund fiir dieses Umsetzungsversagen ist dabei dreierlei: Erstens
fehlen Nutzer:innen alltagstaugliche Narrative fiir die gedankliche Durch-
dringung der Risiken fiir ihre Grundrechte (vgl. Gaycken 2011). Zweitens
fehlen Metriken, Methoden und Verfahren, anhand derer die Umsetzung
entsprechender Transparenz- und Kontrollmafinahmen an den jeweiligen
Benutzer:innenschnittstellen auf ihre Wirksamkeit hin entwickelt, evalu-
iert, getestet und bestenfalls zertifiziert werden kann (Jakobi et al. 2022).
Und drittens fehlen entsprechend entwickelte Benutzer:innenschnittstellen,
die im Hinblick auf Risikoverstdndnis und -kontrolle aus Nutzer:innensicht
wirksam sind.

Methoden zur Messung und Ansitze zur Verbesserung von Lesbarkeit
und Verstindlichkeit zielen dabei vor allem auf die Beschreibung der
Datenverarbeitungspraktiken der Verantwortlichen (z.B. Bui et al. 2021)
und der verwendeten personenbezogenen Daten ab (z.B. Bhatia, Breaux
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2015), nicht aber auf die dabei betroffenen Grundrechte und -freiheiten
oder auf die damit einhergehenden Risiken. Aus diesem Mangel an Trans-
parenz folgt, dass den Nutzer:innen abverlangt wird, aus der Auflistung der
verarbeiteten Daten und der Beschreibung der Datenverarbeitungszwecke
und -praktiken auf die Grundrechtsrisiken zu schlieflen. Die Nutzer:innen
ziehen diese Schliisse je nach ihrer lebensweltlichen Erfahrung - etwa
mit digitalen Technologien, medial verbreiteten Schadensereignissen oder
der eigenen Verletzlichkeit — und bringen ihre Vorstellungen iiber die zu
erwartenden Risiken ein. Es gibt auch eine grofSe Zahl an empirischen Ar-
beiten zu Privatheitsrisiken und Privatheitsrisikovorstellungen (Kang et al.
2015), jedoch finden sich keine empirischen Untersuchungen der spezifisch
grundrechtsbezogenen Risikovorstellungen von Nutzer:innen, vor allem
nicht in Bezug auf personalisierte Werbung, geschweige denn sonstigen
personalisierten Inhalten. Diesem Mangel will das Projekt SiD abhelfen, in-
dem es die empirisch ermittelten Risikovorstellungen der Nutzer:innen mit
den juristisch abgesicherten Aussagen iiber Grundrechtsrisiken abgleicht
und damit zugleich eine wichtige Forschungsliicke schliefst.

Waihrend in der Literatur hiufig von ,Dark Patterns® und ,Nudging®
die Rede ist (Grafenstein et al. 2018), stellt sich hier aus soziologischer
Betrachtung zunéchst die Frage der generellen Handlungsbeeinflussung
tiber die Bereitstellung von Information und erst darauffolgend die Frage
nach Sanktionierung bestimmter Verhaltensweisen oder ihrer Verunmdog-
lichung (Glaser et al. 2018). Es gibt bereits Vorarbeiten zu den Auswir-
kungen von Zweckspezifizierungen auf Einwilligungshandlungen und die
Wahrnehmung von Betroffenenrechten (Grafenstein et al. in review) sowie
zu den Effekten von Android-Berechtigungsdialogen auf die Gewdhrung
derselben (Smith & Muszynska 2019). Dringend erforderlich ist jedoch
weitergehende Forschung zu den Auswirkungen des jeweiligen Designs auf
die Verstandlichkeit von Datenschutzrisiken sowie zu geeigneten Wirksam-
keitsmetriken und Nachweismethoden, wie sie im Projekt SID erarbeitet
werden.

3. Theoretische Rahmung

Mit der wissenssoziologischen Diskursanalyse gehen wir davon aus, dass
soziale Deutungsmuster individuelle und kollektive Erfahrungen Bedeu-
tung verleihen und dadurch intersubjektiv geteilten Sinn stiften
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»Als allgemeine, typisierbare Bestandteile gesellschaftlicher Wissensvor-
rite stehen sie [Deutungsmuster; V.S.] fiir individuelle und kollektive Deu-
tungsarbeit zur Verfligung und werden in ereignisbezogenen Deutungspro-
zessen aktualisiert. Eine Deutung ist die Verkniipfung eines allgemeinen,
typisierten Deutungsmusters mit einem konkreten referentiellen Anlass. [...]
Diskurse bauen auf mehreren, spezifisch gebiindelten und mehr oder we-
niger ausgreifenden Grundmustern der Deutung, und den konkreten Ele-
menten ihrer Manifestation (Beispiele, Symbole, Statistiken, Bilder, u.a.m.)
auf.“ (Keller 2011, S. 131f).

Das Zitat verdeutlicht die zentrale Rolle des gesellschaftlichen Wissens-
vorrats in der Konstitution gesellschaftlicher Wirklichkeit. Zudem verweist
das Zitat darauf, dass Wissen nicht in unstrukturierter Form in Diskursen
vorliegt, sondern eine bestimmte Gestalt hat, eine ,Wissensgestalt“ (Keller
2007, S.21). Diskurse wie der um Datenschutz oder iber Grundrechte sind
keine abstrakt-iiberindividuellen Strukturen. Es handelt sich dabei nicht
um Strukturen, die den Subjekten bestimmte Weltwahrnehmungen und
Sprechweisen kraft ihres Abstraktionsgrades oder ihrer normativen Richtig-
keit aufzwingen. Vielmehr werden, wie Keller argumentiert, Diskurse in-
haltlich durch sozio-kulturelle Deutungsmuster, Klassifikationen, Phanom-
strukturen und Narrative Strukturen inhaltlich strukturiert und dadurch
im Handeln wirksam. Deutungsmuster als eine Form der inhaltlichen
Strukturierung sind dabei ,,[...] ein historisch-interaktiv entstandenes, mehr
oder weniger komplexes Interpretationsmuster fiir weltliche Phdnomene, in
dem Interpretamente mit Handlungsorientierungen, Regeln u.a. verbunden
werden.“ (Keller 2007, S.21). Umgekehrt inkorporieren Akteur:innen in
Sozialisationsprozessen Deutungsmuster und richten ihr Denken, Handeln,
Deuten und Wirken in der Welt danach aus. Wichtig ist festzuhalten, dass
die Inkorporierung und Beherrschung von Deutungsmustern durch Indivi-
duen nicht damit gleichzusetzen ist, dass diese die ihnen zur Verfiigung
stehenden Deutungsmuster unhinterfragt reproduzieren. Deutungsmuster
entfalten bereits ihre handlungsorientierende Wirkung insofern auf sie
Bezug genommen wird: ,Das kann sowohl bewusste wie unbewusste, af-
firmative, kritische, ablehnende und kreative Bezugnahmen einschlieffen.
(Keller 2007, S. 21).

Ein klassisches Beispiel fiir ein Deutungsmuster ist das des ,Risikos® Als
kollektives, sozial typisiertes und historisch eingebettetes Deutungsmuster
fungiert es als Schema, um aktuelle Ereignisse, Handlungen und diskursive
wie nicht-diskursive Praktiken zu deuten. ,Risk’ is a good example for one
such modern frame which structures the perception of and action towards
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certain socio-technical complexes (e.g. nuclear energy, waste incineration,
genetically modified plants)“ (Keller 2005, S. 27).

Der Datenschutzdiskurs wird, wie potentiell jeder Diskurs, von meh-
reren Deutungsmustern inhaltlich strukturiert. Das Deutungsmuster des
»Risikos® ist eines, das neben dem der ,digitalen Souverinitit® (Pohle et
al. 2023), der ,Selbstbestimmung“ und ,Sicherheit* (Petri 2010) relevant
gemacht wird.

Abschlieflend méchten wir darauf verweisen, dass sich die Analyse von
Deutungsmustern eines Diskurses sehr gut mit der inhaltlich strukturie-
renden qualitativen Inhaltsanalyse als einem Instrument zur Auswertung
(Kodierung) und Methodenreflexion verbinden lisst (Keller 2007, S. 31f).

4. Empirie und Methode: Erhebung, Auswertung und Interpretation

Da es bisher wenig Forschung zu der Perspektive von alltdglichen Inter-
netnutzer:innen auf personalisierte Werbung im Internet gibt, wurde fiir
das Forschungsdesign ein qualitativer explorativer Ansatz gewéhlt. Es sol-
len Akteure, Handlungen und Datenverarbeitungsweisen aus Sicht von
alltaglichen Internetnutzer:innen rekonstruiert werden. Da die bisherige
Forschung zu dem Thema vor allem juristisch und technisch gepragt ist,
sind diese Perspektiven besonders wertvoll, um alltagsnahe Erkenntnisse
fiir Verbesserungen der informationellen Selbstbestimmung zu finden.

Zur Bearbeitung der Forschungsfrage wurden 18 problemzentrierte Inter-
views und zwei Gruppendiskussionen durchgefiihrt. Das problemzentrierte
Interview eignet sich nach Andreas Witzel (2000) besonders dafiir, die
Sicht von Akteuren auf ein Problem festzuhalten und durch induktives
Vorgehen Erkenntnisse zu erlangen. Durch die Struktur der problemzen-
trierten Interviews wird den Teilnehmenden zunichst grofitmogliche Frei-
heit bei der Erzahlung ihrer Erfahrungen gegeben. Durch den Fokus auf
die personlichen Erfahrungen der Teilnehmenden wird sichergestellt, dass
Befragte Framings und Worter von den Interviewern iibernehmen.

Fiir die Befragung wurden Personen gesucht, die das Internet auf einem
einfachen, alltdglichen Level nutzen und sich nicht professionell oder
extensiv mit Datenschutz, Personalisierung oder dahinterstehenden Tech-
nologien auseinandersetzen. Die Stichprobe der Einzelinterviews ist eine
convenience sample, wurde also pragmatisch ausgewahlt, und umfasst
18 Personen, von sich keine als divers, neun als weiblich und neun als
mannlich identifiziert haben. Es wurde eine gleichméflige Altersverteilung
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angestrebt, die erreicht werden konnte. Es war jedoch schwierig, jiingere
Teilnehmende fiir die Befragung zu finden. Aufierdem handelte es sich bei
den Teilnehmenden hauptsdchlich um Akademiker:innen. Es stellte sich
des weiteren heraus, dass einige der Teilnehmer:innen mehr Vorwissen
hatten, als urspriinglich erwartet. Diese beiden Probleme wurden zwar zu
umgehen versucht, indem bei der Rekrutierung das Internetnutzungsver-
halten und der Beruf abgefragt wurden, lielen sich aber nicht ganz vermei-
den. Die Stichprobe der zwei Gruppendiskussionen umfasste zusammen 15
Teilnehmer:innen (acht Minner, sieben Frauen, null Divers), vorwiegend
im Alter von 40 Jahren und aufwérts. Die Rekrutierung der Teilnehmenden
fand iiber eine Social Media Kampagne, sowie {iber direkte Ansprache auf
der Strafle und das Verteilen von Infozetteln in Nachbarschaftszentren in
Berlin statt.

Da in der Gruppendiskussion hauptsichlich Aspekte zur Sprache kamen,
die bereits in den Einzelinterviews identifiziert wurden, gingen wir davon
aus, dass keine weiteren unbekannten Punkte auftauchen wiirden. Daher
haben wir keine Einzelinterviews nacherhoben.

Die offene Interviewmatrix wurde in vier Themenfelder aufgeteilt. Diese
Themenfelder orientieren sich an der Untersuchung aus dem Text ,Tech-
nological frames: making sense of information technology in organizati-
ons“ (Orlikowski & Gash 1994). Darin wird versucht, eine Ubersicht zu
entwickeln, wie Technologien von Mitgliedern einer Organisation wahrge-
nommen werden. Orlikowski und Gash halten fest, dass Beobachtungen
von Nutzer.innen iiber Technologien in drei Kategorien einsortiert werden
kénnen: 1. ,Nature of Technology*, was sich auf das Verstandnis von Perso-
nen iiber Méglichkeiten und Funktion von Technologie bezieht; 2. Griinde,
warum eine Technologie zum Einsatz kommt und 3. wie Technologie ein-
gesetzt wird und welche Konsequenzen dies hat (ebd. S.183f). Zwar sind
die bei uns untersuchen Personen nicht Mitglied einer datenverarbeitenden
Organisation, aber sie verwenden alle personalisierte Angebote, also das
Produkt einer datenverarbeitenden Organisation. Aus dem Framework lei-
ten sich die ersten drei Themenfelder ,Was ist Personalisierung? Wie findet
Personalisierung statt? Und warum findet Personalisierung statt?“ ab. Das
vierte Themenfeld ,Interventionen/Datenschutz ergab sich aus unserem
Interesse herauszufinden welche Handlungsmdglichkeiten aus Sicht der
Laien bisher zum Umsetzen der informationellen Selbstbestimmung beste-
hen und wo aus ihrer Sicht konkrete Ankniipfungspunkte fiir Verbesserun-
gen sind.
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Die Themenfelder klopfen die Erfahrungen ab, die die Laien im Umgang
mit Personalisierung und personalisierter Werbung im Internet gesammelt
haben und wie ihr Bild iiber diese Technologie konstituiert ist. Witzels
Methode entsprechend, wurde zunichst ein offener Erzadhlimpuls gesetzt,
anschlieflend weiter gefasste und spezifische Nachfragen dazu gestellt.
Nachfragen wurden ad hoc aus dem Gesprichsverlauf entwickelt sowie
den vorbereiteten Aufrechterhaltungs- und Prézisierungsfragen der Matrix
entnommen. Die Fragematrix der Gruppendiskussionen orientierte sich an
den gleichen Themenfeldern und Fragen.

Die Erhebung fand von Mirz bis August 2024 statt. Die Einzelinterviews
haben hauptséchlich online oder telefonisch stattgefunden. Die Gruppen-
diskussionen fanden vor Ort in den Rdumlichkeiten des Humboldt Instituts
fiir Internet und Gesellschaft in Berlin statt. Die Gesprache wurden aufge-
zeichnet und mit der Software ,Irint“ transkribiert. Es wurde keine Glat-
tung vorgenommen. Pausen und Betonungen wurden nicht verschriftlicht,
da sie bei der qualitativen Inhaltsanalyse nicht mit ausgewertet werden.
Satz- oder Wortabbriiche wurden zur besseren Lesbarkeit mit einem ,, / “
gekennzeichnet. Die Interviews haben eine durchschnittliche Lange von 30
bis 45 Minuten. Die Kiirzel der Gesprachspartner:innen setzen sich wie
folgt zusammen: Die erste Zahl ist fortlaufend, der Buchstabe M oder W
kennzeichnet die Geschlechtsidentitit der Teilnehmer:innen und das letzte
Zahlenpaar das Alter. 11W55-64 bezeichnet also die elfte Teilnehmerin und
diese befindet sich in der Altersspanne zwischen 55 und 64.

Tabelle 1: Zusammensetzung der Stichprobe

Altersgruppe Minnlich Weiblich
18-24 1 1
25-34 2 2
35-44 0 2
45-54 2 1
55-65 1 3
65+ 3 0

Das so generierte Interviewsample (Tabelle 1) wurde in einer qualitativ
strukturierenden Inhaltsanalyse nach Kuckartz und Radiker (2022) compu-
tergestiitzt in MAXQDA2022 ausgewertet. Diese Methode eignet sich laut
den Autoren, um alle Formen menschlicher Kommunikation zu strukturie-
ren und kann deshalb sowohl fiir Interviews als auch fiir Videos, Chats
oder sonstige Aufzeichnungen der Kommunikation verwendet werden
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(ebd., S. 40ff.). Als deduktive Kategorien wurden zunichst Akteure, Folgen
positiv und Folgen negativ eingefiihrt, da ein zentrales Erkenntnisinteresse
die Auswirkungen bzw. Grundrechtsrisiken sind, die Laien bei Personalisie-
rung und personalisierter Werbung im Internet sehen. Anschlieflend wurde
das Kategoriensystem im ersten Codiergang induktiv erweitert, anschlie-
3end dhnliche Kategorien zusammengefiihrt und ein weiteres Mal codiert.

Das Kategoriensystem (Tabelle 2) strukturiert das Material anhand der
Kernaspekte, die fiir Personalisierung von Werbung ausschlaggebend sind.
Aus diesen lassen sich die Sichtweisen der Laien in Form von Deutungs-
mustern rekonstruieren.

Diese Deutungsmuster lassen sich wiederum zu Karten bzw. Maps der
Sozialen Welten der alltdglichen Internetnutzer:innen verbinden. Dies ist
tiir diesen Beitrag aber nicht vorgesehen.

5. Deutungsmuster

In unserer Untersuchung haben wir mehrere Deutungsmuster aus den In-
terviews mit den Internetnutzer:innen rekonstruiert. Bisher haben wir vier
Deutungsmuster ausfithrlicher anhand des empirischen Materials rekon-
struiert. Diese vier Deutungsmuster sind die Analogien der Nutzer:innen
zu anderen alltdglichen Situationen, die Verantwortlichkeit fiir Interventio-
nen und Alternativen bei der Datenverarbeitung, die Manipulierbarkeit
der Nutzer:innen und die Personifizierung von datenverarbeitenden Or-
ganisationen. Bevor wir das fiir diesen Beitrag zentrale Deutungsmuster
der Personifizierung von Organisationen vorstellen, sollen die weiteren Er-
kenntnisse aufgefithrt werden, da sie beispielsweise fiir eine Neugestaltung
von Informations- und Einwilligungsdialogen relevant sein konnen und
einen weiteren Einblick in unseren aktuellen Forschungsstand geben.

Zundchst war im Material besonders auffillig, dass die befragten Inter-
netnutzer:innen ihre Erfahrungen mit personalisierter Werbung und Per-
sonalisierung haufig auf Situationen iibertragen, die sie aus der analogen
Welt kennen. Damit ist gemeint, dass sie sich in Bezug auf potenzielle
Risiken und Auswirkungen, positiv oder negativ, auf bekannte Situationen
beispielsweise mit Zeitungen oder dem Fernsehen beziehen und dies zur
Abschidtzung vergleichen. Ein Beispiel dafiir wire, dass den Befragten be-
wusst ist, dass auch im Fernsehen oder der Zeitung die Werbung an eine
Zielgruppe angepasst ist.
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Tabelle 2: Kategoriensystem der Auswertung

Kategorie Definition Beispiel aus dem Material
Akteure Erzahlungen zu be- | Also vielleicht die Plattform oder Unternehmen, die ihre Sa-
teiligten Akteuren chen verkaufen wollen oder ihre Inhalte verbreiten wollen.
(7W18, Pos. 27)
Datenverarbei- | Erzahlungen zu Ab- | fiir mich personlich, [...] interessieren sich nicht so viele
tung laufen der Daten- | Leute, aber ich als quasi Zielgruppe oder Gruppe an jungen
verarbeitung Frauen, dass da ganz viele Daten gesammelt werden, um so
ein Durchschnitts Profil anlegen zu kénnen, um besser her-
auszufinden, was die Zielgruppe dann interessiert. (12W27,
Pos. 33)
Folgen Auswirkungen der | ich vertraue dann ja quasi einem Unternehmen darauf, dass
Personalisierung die mich so gut kennen, dass sie quasi meinen Geschmack
bestimmen. (12W27, Pos. 39)
Positiv Positiv  empfunde- | ,[...] das sind Effekte, um meine Werbung schlagkraftiger
ne und erwiinschte | und effektiver zu machen. Ich meine, das sehe ich als durch-
Auswirkungen aus zuldssig an, unterhalb eines gewissen Niveaus, das wieder
nervt“ (3M65, Pos. 51)
Negativ Negativ  empfun- | Aber dieses, dass es so eine direkte Reaktion auf meine Re-
dene und uner- | cherche ist, das ist, glaube ich, wirklich der kritische Punkt
wiinschte  Auswir- | (4M25, Pos. 26)
kungen
Interventionen | Nutzer:innen  be- | ,[...] versuche ich immer, dass ich simtliche Cookies soweit
kannte Interventi- | es geht ablehne und auch ansonsten, dass ich halt iiber
onsmoglichkeiten Browser Add on, dh die ganzen Tracking und Werbe Sachen
auf Personalisierung | grundsitzlich gar nicht erst zulasse, so wie No-Skript oder
You-Block (5M18, Pos. 6)
Beispiele aus der | Beispiele der Teil- | [...] ganz ohne Personalisierung klappt ja nie [...] natiirlich
analogen Welt | nehmenden die sich | gibt es ein Prinzip oder Konzept dahinter, wie Schaufenster
nicht auf das Inter- | dekoriert sind 12W27 Pos. 55
net beziehen

In Bezug auf Alternativen und Interventionen wurde eine Differenzie-
rung zwischen der Verantwortlichkeit der Nutzer:innen und der Datenver-
arbeiter festgestellt. So sahen einige Befragte eher sich selbst in der Verant-
wortung, durch ihr Handeln zu bestimmen, welche und wie viele ihrer
Daten fiir personalisierte Werbung und Personalisierung verwendet wer-
den. Andere Befragte wiesen den datenverarbeitenden Organisationen die
Verantwortung zu, fiir eine gesetzmaflige und datensparsame Verarbeitung
zu sorgen.

Ein weiterer Punkt, der oft genannt wurde, ist die Manipulierbarkeit
der Nutzer: innen. Hier wurden vor allem zwei Sichtweisen genannt. Zum
einen, dass die Nutzer:innen vermuten, dass sie manipuliert werden, bei-
spielsweise durch Nudging zum ungewollten Kauf von Produkten. Zum
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anderen wurde vor allem von élteren Befragten hdufig die Sichtweise gedu-
Bert, dass sie sich nicht manipulieren lassen, da sie nach eigenen Angaben
die eingeblendete Werbung ignorieren.

Das Deutungsmuster der Personifizierung von Organisationen wollen wir
nun ausfithrlich vorstellen.

5.1. Personifizierung

Eine zentrale Beobachtung unserer Analyse ist, dass die befragten Laien
in ihren Erzahlungen die datenverarbeitenden Organisationen personifi-
zieren. Sie thematisieren datenverarbeitende Organisationen so, als ob es
einzelne, reale Personen wiren, die die erhobenen Daten verarbeiten und
einsehen kénnen. Gleichzeitig dufiern sie ihr Unbehagen dariiber, dass rea-
le Personen die erhobenen Daten und Informationen einsehen kénnen. Aus
den Aussagen ldsst sich auflerdem schliefien, dass dies eine unerwiinschte
Folge ist.

»Also [..] eines meiner grofiten No-Gos [ist], dass halt irgendwer auf-
grund meines Nutzerverhalten im Internet Sachen dartiber ablesen kann,
wie ich die Welt, in der ich in Zukunft lebe, gestalten mochte. Weil sowas
mochte ich tiber Wahlen und sonst wie zu Kenntnis geben.“ (5M18, Pos.
44)

In dieser Aussage ist die Personifizierung besonders durch die Ansprache
sirgendwer® zu erkennen. Weiter stellt der Teilnehmer eine Verbindung
zu einer Vorhersagenutzung und einer potentiell politischen Nutzung der
erhobenen Daten her. Dies wird ganz explizit als unerwiinscht formuliert.

In der néchsten Aussage beschreibt eine Betroffene, wie sie die Datenver-
arbeitung wahrnimmt und welche Aspekte sie als unerwiinscht ansieht.
Konkret beschreibt sie, was bei ihr ein Unwohlsein auslst.

»Ich weif8 nicht, was konkret passieren konnte, aber ich hitte ein sehr
ungutes Gefiithl davon, meine sdmtlichen Gewohnheiten jemandem
anzuvertrauen, von dem ich nichts weiff. Einer Maschine sozusagen
zu, Mein komplettes, meinen kompletten Tagesablauf [..], meine Ge-
wohnheiten offentlich zu machen sozusagen. Hitte ich ein Problem.
(11W55-64, Pos. 35)

Einerseits kann diese Aussage so interpretiert werden, dass aus Sicht der
Interviewteilnehmerin eine Informationsasymmetrie besteht, bei der die
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datenverarbeitende Organisation mehr Informationen iiber die Nutzerin
hat. Andererseits hat die Nutzerin keine Informationen iiber die datenver-
arbeitende Organisation, was zu einem Unbehagen fithrt. Zudem wird hier
die datenverarbeitende Organisation als ,jemand“ adressiert, also als wiirde
eine Person die erfassten Daten verarbeiten und einsehen konnen.

In der Regel ist es jedoch nicht so, dass eine Person diese Information
einsieht oder einfach einsehen kann, da grofle Mengen an Daten auto-
matisch in kurzer Zeit verarbeitet werden. Laut Art.22 der Datenschutz-
Grundverordnung haben Nutzer:innen aber das Recht darauf, nicht nur
automatisierten Entscheidungen ausgesetzt zu sein, wenn diese rechtliche
Auswirkungen fiir sie haben oder sie dadurch beeintriachtigt werden. Ohne
den expliziten Wunsch der Nutzer:innen, dass reale Personen die Daten
einsehen und einschitzen, passiert dies also nicht (siehe Art.22 Abs.2
lit. c. DSGVO). Die Einsicht und Entscheidung durch reale Personen in
Ergebnisse der Datenverarbeitung ist also eher die Ausnahme als die Regel.

Trotz alledem wird diese Personifizierung vorgenommen. Ein Erkla-
rungsansatz konnte sein, dass Betroffene dies als eine legitime Komplexi-
tatsreduktion gesehen werden. So eine Heuristik ist in der Organisations-
forschung nicht unbekannt. Meist wird das Konzept aber dazu eingesetzt,
sich als Organisation von anderen Organisationen durch verinnerlichte
kognitive Strukturen abzugrenzen (Albert, Ashforth & Dutton 2000, S. 13).

Das Konzept der organisationalen Identitit nach Albert & Whetten
(1985) versucht die Identitit einer Organisation aus Sicht von Organisatio-
nen und ihren Mitgliedern anhand von zentralen, permanenten und dis-
tinktiven Merkmalen, sowie durch Erfahrungen, die von Personen mit der
Organisation gesammelt wurden, zu beschreiben (Whetten 2006, S.220).
Nach dem Konzept von Albert und Whetten wird die Identitét eines kol-
lektiven Akteurs geformt durch zentrale und permanente Merkmale. Dies
sind beispielsweise interne Regeln, Normen und Prozeduren einer Organi-
sation. Weiter wird die Identitdt durch distinktive Merkmale geprigt, also
Merkmale, die die Organisation einzigartig macht. Das konnen Werte und
Positionen sein, fiir die die Organisation steht (Whetten 2006, S. 221f).

Ahnliche Zuschreibungen nehmen die Befragten in unserer Untersu-
chung auch vor. Dabei lassen sich aber keine dezidierten Identitdten fiir
einzelne datenverarbeitende Organisation finden, sondern es tritt eine
Identitat — ,die datenverarbeitende Organisation” — durch die Ansprache
von Person(en) hervor.

Das duflert sich wie folgt. Unter den zentralen und permanenten Merk-
malen konnen im Interviewmaterial zum einen alle Aspekte gefasst werden,
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die mit dem Sammeln von Daten zusammenhingen, da dies die Punkte wa-
ren, die am héufigsten von den Interviewteilnehmenden in Bezug auf Thre
Erfahrungen mit personalisierter Werbung und Personalisierung im Inter-
net genannt wurden, beispielsweise die beteiligten Akteure, und was gesam-
melt wird. Als beteiligte Akteure sehen die Befragten unter anderem die
Websitebetreiber, so wie die Werbetreibenden. Die Werbenetzwerke, die die
Verbreitung technisch realisieren, sind fiir die Betroffenen meistens keine
bekannten Akteure. Weiter denken sie, dass eine automatische Auswertung
ihres Nutzungsverhaltens und ihrer Interessen passiert. Gleichzeitig besteht
die Vermutung, dass die Ergebnisse dieser Auswertung durch Menschen
begutachtet werden kann oder wird. Daraus resultierend berichten sie von
einem Unwohlsein, weshalb sich diese Auswertung aus Perspektive der
befragten Nutzer:innen als eine unerwiinschte Auswirkung interpretieren
lasst.

Als zentrales distinktives Merkmal ldsst sich in der Untersuchung vor
allem die Vertrauenswiirdigkeit der Organisationen ausmachen. So haben
sie einigen Organisationen gegeniiber mehr Vertrauen, wie beispielsweise
Behorden oder dem offentlich-rechtlichen Rundfunk. Dem Grofiteil der
datenverarbeitenden Organisationen, wie Werbetreibenden wird dieses Ver-
trauen jedoch nicht ausgesprochen. Besonders relevant ist dabei fiir die
Nutzer:innen eine Angst vor der potenziellen Weitergabe von Informatio-
nen iiber sie.

Die datenverarbeitende Organisation zeichnet sich aus Sicht unserer
Befragten also dadurch aus, dass sie alle méglichen Daten zu ihrem Nut-
zungsverhalten und Interessen erfasst. Dazu gehoren auch potenziell reale
Personen, die Ergebnisse dieser Auswertung sehen konnen und dass die
Nutzenden in den meisten Fallen kein Vertrauen gegeniiber datenverarbei-
tenden Organisationen haben.

5.2. Zusammenfassung

Wie bereits erwdhnt, ist das hier dargestellte Deutungsmuster der Personi-
fizierung von datenverarbeitenden Organisationen ist nur eines von mehre-
ren Deutungsmustern, die wir in unserem Projekt rekonstruiert haben. Sie
hier weiter zu skizzieren ware zu umfassend, erwahnenswert sind sie fir
die weitere Forschung aber definitiv.

Wie sich die Ergebnisse unserer Analyse in weitere Verdffentlichungen
einbinden lassen, entweder in die Gestaltung von Bildungsmaterialien oder
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Informations- und Einwilligungsdialogen, wird in den néchsten Schritten
noch ausgearbeitet. Einen Ausblick darauf geben wir nun.

6. Ausblick

Die aus unserem Interviewmaterial rekonstruierten Deutungsmuster lassen
sich zu Karten oder Maps der sozialen Welten der alltdglichen Internetnut-
zer:innen zusammenfiigen. Diese konnen iibersichtlich darstellen, wie die
Sicht von Betroffenen auf personalisierte Werbung und Personalisierung
im Internet konstituiert ist. Im Abgleich mit der Sicht von Expert:innen
lassen sich Schnittpunkte und Leerstellen identifizieren, an denen angesetzt
werden kann, um besser {iber Risiken und Vorteile von Personalisierung
aufkldren zu kénnen. Im Moment arbeiten wir an der Ausarbeitung der Be-
troffenen- und Expert:innenrisikomodelle, also eines dokumentierten Ab-
gleichs der einzelnen Inhalte der Risikomodelle. Drei Ankniipfungspunkte
unserer bisherigen Forschungsergebnisse werden wir nun besprechen.

6.1. Identitat der Datenverarbeitenden Organisationen scharfen

Unsere Analyse hat gezeigt, dass die Beziehung der Betroffenen zu den
datenverarbeitenden Organisationen eine wichtige Rolle spielt. Denn das
Vertrauen, das die Betroffenen den datenverarbeitenden Organisationen
entgegenbringen, entscheidet dariiber, ob sie in die Datenverarbeitung ein-
willigen. Einerseits konnten wir haufig feststellen, dass die Teilnehmenden
vor allem bekannten Akteuren, wie z.B. staatlichen Institutionen, mehr
Vertrauen entgegenbringen. Andererseits trauen sie bestimmten Akteuren
einen verantwortungsvollen Umgang mit Daten gar nicht zu, etwa wenn
es sich um grofle Technologiekonzerne handelt. Gerade dort herrscht aus
Sicht der Betroffenen auch eine grofie Intransparenz, die paradoxerweise
eigentlich auch gegeniiber staatlichen Institutionen vorherrschen miisste,
da auch dort nicht ad hoc tiberpriift werden kann, wie die Datenverarbei-
tung ablduft. Fiir das von vielen Befragten gedufierte Unbehagen gegeniiber
der Personalisierung im Internet diirfte diese Intransparenz mitverantwort-
lich sein.

Um dieses Problem zu I6sen, sollte in weiteren Arbeiten dariiber nachge-
dacht werden, wie die Identitdt(en) von datenverarbeitenden Organisatio-
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nen geschérft werden kénnen, um mehr Transparenz und Vertrauen zu
schaffen.

Dabei sollte es jedoch nicht nur darum gehen, dass sich die Organisatio-
nen anders oder besser darstellen, sondern es miisste ebenfalls iiberlegt
werden, ob die Einflussfaktoren auf die Identitét, also die Datenverarbei-
tungspraktiken, ebenfalls gedndert werden miissen. Denn letztendlich sind
es diese Praktiken, die unerwiinschte Folgen fiir Betroffene hervorrufen
und das Bild der Organisationen prégen.

6.2. Deklaration der Datenverarbeitungszwecke

Ein Punkt, der eine solche Transparenz schaffen soll, existiert bereits in
Form der Angabe der Zwecke fiir die Erhebung verschiedener Daten in
den Cookie-Bannern. Unsere Ergebnisse deuten darauf hin, dass die bisher
deklarierten Zwecke nicht klar genug sind. Mehr Komplexitédt und mehr In-
formationen sind aber auch nicht unbedingt die richtige Losung, da genau
dies im Vorfeld als Problem gesehen wurde. Eine Losung fiir das Problem
der Zweckspezifizierung kénnte beispielsweise darin bestehen, in Cookie-
Bannern zu deklarieren, welche Datenverarbeitungen mit den erhobenen
Daten explizit nicht durchgefithrt werden. Dies ist darauf zuriickzufiihren,
dass die Betroffenen in unseren Interviews haufig auch dariiber gesprochen
haben, was sie explizit nicht wollen bzw. wofiir ihre Daten explizit nicht
verarbeitet werden sollen. Dartiber hinaus konnte auch explizit auf die
Vorteile der Personalisierung bzw. der jeweiligen Datenverarbeitung einge-
gangen werden. Dies entspriache eher der Sichtweise der Betroffenen.

6.3. Neue Interventionsmoglichkeiten

Um ganz konkrete Verbesserungen der informationellen Selbstbestimmung
herzustellen, wéren Privacy Dashboards oder Transparenz Dashboards, in
denen die Nutzer:innen dezidiert und tibergreifend Einstellungen zu perso-
nalisierter Werbung und Personalisierung vornehmen konnen eine Losung.
Einige Unternehmen wie Google bieten solche Moglichkeiten bereits an.
Seiteniibergreifende Losungen fallen unter den Begriff Personal Informa-
tion Management System (PIMS). Ein Projektpartner aus unserem Konsor-
tium arbeitet an einem Demonstrator fiir ein solches System. Die Erkennt-
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nisse aus unserer Forschung mit Betroffenen und Expert:innen sollen in
die Entwicklung und Gestaltung dieses Demonstrators einflief3en.

Ein Ansatz zur Verwendung unserer Forschungsergebnisse in dem De-
monstrator ist die Entwicklung von Personas, also knappen Beschreibun-
gen von in bestimmten Hinsichten markanten Personlichkeitstypen. Diese
Personas dienen als Bezugspunkt, um Anforderungen an die Gestaltung
des Demonstrators im Anschluss an die Bediirfnisse typischer Betroffener
abzuleiten.

In einem PIMS kénnten solche Personas weiterverwendet werden, um
tiber bestimmte Voreinstellungen zu entscheiden. Wenn das PIMS erstmals
konfiguriert wird, konnten die Nutzer:innen eine Persona auswiahlen, mit
der sie sich identifizieren und davon ausgehend weitere Einstellungen
vornehmen. Ein Problem bei der Implementierung einer solchen Gestal-
tung als Entscheidungsgrundlage wird sein, dass die Datenschutzaufsichts-
behorden durch ihre Rechtsauslegung eine informierte Einwilligung mit
ausfithrlicher Aufklarung als Goldstandard ansehen. Andere Designs von
Informations- und Einwilligungsdialogen, die einen grundlegend anderen
Ansatz verfolgen, werden es daher in der realen Umsetzung schwer haben.
Doch ist es gerade diese komplexe Art der Aufkldrung, die die Nutzer:innen
kontraintuitiv und intransparent finden und die weitgehend unwirksam ist.
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Erkenntnisse zur Verbesserung von Datenschutz in
Plattformokonomien: Transparenz, Intervenierbarkeit und User
Experience im Fokus

Lennart Kiss, Rachelle Sellung, Bjérn Hanneke und Lorenz Baum

Zusammenfassung

Transparenz und Intervenierbarkeit sind zentrale Prinzipien der DSGVO, doch ihre praktische
Umsetzung bleibt herausfordernd. In diesem Beitrag wird untersucht, wie Datenschutz durch
gezielte Gestaltung von technischen Hilfssystemen in Plattformokonomien effektiver gestaltet wer-
den kann, um Nutzerrechte verstindlich und anwendbar zu machen. Dieses Ziel wird fortlaufend
als Datenschutzinitiative bezeichnet. Im Rahmen des PERISCOPE-Projekts wurden interdiszipli-
nire Methoden aus User Experience, Recht und Okonomie kombiniert, um Datenschutzmafinah-
men aus verschiedenen Perspektiven zu bewerten. Empirische Studien mit Endnutzern und Platt-
formbetreibern zeigen, dass bestehende Datenschutzlosungen oft schwer verstidndlich sind und
Nutzerrechte durch komplexe Prozesse eingeschrankt werden. Die Forschung hebt hervor, dass
eine transparente Kommunikation, nutzerfreundliche Gestaltung und gezielte Interaktivitit ent-
scheidend fiir die Akzeptanz und Wirksamkeit von Datenschutzinitiativen sind. Zudem werden
wirtschaftliche Faktoren analysiert, die Unternehmen zur Implementierung datenschutzfreundli-
cher Modelle motivieren konnen. Dieser Beitrag leitet konkrete Handlungsempfehlungen fiir
die Weiterentwicklung nutzerzentrierter Datenschutzstrategien ab und betont die Notwendigkeit
einer ganzheitlichen Integration von Regulierung, Technologie und Nutzererwartungen.

1. Einleitung: User Experience und Datenschutz

Datenschutz ist zu einem zentralen Anliegen von Nutzenden, Unterneh-
men und Gesetzgebern geworden. Die Datenschutz-Grundverordnung
(DSGVO) der Europiischen Union setzt mit ihren Anforderungen an
Transparenz und Intervenierbarkeit wesentliche Standards fiir einen nut-
zerfreundlichen Datenschutz. Trotz der formalen Vorteile dieser Grund-
satze bleibt ihre praktische Umsetzung eine Herausforderung. Dieser Bei-
trag stammt aus der Forschung des vom Bundesministerium fiir Bildung
und Forschung, Technologie und Raumfahrt geforderten PERISCOPE-
Projekts!, das datenschutzfreundliche Losungen fiir kleine und mittelstin-
dische Unternehmen (KMUs) entwickelte.

1 Die Forschung des PERISCOPE-Projekts wurde vom Bundesministerium fiir Bildung
und Forschung, Technologie und Raumfahrt gefordert. https://www.forschung-it-sich
erheit-kommunikationssysteme.de/projekte/periscope.
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Zwei der wichtigsten Ergebnisse des PERISCOPE-Projekts sind ein Pri-
vacy Friendly Business Model Recommender Tool? und ein Personal Rights
Management System.

Das Privacy Friendly Business Model Recommender Tool von PERI-

SCOPE wurde entwickelt, durch Forschung validiert und im PERISCOPE-
Projekt implementiert. Ziel dieses Demonstrators ist es, Geschaftsmodelle
von Plattformanbietern mit einem Privacy-Score zu bewerten und Verbes-
serungsvorschldge zu liefern. Dieses Tool hilft, die Privatssphédrenfreund-
lichkeit von Geschéftsmodellen zu messen und zu vergleichen und quan-
tifiziert das Engagement fiir Privatsphére in Geschiftsmodellen. Die Me-
thodik dieser Anwendung ist durch verschiedene Studien des Projekts
validiert®. Dariiber hinaus entwickelte PERISCOPE ein Personal Rights
Management System als Demonstrator, das sowohl fiir den Plattformanbie-
ter als auch fiir den Verbraucher konzipiert wurde. Das Tool kann genutzt
werden, um den Nutzern mehr Transparenz iiber ihre Datennutzung und
Moglichkeiten zur Intervenierbarkeit zu bieten, sowie um die Bearbeitung
der ausgeiibten Betroffenenrechte fiir die Plattformbetreiber zu erleichtern.
Die Ergebnisse des PERISCOPE-Projekts sind auf der Projektwebsite ver-
offentlicht*. Die Entwicklung des Demonstrators basiert auf den verschie-
denen Zwischenergebnissen und der Forschung des Projekts®.
Durch einen interdisziplindren Forschungsansatz untersucht die Studie,
wie Datenschutzinitiativen aus der Sicht von User Experience, dem Recht
und der Okonomie verbessert werden kénnen. Die Ergebnisse dieser Un-
tersuchung liefern Erkenntnisse fiir die Gestaltung effektiver Datenschutz-
mafinahmen und présentieren konkrete Implikationen zur Weiterentwick-
lung datenschutzfreundlicher Technologien.

2 https://privacy.wiim-research.de

3 Hanneke/Baum/Schnuck/Hinz, DuD 2024; Tool siehe https://aisel.aisnet.org/icis2024/
security/security/3/.

4 Fir die Ergebnisse des PERISCOPE Projekts siehe: https://websites.fraunhofer.de/peri
scope-projekt/?page_id=490 (zuletzt abgerufen am 23.05.2025).

5 Naher Hanneke/Baum/Schlereth/Hinz, ICIS 2023.; Hanneke/Baum/Hinz, ECIS 2023.;
Astfalk/Schunck, LNI, Open Identity Summit 2023.; Pfeiffer/Astfalk/Baum/Hane-
ke/Schunck/Winterstetter, in: Friedewald u.a. (Hrsg.), Daten-Fairness in einer globali-
sierten Welt, Nomos, 2023, S.117-144.; Pfeiffer, Datenzugang in der Plattformékono-
mie: Regulierungsinstrumente in P2B-VO, DMA und DSA, in: Buchheim u.a. (Hrsg.),
Plattformen. Grundlagen und Neuordnung des Rechts digitaler Plattformen, 2024,
S. 53-76.; Schmitt/Schunck/Lo Iacono, Okosysteme - Neue Herausforderungen fiir den
Datenschutz, 2024.; Pfeiffer, in: Augsberg u.a. (Hrsg.), Datenzugangsregeln. Zwischen
Freigabe und Kontrolle, 2024, S. 101-136.
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Erkenntnisse zur Verbesserung von Datenschutz in Plattformdkonomien

Diese Forschungsarbeit umfasste mehrere Studien mit einer diversifizier-
ten Nutzergruppe, darunter Tiefeninterviews, Usability-Tests und quantita-
tive Online-Umfragen mit realen Anwendern. Die Teilnehmer reprasentier-
ten verschiedene demografische Gruppen, um unterschiedliche Perspekti-
ven zu gewihrleisten. Das Projekt konzentrierte sich auf mehrere Schliis-
selaspekte, die durch die Studien untersucht werden sollten. Als erstes
wurde die (1) Wahrnehmung von Betroffenenrechten untersucht, also wie
Endnutzer, die ihnen durch die DSGVO gewiéhrten Rechte wahrnehmen
und verstehen. Ein weiteres zentrales Thema war (2) die Transparenz der
Plattformen und Intervenierbarkeit durch Endnutzer. Es wurde die Rolle
von Transparenz bei der Vermittlung von Datenschutzinformationen und
dessen Einfluss auf die Nutzererfahrung untersucht. Dariiber hinaus woll-
ten wir herausfinden, wie einfach es fiir Nutzer ist, ihre Rechte durchzuset-
zen und in Datenschutzprozesse einzugreifen. Schliellich betrachteten wir
auch (3) die Perspektive weiterer Stakeholder, insbesondere die Sichtweisen
der Plattformbetreiber auf Datenschutz und ihre Bereitschaft, Losungen zu
adaptieren, bei denen Transparenz und Intervenierbarkeit im Vordergrund
stehen.

Im Folgenden werden die Erkenntnisse aus den verschiedenen Studien,
Anforderungsdefinitionen und Bewertungen sowie die Erkenntnisse aus
den Demonstrationsumsetzungen des PERISCOPE-Projekts dargelegt und
reflektiert. Die nachfolgenden Abschnitt stellen die zentralen Ergebnisse
dieser Untersuchungen dar: Abschnitt 2 er6ffnet mit einem theoretischen
Hintergrund zu den Aspekten der Transparenz und Intervenierbarkeit, Ab-
schnitt 3 erldutert das Forschungsdesign und die durchgefiihrten Studien,
Abschnitt 4 priasentiert interdisziplindre Erkenntnisse aus der Perspektive
der User Experience (UX), des Rechts und der Okonomie, Abschnitt 5
leitet konkrete Implikationen fiir die Gestaltung kiinftiger Datenschutzin-
itiativen ab, Abschnitt 6 diskutiert die Limitationen der Forschung sowie
potenzielle zukiinftige Forschungsansitze, und Abschnitt 7 fasst die zentra-
len Erkenntnisse zusammen und zieht ein abschlieflendes Fazit.

2. Theoretischer Hintergrund: Transparenz und Intervenierbarkeit als
Schliissel fiir nutzerfreundlichen Datenschutz

Transparenz und Intervenierbarkeit werden allgemein als wesentliche Be-
standteile eines nutzerzentrierten Datenschutzes anerkannt, doch ihre
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praktische Umsetzung ist nach wie vor mit Herausforderungen verbunden.
Zwar sind Transparenz (Art. 5 Abs. 1 lit. a DSGVO) und Intervenierbarkeit
(Art.15-21 DSGVO) in der Datenschutz-Grundverordnung formell veran-
kert, doch ist es alles andere als einfach, sicherzustellen, dass diese Rechte
zu einer wirkungsvollen Kontrolle fiir die Betroffenen fiihren. Verantwort-
liche sind verpflichtet, Informationen in ,,préziser, transparenter, verstandli-
cher und leicht zuganglicher Form® bereitzustellen (Art. 12 Abs.1 DSGVO),
aber in der Praxis bleiben Datenschutzhinweise schwer verstandlich,® Ein-
willigungsmechanismen beruhen oft auf sogenannten ,,Dark Patterns“ und
das Volumen der Datentransaktionen erschwert die Ubersicht fiir die Be-
troffenen.

Die Moglichkeit der Intervention ist nicht nur eine Frage der gesetzli-
chen Rechte, sondern auch der technischen Machbarkeit. Wahrend die
DSGVO das Recht auf Auskunft (Art.15 DSGVO), Berichtigung (Art. 16
DSGVO), Loschung (Art.17 DSGVO) und Datentibertragung (Art. 20
DSGVO) vorschreibt, haben viele Organisationen mit fragmentierten Da-
tenarchitekturen und Altsystemen zu kdmpfen, die eine rasche Umsetzung
dieser Rechte erschweren.® Plattformen verarbeiten grofle Mengen an Be-
nutzerdaten in Echtzeit, und die Beantwortung von Anfragen innerhalb
der vorgeschriebenen einmonatigen Frist (Art.12 Abs.3 DSGVO) kann
logistisch anspruchsvoll sein. Dariiber hinaus ist die Wirksamkeit der In-
tervenierbarkeit begrenzt, wenn datengesteuerte Geschaftsmodelle auf per-
sonenbezogene Daten als Kernbestandteil angewiesen sind. Einige Verant-
wortliche schrecken auf subtile Weise Nutzer von Loschanfragen ab, indem
sie bewusst Reibungspunkte einfithren — mehrstufige Prozesse, Verzégerun-
gen oder unvollstindige Datenléschungen —, was Bedenken aufwirft, ob die
Datenschutz-Grundverordnung immer wirksam ausgeiibt wird.

Uber die Einhaltung von Vorschriften hinaus erschwert die sich ent-
wickelnde technologische und rechtliche Landschaft diese Grundsitze
zusdtzlich. Automatisierte Personalisierung, algorithmische Entscheidungs-
findung und Echtzeit-Datenhandel stellen traditionelle Vorstellungen von
Transparenz und Benutzerkontrolle in Frage. Regulierungsbehérden und

6 Tesfay u.a., Privacy Guide: Towards an Implementation of the EU GDPR on Internet
Privacy Policy Evaluation, 2018, S.15-21.

7 Nouwens u.a., in ACM (Hrsg.), Proceedings of the CHI Conference on Human Factors
in Computing Systems, 2020, 1-13.

8 Shah u.a., in USENIX (Hrsg.), Proceedings des 11th Workshop on Hot Topics in
Storage and File Systems (HotStorage), 2019.
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Wissenschaftler setzen sich zunehmend fiir Technologien zur Verbesserung
der Transparenz (Transparency enhancing Technologies, TETs) und auto-
matisierte Datenschutz-Tools ein, aber die Akzeptanz dieser Losungen ist
uneinheitlich, insbesondere bei KMU, denen die Ressourcen fiir robuste
Compliance-Infrastrukturen fehlen.

Daher geht es nicht mehr primér darum, ob Transparenz und Interve-
nierbarkeit gesetzlich verankert sind, sondern vielmehr darum, wie sicher-
gestellt werden kann, dass sie in einer zunehmend komplexen, datengesteu-
erten Okonomie wirkungsvoll umgesetzt werden. Die Diskrepanz zwischen
rechtlichen Vorgaben und praktischer Umsetzung wirft zentrale Fragen auf:
Sind Nutzer tatsichlich in der Lage, informierte Entscheidungen zu treffen,
oder fithren Transparenzpflichten lediglich zu einer Flut juristischer Offen-
legungen? Lisst sich Intervenierbarkeit in einem Umfeld effektiv skalieren,
in dem personenbezogene Daten kontinuierlich verarbeitet, analysiert und
weitergegeben werden? Um diesen Herausforderungen zu begegnen, bedarf
es nicht nur einer konsequenten Durchsetzung regulatorischer Anforderun-
gen, sondern auch technologischer Innovationen und bewéhrter branchen-
weiter Ansdtze, die nicht nur dem Wortlaut, sondern auch dem Geist der
DSGVO gerecht werden.

3. Forschungsdesign: Nutzererfahrungen mit Datenschutz-Tools

Dieser Beitrag untersucht, wie verschiedene Stakeholdergruppen das PERI-
SCOPE-System wahrnehmen und nutzen. Um ein umfassendes Verstdnd-
nis iiber die Nutzererfahrungen mit Datenschutz-Tools zu gewinnen, wur-
den verschiedene empirische Untersuchungen durchgefiihrt. Dabei lag der
Fokus insbesondere auf den Aspekten Transparenz, Intervenierbarkeit und
User Experience. Ziel war es, herauszufinden, wie unterschiedliche Stake-
holder das Tool wahrnehmen, welche Herausforderungen sie bei der Aus-
tibung von Betroffenenrechten erleben und inwiefern entworfene Losungen
ihre Erwartungen erfiillen. Die erhobenen Daten liefern Erkenntnisse {iber
multidisziplindre Aspekte solcher Initiativen, insbesondere im Hinblick auf
die User Experience, rechtliche Rahmenbedingungen und okonomische
Einflussfaktoren.

Um verschiedene Perspektiven auf Datenschutzinitiativen zu erfassen,
wurde ein Methodenmix eingesetzt, der qualitative und quantitative An-

9 Kergroach, SMEs Going Digital, 2021.
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sitze kombiniert. Die Endnutzerperspektive wurde durch Usability-Tests
und eine Online-Umfrage untersucht, wahrend die Sichtweise der Stakehol-
dergruppe der Plattformbetreiber anhand qualitativer Tiefeninterviews er-
fasst wurde. Durch diese methodische Herangehensweise konnten sowohl
praktische Nutzungshiirden als auch strategische Herausforderungen bei
der Implementierung und Anwendung des PERISCOPE-Tools identifiziert
werden.

Die Usability-Tests wurden mit Endnutzern des PERISCOPE-Tools
durchgefiihrt, um deren Interaktion mit dem System systematisch zu ana-
lysieren. Im Rahmen dieser Tests wurden Fragen zur Wahrnehmung von
Datenschutzpraferenzen, zu auftretenden Hiirden sowie zur empfundenen
Schwierigkeit einzelner Testaufgaben gestellt. Zusitzlich kamen standardi-
sierte Messinstrumente wie die System Usability Scale und das User Ex-
perience Questionnaire zum Einsatz, um die Benutzerfreundlichkeit und
Nutzererfahrung des Systems in einem vergleichbaren Rahmen zu bewer-
ten. Zusatzlich wurde die allgemeine Zufriedenheit der Teilnehmenden
untersucht, insbesondere im Hinblick auf die Erfiillung ihrer Erwartungen
an die Funktionen des Tools, mogliche Verbesserungsvorschlige sowie po-
tenzielle Anwendungsgebiete.

Die Perspektive der Plattformbetreiber wurde durch leitfadengestiitzte
Tiefeninterviews erfasst, die sich an dem Design-Science-Ansatz orientier-
ten. In diesem Zusammenhang diente das PERISCOPE-System als Arte-
fakt, um spezifische Herausforderungen und Anforderungen an Daten-
schutzinitiativen aus Sicht der Betreiber zu identifizieren. Der Fokus lag
auf Erfahrungen mit der Umsetzung von Transparenz- und Intervenierbar-
keitsfunktionen, auf strategischen Uberlegungen zur Einfiihrung solcher
Mafinahmen sowie auf Hiirden bei der praktischen Umsetzung. Die Inter-
views wurden inhaltsanalytisch nach den Prinzipien von Mayring'® ausge-
wertet, um wiederkehrende Themen, Herausforderungen und Potenziale
systematisch zu erfassen.

Erginzend wurde eine Online-Umfrage mit realen Nutzern des PE-
RISCOPE-Projektpartners Gohobi, ein Onlineplattformbetreiber, durchge-
tithrt. Diese Untersuchung zielte darauf ab, allgemeine Wahrnehmungen
und Nutzungsgewohnheiten im Umgang mit Datenschutzinitiativen zu er-
fassen. Die Teilnehmenden bewerteten ihre ersten Eindriicke in Bezug auf
die Benutzerfreundlichkeit des Tools und gaben Auskuntft iiber ihre person-
lichen Datenschutzpriferenzen und ihr generelles Verhalten im Umgang

10 Mayring, Qualitative Content Analysis, 2021
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mit Datenschutzoptionen. Dartiber hinaus wurde untersucht, inwiefern sie
mit Betroffenenrechten vertraut sind und in welchem Mafle sie diese in An-
spruch nehmen. Zusitzlich wurde erfasst, ob die Teilnehmer bereit wiren,
eine datenschutzfreundliche Plattform aktiv weiterzuempfehlen und inwie-
fern das Vertrauen in die Plattform durch Transparenz- und Intervenier-
barkeitsfunktionen beeinflusst wird. Abschlieflend wurde ein allgemeines
Feedback zur Nutzung des Systems eingeholt, um weiterfithrende Erkennt-
nisse zur praktischen Anwendbarkeit zu gewinnen.

Durch die Kombination dieser methodischen Ansétze konnte eine fun-
dierte Grundlage fiir die Analyse der Nutzererfahrungen mehrerer Stake-
holdergruppen mit Datenschutzinitiativen geschaffen werden. Wéhrend die
Usability-Tests praxisnahe Nutzungshiirden offenlegten, ermdglichten die
Tiefeninterviews eine differenzierte Betrachtung der Herausforderungen
und Strategien der Plattformbetreiber. Die Online-Umfrage diente dazu,
diese hauptsdchlich qualitativen Erkenntnisse durch eine grofiere empiri-
sche Basis zu erganzen.

4. Erkenntnisse aus der Nutzerforschung

Die empirischen Untersuchungen im Rahmen des PERISCOPE-Projekts
liefern praktische Erkenntnisse dariiber, wie verschiedene Nutzergruppen
Datenschutzinitiativen wahrnehmen und welche Faktoren deren Akzep-
tanz und Nutzung beeinflussen. Dabei zeigte sich, dass Datenschutz nicht
nur aus technischer oder regulatorischer Sicht betrachtet werden kann,
sondern entscheidend davon abhingt, wie verstindlich, zugénglich und
anwendungsfreundlich entsprechende Mafinahmen gestaltet sind. Die For-
schungsergebnisse verdeutlichen, dass insbesondere die User Experience,
die rechtlichen Rahmenbedingungen, sowie die wirtschaftlichen Implika-
tionen eine wesentliche Rolle fiir die erfolgreiche Umsetzung datenschutz-
freundlicher Technologien spielen. Die folgenden Abschnitte beleuchten
die zentralen Erkenntnisse aus diesen drei Perspektiven.

4.1 User Experience Erkenntnisse

Die Studien zur Nutzung des PERISCOPE-Systems verdeutlichen zentra-
le Herausforderungen und Gestaltungsmaglichkeiten fiir eine verbesserte
User Experience im Kontext von Datenschutzinitiativen. Die Studien in
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diesem Abschnitt basieren auf den Erkenntnissen aus mehreren Runden
von User Experience-Tests, die mit einem Mix aus Methoden durchgefiihrt
wurden, sowie auf Interviews mit Plattformanbietern und einer Umfra-
ge unter Endnutzern. Insbesondere wurden vier Schliisselfaktoren identifi-
ziert, die maf3geblich zur Benutzerfreundlichkeit und Nutzererfahrung von
Datenschutztools beitragen: unmittelbares Feedback und Unterstiitzung,
Reduktion von Komplexitit, visuelle Hilfsmittel und interaktive Elemente
zur Forderung der Nutzerkontrolle.

4.1.1 Unmittelbares Feedback und Unterstiitzung

Die Analyse der Nutzerinteraktion mit dem PERISCOPE-System zeigte,
dass eine fehlende Riickmeldung wihrend der Nutzung erhebliche Unsi-
cherheiten hervorrufen kann, insbesondere wenn es um die Wahrnehmung
und Ausiibung von Betroffenenrechten geht. Nutzer benétigen eine unmit-
telbare Bestdtigung dariiber, ob ihre Anfragen oder Teilschritte der Prozes-
se erfolgreich waren oder welche weiteren Schritte erforderlich sind, um
ihre Datenschutzanliegen effektiv zu verfolgen. Unklare oder ausbleibende
Riickmeldungen konnen zu Frustration und im schlimmsten Fall zu einem
Vertrauensverlust gegeniiber dem Tool fithren.

Ein Ansatz zur Verbesserung der Nutzererfahrung ist die Bereitstellung
von Echtzeit-Feedback, welches den Nutzern signalisiert, ob ihre Daten-
schutzanfragen - beispielsweise eine Datenldschung — erfolgreich bearbei-
tet wurden oder ob noch weitere Aktionen erforderlich sind. Dariiber
hinaus konnen kontextbezogene Anleitungen und Tutorials integriert wer-
den, die Nutzern schrittweise erklaren, wie sie ihre Betroffenenrechte
durchsetzen konnen. Diese Art der Unterstiitzung erweist sich insbesonde-
re fiir weniger rechtsaffine Nutzer als essenziell, da sie eine strukturierte
und verstandliche Hilfestellung fiir komplexe Datenschutzprozesse bietet.

Neben automatisierten Hilfestellungen zeigte sich in den Untersuchun-
gen auch, dass Nutzer in bestimmten Fillen auf direkte menschliche Un-
terstiitzung angewiesen sind. Wenn Echtzeit-Feedback und Tutorials nicht
ausreichen, konnen personliche Support-Optionen dabei helfen, individu-
elle oder komplexe Probleme effizient zu 16sen. Die Moglichkeit, eine di-
rekte Ansprechperson zu konsultieren, beeinflusst die Ausiibbarkeit von
Betroffenenrechten positiv.
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4.1.2 Reduktion von Komplexitat

Ein zentrales Ergebnis der Nutzerforschung ist, dass die Verstandlichkeit
von Datenschutztools mafgeblich dariiber entscheidet, ob und in welchem
Umfang Nutzer ihre Betroffenenrechte wahrnehmen. Die Komplexitdt
rechtlicher und technischer Sachverhalte stellt eine signifikante Barriere
dar, die dazu fiithrt, dass Nutzer Datenschutzoptionen nur eingeschrankt
oder gar nicht nutzen. Besonders problematisch ist der hdufige Einsatz
juristischer Fachterminologie, die fiir viele Nutzer schwer zuganglich ist.

Die Reduktion von Komplexitit erfordert jedoch mehr als nur eine
Vereinfachung von Begrifflichkeiten. Vielmehr sollte die gesamte Sprach-
und Interaktionsgestaltung eines Datenschutztools darauf ausgerichtet sein,
eine intuitive Nutzung zu ermdglichen. Dies umfasst die Verwendung eines
verstandlichen Vokabulars sowie einer klaren und strukturierten Informa-
tionsaufbereitung, die es auch weniger datenschutzaffinen Nutzern erleich-
tert, ihre Rechte durchzusetzen. Die Herausforderung besteht darin, eine
Balance zu finden: Wahrend die Inhalte zuginglich und verstindlich sein
miissen, diirfen essenzielle rechtliche und technische Details nicht verloren
gehen.

Die Ergebnisse zeigen, dass eine gezielte sprachliche Vereinfachung
nicht nur zu einer erhéhten Nutzerfreundlichkeit fithrt, sondern auch die
allgemeine Akzeptanz von Datenschutzinitiativen steigert. Eine benutzer-
zentrierte Gestaltung der Informationsvermittlung tragt dazu bei, dass
Datenschutztools als verstdndlich, zuginglich und somit als verldsslich
wahrgenommen werden. Besteht diese Hiirde weiterhin, kann nicht von
informierten Entscheidungen der Nutzer ausgegangen werden.

4.1.3 Visuelle Unterstiitzung als Vermittlungsstrategie

Visuelle Darstellungen spielen eine wesentliche Rolle bei der Vermittlung
komplexer Datenschutzinhalte. Die Studien zeigten, dass Nutzer von In-
fografiken, Schritt-fiir-Schritt-Anleitungen und weiteren visuellen Hilfsmit-
teln profitieren, da diese abstrakte Datenschutzkonzepte in einer leicht ver-
stindlichen Weise prasentieren. Besonders bei der Entscheidungsfindung,
beispielsweise zur Ausiibung eines Betroffenenrechts, erweisen sich visuelle
Elemente als hilfreich, da sie strukturierte Orientierung bieten und so die
kognitive Belastung der Nutzer reduzieren.

Der Einsatz von Diagrammen, Icons und interaktiven Visualisierungen
kann dazu beitragen, dass Nutzer schneller erfassen, welche Datenschutz-
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optionen ihnen zur Verfiigung stehen und welche Konsequenzen ihre Ent-
scheidungen haben. Durch die Reduktion textlastiger Erklarungen und die
gezielte Einbindung visueller Unterstiitzung wird das System insgesamt
benutzerfreundlicher und zugénglicher.

4.1.4 Interaktive Elemente zur Forderung der Nutzerkontrolle

Interaktivitat stellt einen weiteren zentralen Faktor fiir eine positive Nutzer-
erfahrung im Bereich datenschutzfreundlicher Technologien dar. Nutzer
miissen das Gefiihl haben, aktiv in die Verwaltung ihrer Daten eingebun-
den zu sein, um Vertrauen in die Funktionsweise des Systems zu entwi-
ckeln. Die Untersuchungsergebnisse zeigen, dass interaktive Funktionen
wie eine dynamische Einwilligungsmanagementkomponente oder ein dia-
logbasierter Assistent mafigeblich dazu beitragen, dass Nutzer sich als sou-
verdne Akteure im Datenschutzprozess wahrnehmen.

Im konkreten Fall des PERISCOPE-Systems wurde eine Chatbot-dhnli-
che Struktur implementiert, die Nutzern eine schrittweise Unterstiitzung
bei der Durchsetzung ihrer Betroffenenrechte bietet. Durch diesen inter-
aktiven Ansatz erhalten Nutzer eine gezielte Anleitung und konnen ihre
Entscheidungen zur Datennutzung in Echtzeit anpassen. Die Mdglichkeit,
direkt Einfluss auf die eigenen Daten zu nehmen, forderte das Gefiihl der
Eigenverantwortung und zu Teilen die Motivation sich der Datenschutzthe-
matik anzunehmen. Nutzer, die aktiv in den Datenschutzprozess eingebun-
den sind, zeigen eine hohere Bereitschaft, Datenschutzinitiativen nachhal-
tig zu nutzen und weiterzuempfehlen.

4.1.5 Zusammenfassung der User Experience Erkenntnisse

Zusammenfassend ist zu sagen, dass die Gestaltung der User Experience
maf3geblich iiber die Akzeptanz und Wirksamkeit von Datenschutzinitia-
tiven entscheidet. Vier zentrale Faktoren wurden als besonders relevant
identifiziert: Die Bereitstellung von unmittelbarem Feedback in Form
von Echtzeit-Riickmeldungen, Tutorials oder direktem Support steigert
die Nutzerzufriedenheit und reduziert Unsicherheiten. Die Reduktion von
Komplexitit durch eine verstdndliche Sprache und eine intuitive Struktur
senkt Nutzungshiirden und fordert eine breitere Akzeptanz. Visuelle Unter-
stiitzung erleichtert die Informationsaufnahme und steigert die Effizienz
bei der Entscheidungsfindung. Schliefllich fordern interaktive Elemente das
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Gefiihl der Kontrolle und Eigenverantwortung der Nutzer, wodurch Daten-
schutzinitiativen als transparenter und vertrauenswiirdiger wahrgenommen
werden.

4.2 Rechtliche Erkenntnisse

Die rechtlichen Analysen im Rahmen des PERISCOPE-Projekts haben
zentrale Herausforderungen bei der Umsetzung datenschutzrechtlicher An-
forderungen innerhalb einer technischen Datenschutzinitiative offenbart.
Besonders deutlich wurde, dass die spéte Integration rechtlicher Vorgaben
in technische Systeme zu unnétigen Anpassungskosten und ineffizienten
Implementierungsprozessen fithren kann. Im Fall des PERISCOPE-Pro-
jekts wurde hingegen ein Ansatz verfolgt, bei dem von Beginn an eine
rechtskonforme Gestaltung im Fokus stand. Ziel war es, Plattformbetrei-
bern, insbesondere kleinen und mittelstdndischen Unternehmen, ein Sys-
tem bereitzustellen, das sie bei der Einhaltung relevanter datenschutzrecht-
licher Verpflichtungen unterstiitzt.

4.2.1 Fokus auf relevante rechtliche Anforderungen

Ein zentraler Aspekt bei der Entwicklung von Datenschutzinitiativen ist die
frithzeitige und prézise Definition rechtlicher Anforderungen, um sicherzu-
stellen, dass diese nicht nur theoretisch, sondern auch praktisch relevant
sind. Erfahrungen aus dem PERISCOPE-Projekt zeigen, dass viele anfang-
lich formulierte rechtliche Vorgaben im spateren Verlauf keine unmittelbare
Umsetzung erforderten oder sich als tiberfliissig erwiesen. Um ineffizienten
Mehraufwand zu vermeiden, ist es daher essenziell, bereits zu Beginn eines
Projekts einen gezielten Fokus auf diejenigen rechtlichen Anforderungen zu
legen, die fiir die praktische Implementierung tatsdchlich von Bedeutung
sind. Dies betraf beispielsweise spezifische Vorgaben zur Einwilligung von
Minderjahrigen gemif3 Art.8 DSGVO oder regulatorische Anforderungen
aus der Platform-to-Business-Verordnung und dem Digital Services Act.
Eine selektive Priorisierung relevanter rechtlicher Fragestellungen kann
somit nicht nur den Entwicklungsaufwand reduzieren, sondern auch die
Integration rechtlicher Mechanismen in digitale Anwendungen effizienter
gestalten.
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4.2.2 Bedeutung der frithzeitigen Kldrung der datenschutzrechtlichen
Verantwortlichkeit

Eine weitere zentrale Herausforderung bestand darin, dass die datenschutz-
rechtliche Einordnung des spateren Bereitstellers des PERISCOPE-Systems
zu Beginn des Projekts nicht eindeutig gekldrt war. Unklar blieb, ob dieser
als Verantwortlicher, gemeinsam Verantwortlicher, Auftragsverarbeiter oder
als Softwarehersteller agieren wiirde. Diese Unsicherheit fithrte dazu, dass
bestimmte datenschutzrechtliche Anforderungen in einer hohen Detailtiefe
analysiert wurden, die sich im Riickblick als teilweise ineffizient heraus-
stellte. Eine frithzeitige Festlegung der datenschutzrechtlichen Rolle des
Systemanbieters hatte diesen Mehraufwand verringert und die Implemen-
tierung rechtlicher Anforderungen zielgerichteter gestaltet.

Die Ergebnisse des Projekts zeigen, dass es fiir die Entwicklung daten-
schutzkonformer Systeme essenziell ist, rechtliche Zustdndigkeiten so frith
wie moglich zu definieren. Insbesondere die Rolle des Anbieters eines Da-
tenschutztools bestimmt mafigeblich, welche rechtlichen Anforderungen
erfiillt werden miissen. Eine unklare Verantwortlichkeitsverteilung kann
dazu fithren, dass unnétige Ressourcen in rechtliche Detailanalysen inves-
tiert werden, die letztlich nicht relevant fiir die praktische Umsetzung sind.

4.2.3 Zusammenfassung der rechtlichen Erkenntnisse

Die im PERISCOPE-Projekt gewonnenen rechtlichen Erkenntnisse ver-
deutlichen, dass eine selektive Priorisierung zentraler datenschutzrechtli-
cher Anforderungen essenziell ist, um eine effiziente und praxisnahe Um-
setzung zu ermdglichen. Anstatt von Beginn an einen umfassenden Anfor-
derungskatalog zu entwickeln, der spiter in Teilen nicht relevant ist, sollte
der Fokus auf wenige, aber praxisrelevante juristische Kernaspekte gelegt
werden. Dariiber hinaus zeigt sich, dass eine frithzeitige Klarung der daten-
schutzrechtlichen Verantwortlichkeit die Effizienz der Systementwicklung
erheblich steigern kann. Diese Erkenntnisse tragen dazu bei, zukiinftige da-
tenschutzrechtliche Implementierungsstrategien zielgerichteter zu gestalten
und unnétigen Mehraufwand in der rechtlichen Analyse zu vermeiden.

4.3 Okonomische Erkenntnisse

Die zunehmende Bedeutung von Datenschutzinitiativen in digitalen Ge-
schiftsmodellen offenbart nicht nur regulatorische und ethische Anforde-
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rungen, sondern auch substanzielle 6konomische Potenziale. Insbesondere
Transparenz iiber Datennutzung und Intervenierbarkeit, verstanden als die
Méglichkeit der Nutzenden, aktiv Kontrolle iiber ihre Daten auszuiiben,
entwickeln sich zu zentralen Differenzierungsmerkmalen im Wettbewerb.
Basierend auf drei empirischen Studien wird im Folgenden herausgearbei-
tet, welche 6konomischen Implikationen sich aus Transparenz- und Inter-
venierbarkeitsmechanismen fiir Konsumierende, Plattformbetreibende und
Anbietende von Privacy Management Systems (PMS) ergeben.

4.3.1 Privatsphérenfreundliche Plattformgeschiftsmodelle

In einer ersten Studie wurden die Praferenzen der Nutzenden hinsicht-
lich der Ausgestaltung von Plattform-Geschéftsmodellen analysiert.!! Hier-
zu wurde ein Recommender-System entwickelt, das auf einer adaptiven
Choice-Based Conjoint Analyse (ACBC) basiert. Ziel war es, jene Trade-
offs zu identifizieren, die Konsumentinnen und Konsumenten zwischen
unterschiedlichen Datenschutzmerkmalen von Geschéftsmodellen vorneh-
men, insbesondere im Hinblick auf Transparenz und Kontrolle.

Die Untersuchung erfolgte mit einer Stichprobe von 84 Teilnehmenden
aus den Vereinigten Staaten. Bewertet wurden hypothetische Plattformkon-
figurationen, die sich hinsichtlich der Datennutzung (personenbezogen,
anonymisiert, keine Nutzung), der Transparenzmechanismen (etwa digita-
ler Datenzugriff tiber Dashboards) und der Moglichkeiten zur Nutzungs-
steuerung unterschieden.

Die Ergebnisse zeigen, dass Plattformen, die auf anonyme Datennutzung
und digitalen, jederzeit verfiigbaren Zugang zu personlichen Daten setzen,
von den Nutzenden signifikant bevorzugt werden. Transparenzmechanis-
men wie Dashboards, die einen einfachen und kontinuierlichen Datenzu-
grift ermoglichen, steigern den wahrgenommenen Wert einer Plattform
erheblich. Somit kann eine datenschutzfreundliche Ausgestaltung von Platt-
formmodellen durch transparente Informationsangebote und verbesserte
Intervenierbarkeit nicht nur regulatorische Vorgaben erfiillen, sondern
auch als strategisches Differenzierungsmerkmal mit direktem Einfluss auf
die Marktattraktivitt dienen.

11 Baum u.a., A Recommender System for Privacy Friendly Platform Business Models.
2024
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4.3.2 Nutzungspraferenzen und Zahlungsbereitschaft fiir Privacy
Management Systemen

Eine zweite Studie'? untersuchte die Préferenzen der Konsumentinnen
und Konsumenten fiir Privacy Management Systems (PMS), die darauf
abzielen, Transparenz {iber Datenverarbeitungspraktiken zu schaffen und
Intervenierbarkeit durch flexible Kontrollmdoglichkeiten zu gewahrleisten.
Hierzu wurde eine klassische Choice-Based Conjoint Analyse (CBC) mit
einer repréasentativen Stichprobe von 589 Teilnehmenden aus der deut-
schen Internetbevolkerung durchgefiihrt. Im Fokus standen zentrale Attri-
bute wie der Modus des Datenzugriffs (postalische Information, digitaler
Einmalzugriff, kontinuierliches Dashboard), die Verwaltung von Einwilli-
gungen (individuell, vorgefertigte Profile, vollstindige Zustimmung) sowie
verschiedene Arten der Datennutzung fiir Marketingzwecke.

Die Ergebnisse zeigen, dass Nutzende einen kontinuierlichen, digitalen
Zugriff iber Dashboards und die Méglichkeit zur granularen Steuerung
von Einwilligungen deutlich bevorzugen. Anonymisierte Datennutzung
wird signifikant positiver bewertet als personenbezogene oder umfassende
Nutzung. Zudem zeigen die Analysen, dass Rabatte zwar einen Einfluss auf
die Nutzung von PMS haben, jedoch Transparenz und Intervenierbarkeit
als primére Treiber der Akzeptanz zu betrachten sind.

Daraus ergibt sich ein klares wirtschaftliches Potenzial: Systeme, die
Transparenz schaffen und Intervenierbarkeit ermdéglichen, erhéhen nicht
nur die Bereitschaft zur Nutzung, sondern starken auch das Vertrauen in
digitale Dienste. Anbieter, die in solche PMS investieren, konnen sowohl
ihre regulatorische Konformitat absichern als auch die Nutzerloyalitdt und
Zahlungsbereitschaft steigern.

Auch monetdre Anreize wie Rabatte beeinflussen die Bereitschaft zur
Nutzung von datengetriebenen Diensten: Ein Rabatt von 12% kann
die Nutzungswahrscheinlichkeit selbst fiir weniger datenschutzfreundliche
Konfigurationen erhéhen - z. B. bei der schlechtesten Konfiguration von
16,8 % auf 43,3 %. Dennoch bleibt Transparenz iiber Datennutzungsprakti-
ken und die Mdglichkeit, individuelle Datenfreigaben einfach zu verwalten,
der entscheidende Treiber fiir Akzeptanz und Zahlungsbereitschaft. Nutzer
bevorzugen digitalen Zugriff auf ihre Daten (CBC-Nutzenbeitrag +0,39)
gegeniiber postalischer Zustellung (-0,41); Privacy-Dashboards wurden

12 Hanneke u.a., Consumer Preferences for Privacy Management Systems, 2023.
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hingegen neutral bewertet (+0,02), was auf weiteres Optimierungspotenzial
in der User Experience hinweist.

4.3.3 Nutzersegmentierung

Abschlieflend wurde in einer dritten Studie eine Clusteranalyse durchge-
fithrt, um unterschiedliche Nutzersegmente hinsichtlich ihrer Datenschutz-
priferenzen zu identifizieren.®

Grundlage der Segmentierung bildeten zwei latente Konstrukte: die
subjektive Bedeutung von Datenschutz (Privacy Importance) und das Wis-
sen iiber Datenschutzrechte (GDPR Knowledge), die eine Differenzierung
der Nutzenden nach Datenschutzbewusstsein und Handlungskompetenz
ermoglichen. Anhand der reprasentativen Stichprobe von 589 Teilnehmen-
den aus der deutschen Internetbevolkerung wurden vier Cluster bzw. Seg-
mente identifiziert:

o Fundamentalists (34 %) zeichnen sich durch ein hohes Maf§ an Daten-
schutzbewusstsein und Schutzmotivation aus

« Amateurs (27 %) haben ein moderates Bewusstsein, aber geringes Wissen
und handeln hiufig situativ.

« Pragmatists (24 %) wigen Datenschutzbedenken gegen Nutzeniiberle-
gungen ab und verhalten sich kontextabhingig.

« Die Unconcerned (15 %) messen Datenschutz nur eine geringe Bedeu-
tung bei und priorisieren Bequemlichkeit und finanzielle Anreize.

Diese Segmentierung orientiert sich an bestehenden Einteilungen,"* wird
jedoch um die Gruppe der Amateurs erweitert, um aktuelle Entwicklungen
wie Sensibilisierung bei gleichzeitig begrenztem Wissen iiber Datenschutz-
rechte abzubilden. Besonders die Fundamentalists und Pragmatists, die
zusammen mehr als die Hélfte der Nutzenden ausmachen, zeigen eine hohe
Affinitat zu Angeboten, die Transparenz und Intervenierbarkeit gewéhrleis-
ten.

13 Hanneke u.a., GDPR Privacy Type Clustering: Motivational Factors for Consumer
Data Sharing, 2023.
14 Siehe z. B. Westin, Social and Political Dimensions of Privacy, 2003.
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4.3.4 Zusammenfassung der Okonomischen Implikationen

Die drei Studien verdeutlichen, dass Transparenz und Intervenierbarkeit
nicht nur rechtliche Anforderungen bedienen, sondern wesentliche 6kono-
mische Erfolgsfaktoren im digitalen Wettbewerb darstellen. Unternehmen,
die in leicht zugéngliche, transparente Informationsangebote und flexible
Steuerungsmaglichkeiten fiir ihre Nutzenden investieren, kdnnen nicht nur
regulatorische Risiken minimieren, sondern auch das Vertrauen stirken
und dadurch ihre Marktposition verbessern. Die Zahlungsbereitschaft fiir
datenschutzfreundliche Angebote ist insbesondere bei den datensensiblen
Konsumentensegmenten hoch und kann durch intelligente Kombination
mit Anreizsystemen gesteigert werden.

Somit eréffnen Transparenz und Intervenierbarkeit neue 6konomische
Potenziale fiir Plattformanbietende, die zunehmend auch als strategische
Assets im digitalen Wettbewerb betrachtet werden miissen.

5. Implikationen fiir die Gestaltung effektiver Datenschutzinitiativen

Die Gestaltung erfolgreicher Datenschutzinitiativen erfordert mehr als
die Erfiillung regulatorischer Vorgaben. Eine effektive Umsetzung muss
Nutzerbediirfnisse beriicksichtigen, rechtliche Anforderungen praxisnah
integrieren und wirtschaftliche Rahmenbedingungen einbeziehen. Die im
PERISCOPE-Projekt gewonnenen Erkenntnisse zeigen, dass Datenschutz-
mafSnahmen nur dann nachhaltig wirksam sind, wenn sie verstdndlich,
zuginglich und wirtschaftlich tragfahig gestaltet werden. Dabei spielen drei
zentrale Dimensionen eine Rolle: User Experience, rechtliche Prézision
und 6konomische Anreize. Die folgenden Prinzipien und Gestaltungsemp-
fehlungen verdeutlichen, wie Datenschutzinitiativen sowohl aus Nutzer- als
auch aus Unternehmensperspektive optimiert werden konnen.

Die User Experience Erkenntnisse zeigen, dass die Gestaltung von Da-
tenschutzinitiativen mafigeblich durch die Wahrnehmungen und Erlebnisse
der Nutzer bestimmt wird. Ein rein regulatorischer Ansatz reicht nicht
aus, um Datenschutzmafinahmen effektiv nutzbar zu machen. Stattdessen
sollten Datenschutzldsungen gezielt so gestaltet werden, dass sie den Be-
diirfnissen und Erwartungen der Nutzer gerecht werden. Dazu sollten Ent-
wickler und Unternehmen folgende Prinzipien beriicksichtigen:
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Unmittelbares Feedback bereitstellen, um Unsicherheiten zu vermeiden
und die Nutzung zu erleichtern. Echtzeit-Riickmeldungen und kontext-
bezogene Anleitungen helfen, Betroffenenrechte effektiv wahrzunehmen.
Komplexitit reduzieren, indem Fachbegriffe vermieden und Daten-
schutzoptionen klar strukturiert und verstandlich prasentiert werden.
Visuelle Unterstiitzung nutzen, um abstrakte Datenschutzinformationen
leichter erfassbar zu machen. Infografiken und intuitive Symbole verbes-
sern die Verstdndlichkeit.

Interaktive Elemente integrieren, um Nutzern mehr Kontrolle zu geben.
Dynamische Datenschutzeinstellungen und Chatbots erleichtern die Ver-
waltung personlicher Daten.

Datenschutz als Nutzermehrwert begreifen, indem Datenschutzoptionen
aktiv zur positiven Nutzungserfahrung beitragen, statt als reine Pflichtin-
formationen zu erscheinen.

Die rechtlichen Analysen des PERISCOPE-Projekts zeigen, dass eine spite
Integration rechtlicher Vorgaben zu ineffizienten Anpassungen fiihrt. Ein
frithzeitiger rechtskonformer Gestaltungsansatz erleichtert die Umsetzung
und reduziert unnétigen Mehraufwand.

Relevante Anforderungen friihzeitig priorisieren: Viele anfdnglich defi-
nierte Vorgaben erwiesen sich als tiberfliissig oder nicht umsetzungsrele-
vant. Eine gezielte Auswahl essenzieller rechtlicher Aspekte verbessert
die Effizienz der Implementierung.

Datenschutzrechtliche Verantwortlichkeiten kliren: Unklarheiten iiber die
Rolle des Systemanbieters fithrten zu iibermdfig detaillierten Analysen.
Eine frithzeitige Festlegung der Verantwortlichkeit optimiert den Ent-
wicklungsprozess.

Die ékonomischen Erkenntnisse zeigen, dass ein ,,One-size-fits-all“-Ansatz
bei der Gestaltung von Datenschutzinitiativen weder aus Nutzersicht noch
aus wirtschaftlicher Perspektive optimal ist. Stattdessen sollten Unterneh-
men:

Differenzierte Datenschutzoptionen anbieten, die verschiedenen Nutzer-
segmenten gerecht werden, von den Fundamentalists bis hin zu den
Unconcerned.

Transparenz als Wettbewerbsvorteil nutzen, indem sie verstdndliche und
leicht zugangliche Informationen iiber Datennutzungspraktiken bereit-
stellen.
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« Anonymisierungstechnologien einsetzen, um sowohl Wertschépfungspo-
tenziale zu realisieren als auch Nutzervertrauen zu stirken.

o Rabattstrukturen und monetdre Anreize strategisch einsetzen, um die
Bereitschaft zur Datenfreigabe zu erhéhen, dabei jedoch die unterschied-
lichen Priferenzen der Nutzersegmente beriicksichtigen.

o Intervenierbarkeit und Kontrolle als wesentliche Faktoren fiir die Nutzer-
zufriedenheit und -bindung erkennen und entsprechende Funktionen
implementieren.

Die wirtschaftlichen Implikationen der Untersuchung verdeutlichen, dass
datenschutzfreundliche Geschiftsmodelle nicht zwangsldufig im Wider-
spruch zu dkonomischen Interessen stehen, sondern bei intelligenter Ge-
staltung sogar zu einem Wettbewerbsvorteil werden kénnen!. Durch das
Verstindnis der unterschiedlichen Nutzerpréferenzen und die entsprechen-
de Anpassung von Geschiftsmodellen kénnen Plattformunternehmen so-
wohl regulatorische Anforderungen erfiillen als auch wirtschaftliche Ziele
erreichen.

6. Limitationen und zukiinftige Arbeit

Die im PERISCOPE-Projekt gewonnenen Erkenntnisse liefern interdiszi-
plindre Impulse fiir die Gestaltung datenschutzfreundlicher Technologien
und zeigen, wie Transparenz und Intervenierbarkeit effektiv umgesetzt wer-
den kénnen. Gleichzeitig eroffnen sie neue Fragestellungen, die in zukiinfti-
ger Forschung weiter vertieft werden sollten, um die Anwendbarkeit und
den langfristigen Nutzen dieser Prinzipien weiter zu optimieren.

Ein zentraler Aspekt zukiinftiger Untersuchungen ist die langfristige Wir-
kung von Datenschutzmafinahmen. Wiéhrend die Studie die unmittelbare
Wahrnehmung und Nutzung der Datenschutzinitiative analysiert, bleibt
offen, wie sich diese Mafinahmen {iber einen lingeren Zeitraum auf das
Verhalten und das Vertrauen der Nutzer auswirken. Eine Langzeitbetrach-
tung konnte aufzeigen, inwiefern wiederholte Nutzungserfahrungen die Ak-
zeptanz stiarken und ob es effektive Mechanismen gibt, um eine nachhaltige
Einbindung der Nutzer zu férdern.

Dariiber hinaus bietet die Skalierbarkeit der Erkenntnisse ein wichti-
ges Forschungsfeld. Die im Projekt getesteten Mafinahmen wurden in
einem definierten Anwendungskontext evaluiert. Zukiinftige Arbeiten soll-
ten untersuchen, wie sich die entwickelten Losungen auf grofS angelegte
Plattformen mit heterogenen Nutzergruppen iibertragen lassen. Besonders
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relevant ist hierbei die Frage, wie sich Nutzer mit unterschiedlichem Vor-
wissen und verschiedenen Datenschutzpréferenzen in gréfleren Systemen
orientieren und inwiefern sich die identifizierten UX-Prinzipien unter Be-
dingungen hoher Nutzerzahlen bewahren.

7. Fazit: Wege zu einem effektiveren und nutzerfreundlicheren Datenschutz

Dieser Beitrag liefert eine interdisziplindre Perspektive auf die Gestaltung
und Wirksamkeit von Datenschutzinitiativen und verkniipft Erkenntnisse
aus den Bereichen User Experience, Recht und Okonomie. Im Rahmen des
PERISCOPE-Projekts wurden zentrale Herausforderungen und Potenziale
datenschutzfreundlicher Technologien analysiert, wobei die Perspektiven
verschiedener Stakeholdergruppen der Plattformékonomie beriicksichtigt
wurden. Durch die Kombination qualitativer und quantitativer Methoden
konnten gezielte Implikationen fiir die Entwicklung effektiver Datenschutz-
mafSnahmen abgeleitet werden.

Drei empirische Studien - Usability-Tests, Tiefeninterviews und eine
Online-Umfrage — ermdglichten eine umfassende Analyse der Nutzererfah-
rungen mit der Datenschutzlgsung des Projekts. Wihrend die Usability-
Tests spezifische Nutzungshiirden offenlegten, gaben die Tiefeninterviews
detaillierte Einblicke in die Herausforderungen und Erwartungen der Platt-
formbetreiber. Die Online-Umfrage erginzte diese Erkenntnisse um quan-
titative Daten zur Wahrnehmung und Akzeptanz von Datenschutzmafinah-
men unter realen Nutzern.

Die Untersuchungsergebnisse zeigen, dass Datenschutzinitiativen nicht
nur regulatorische Anforderungen erfiillen, sondern konsequent an den Be-
diirfnissen der Nutzer ausgerichtet sein miissen. Unmittelbares Feedback,
eine klare Informationsstruktur, visuelle Unterstiitzung und interaktive Ele-
mente spielen eine entscheidende Rolle fiir die Akzeptanz und Nutzung
von Datenschutztechnologien. Gleichzeitig wurde deutlich, dass eine friih-
zeitige und prézise rechtliche Einordnung notwendig ist, um inefliziente
Anpassungen im Entwicklungsprozess zu vermeiden. Dariiber hinaus ver-
deutlichen die okonomischen Erkenntnisse, dass datenschutzfreundliche
Gestaltung nicht im Widerspruch zu wirtschaftlichen Interessen steht, son-
dern bei intelligenter Integration sogar zu einem Wettbewerbsvorteil wer-
den kann.

Die gewonnenen Erkenntnisse tragen dazu bei, die Gestaltung von Da-
tenschutzinitiativen zielgerichteter und nutzerfreundlicher zu machen. Die
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interdisziplindre Herangehensweise dieses Projekts zeigt, dass Datenschutz
mehr ist als eine regulatorische Notwendigkeit — er kann als integraler
Bestandteil digitaler Dienste gestaltet werden, um sowohl User Experience
als auch wirtschaftliche Aspekte zu férdern.
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Privacy by Design: Schutz der Privatheit im Metaverse
durch Designpraktiken am Beispiel ausgewdhlter Gefahren fiir
Datenschutz und Personlichkeitsrechte

Tom Hubert, Felix Biining, Marwan El-Rifaai, Florian Franke, Michael Kern,
Sara Elisa Kettner, Otmar Lell, Markus Meyer, Runjie Xie, Benedikt Morsch-
heuser, Christian Thorun und Andreas Wiebe”

Zusammenfassung

Das Metaverse eroffnet neue Moglichkeiten fiir digitale Interaktionen, birgt jedoch zugleich erheb-
liche Herausforderungen fiir den Schutz von personenbezogenen Daten und Personlichkeitsrech-
ten. Ein zentraler Ansatz zur Bewdltigung dieser Herausforderungen ist das Konzept des ,,Privacy
by Design’, bei dem Datenschutz- und Personlichkeitsrechte bereits in der Entwicklung virtueller
Umgebungen beriicksichtigt werden. Dieser Beitrag untersucht verschiedene Designstrategien,
die zur Wahrung der Privatheit im Metaverse beitragen konnen. Die Untersuchung zeigt, dass
wirksame Schutzmafinahmen vor allem dann erfolgreich sind, wenn sie technisch umsetzbar und
fiir die Nutzer intuitiv verstandlich sind. Gleichzeitig bestehen Herausforderungen bei der prakti-
schen Implementierung dieser Mafinahmen, insbesondere im Hinblick auf die Balance zwischen
Nutzerfreundlichkeit und Vereinbarkeit mit den rechtlichen Anforderungen, wie insbesondere
dem Datenschutzrecht.

1. Einleitung

Das Metaverse (Metaversum) birgt gewaltiges 6konomisches Potenzial und
kénnte alle Bereiche unseres taglichen Lebens, unserer Kultur und Gesell-
schaft durchdringen.! Bis heute existiert das Metaverse noch nicht, doch es
wird als eine néchste Stufe des Internets betrachtet, die es Nutzern ermdg-
licht, neue soziale und interaktive Erlebnisse zu erfahren, deren Spektrum

Die Autoren arbeiten gemeinsam im Projekt PRIME - Privatheit im Metaversum,
in dem fachiibergreifend erforscht wird, wie neue virtuelle Welten mit Personlichkeits-
rechten und Datenschutz in Einklang gebracht werden konnen. Das Projekt ist Teil
der Plattform Privatheit und wird durch das BMBF unter dem Forderkennzeichen
16KIS1894K gefordert. Der Beitrag verwendet zwecks Leserlichkeit das generische
Maskulinum, gemeint sind jedoch alle Geschlechter und Identitéten.

1 S. etwa Gartner, Gartner Predicts 25% of People Will Spend At Least One Hour Per
Day in the Metaverse by 2026, 2022.
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von einer digitalen Erweiterung unserer Realitdt bis hin zu vollstindig
virtuellen Welten reicht.?

Mit der zunehmenden Verschmelzung von physischer und digitaler Rea-
litat im Metaverse riicken Fragen des Datenschutzes und des Schutzes von
Personlichkeitsrechten in den Mittelpunkt der Forschung. Die Nutzung
immersiver Technologien fiihrt zu neuen Bedrohungsszenarien, die die
Privatheit der Nutzer gefidhrden, beispielsweise durch besonders intensive
Datenerfassung, Verhaltensanalysen oder manipulative Eingriffe.

Ein zentraler Ansatz zur Sicherung von Personlichkeitsrechten und Da-
tenschutz im Metaverse liegt im Privacy-by-Design-Ansatz, der die Grund-
prinzipien des Schutzes von Rechten direkt in die Gestaltung von Plattfor-
men, digitalen Medieninhalten und Technologien integriert. Vor diesem
Hintergrund stellt sich die Frage, wie Privacy-by-Design in die Gestaltung
des Metaverse und seiner Inhalte einflieflen kann, um Risiken wirksam zu
minimieren und gleichzeitig eine praktikable Umsetzung dieser Losungen
sicherzustellen. Die bisherige Forschung ist jedoch noch in ihren Anfangen
und eine integrierte Betrachtung der juristischen, technischen und gesell-
schaftlichen Aspekte mit Bezug zu sowohl dem Schutz der Personlichkeits-
rechte als auch dem Schutz personenbezogener Daten findet kaum statt.

Als Forschungsfrage sei daher formuliert: Wie lassen sich wirksame Pri-
vacy-by-Design-Ldsungen zum Schutz von Personlichkeitsrechten und perso-
nenbezogener Daten im Metaverse entwickeln sowie implementieren und
welche Herausforderungen ergeben sich dabei in Bezug auf die Realisierbar-
keit aus Nutzerperspektive?

2. Das Metaverse — Immersive Realititen

Der Begrift Metaverse, gepragt durch Neal Stephensons Roman Snow
Crash?, setzt sich aus ,Metd“ (griechisch fiir ,dartiber hinaus“) und ,-ver-
se“ (Kurzform von ,Universe’, bedeutet ,,Gesamtheit von etwas®) zusam-
men. Das Konzept ist vielschichtig und offen fiir Interpretationen.* Es
umfasst ein breites Spektrum an Ansitzen, angefangen bei der digitalen
Erweiterung der physischen Realitdt (d.h. Augmented Reality - AR) iiber
vollstandig virtuelle Welten (d.h. Virtual Reality - VR) bis hin zu virtuellen

2 Accenture, Meet Me in the Metaverse, 2022, S. 24.

3 Stephenson, Snow Crash, 1992.

4 Dolata/Schwabe, What is the Metaverse and who seeks to define it?, Journal of Infor-
mation Technology 2023, 239.
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Umgebungen, die wiederum durch reale Elemente erginzt werden (z.B.
augmentierte Virtualitit - AV).

Experten betrachten das Metaverse als die nédchste Entwicklungsstufe
des Internets, die aus vernetzten persistenten 3D-Welten besteht, in denen
Nutzer als Avatare auftreten und mit anderen Nutzern, virtuellen Objekten
und KI-Agenten interagieren.® Ein zentrales Konzept des Metaverse ist
die Interoperabilitat, durch welche Nutzer nahtlos zwischen verschiedenen
Welten wandeln konnen, wahrend Identitit und (virtueller) Besitz erhalten
bleiben.® Ein weiterer wesentlicher Aspekt ist die Moglichkeit fiir Nutzer,
nicht nur passiv zu konsumieren, sondern die virtuelle Welt aktiv mitzuge-
stalten. Dabei konnen sie sich am Metaverse-Okosystem beteiligen und zur
Schaffung 6konomischer und sozialer Werte beitragen.”

Zentral fiir das Metaverse ist das Erleben von Présenz, das subjektive Ge-
fihl, tatsdchlich in der virtuellen Welt anwesend zu sein.® Dieses Empfin-
den wird durch die wahrgenommene Immersion verstarkt, die durch einen
kontinuierlichen Strom sensorischer Reize moderner Metaverse-Technolo-
gien, wie realistischer Grafik und rdumlichem Sound, gezielt geférdert
wird. Wahrend das klassische Internet primér visuelle und auditive Sin-
neseindriicke anspricht, verfolgt das Metaverse die Vision, ein breiteres
Spektrum an Sinneswahrnehmungen einzubeziehen. Einige dieser Reize
sind derzeit noch nicht breit kommerziell verfiigbar (z.B. Geruch oder
Geschmack), andere hingegen, wie der Tastsinn durch haptische Techno-
logien, der Gleichgewichtssinn durch simulierte Bewegungen oder die
Propriozeption iiber préizises Korper-Tracking, werden bereits erfolgreich
integriert. Dadurch entsteht eine Illusion realistischer Wahrnehmung, die
die Grenzen zwischen Realitdt und Virtualitat zunehmend auflgst.

Ein vollstandig durchgéngiges Metaverse im idealen Sinne existiert heute
noch nicht. Dennoch finden sich viele Grundideen des Metaverse bereits in
bestehenden Technologien, etwa in Open-World-MMORPGs wie Second
Life oder World of Warcraft, in sozialen Medien oder in cyberphysischen

5 Davis u.a., Avatars, People, and Virtual Worlds, Journal of the Association for Informa-
tion Systems 2009, 90.

6 Dionisio u.a., 3D Virtual worlds and the metaverse, ACM Computing Surveys 2013, 34.

7 Papagiannidis u.a., Making real money in virtual worlds, Technological Forecasting &
Social Change 2008, 610.

8 Witmer/Singer, Measuring presence in virtual environments: A presence questionnaire,
Presence: Teleoperators and Virtual Environments 1998, 225.

9 Dincelli/Yayla, Immersive virtual reality in the age of the Metaverse, The Journal of
Strategic Information Systems 2022, 101717.
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Systemen. Aulerdem bieten viele Spieleentwickler bereits erste Proto-Meta-
verse-Plattformen an, die zahlreiche Merkmale des Metaverse gut abbilden,
darunter Roblox, Fortnite und Minecraft.® Auch die Krypto- und NFT-
Community hat dhnliche Ansdtze geschaffen, wie beispielsweise Decentra-
land und The Sandbox.!

Das Metaverse konnte vielfaltige Chancen fiir Unternehmen und die Ge-
sellschaft bieten, wie zum Beispiel in den Bereichen Remote Work, Gesund-
heit und Bildung.!? Gleichzeitig birgt es jedoch auch Schattenseiten, die das
volle Potenzial des Metaverse hemmen konnen.”* Diese Herausforderungen
sind bereits auf den ersten Proto-Metaverse-Plattformen erkennbar und
miissen frithzeitig angegangen werden, um die Grundlage fiir ein zukiinfti-
ges rechtskonformes Metaverse zu schaffen.

3. Risiken des Metaverse fiir die Privatheit

Unter den zahlreichen Herausforderungen des Metaverse ragt der Schutz
der Privatsphire als besonders problematisch hervor.!* Privatheit ist ein
multidimensionales Konzept, welches das Recht und die Fahigkeit umfasst,
die eigene Person sowie personliche Informationen, Gedanken und Hand-
lungen vor dem Eingrift Dritter zu schiitzen.”® Eine Verletzung der Privat-
heit greift sowohl die Personlichkeitsrechte als auch die Datenschutzrechte
der Nutzer an und kann zu erheblichen Beeintrachtigungen der individuel-
len Freiheit und Sicherheit fithren.

10 Schobel/Leimeister, Metaverse platform ecosystems, Electronic Markets 2023, 33 (12).

11 Dolata/Schwabe, What is the Metaverse and who seeks to define it? Mapping the site
of social construction, Journal of Information Technology 2023, 38 (3).

12 Marabelli/Newell, Responsibly strategizing with the metaverse: Business implications
and DEI opportunities and challenges, The Journal of Strategic Information Systems
2023, 101774.

13 Dwivedi u.a., Metaverse beyond the hype: Multidisciplinary perspectives on emerg-
ing challenges, opportunities, and agenda for research, practice and policy, Interna-
tional Journal of Information Management 2022, 102542; Dwivedi u.a., Exploring
the Darkverse: A Multi-Perspective Analysis of the Negative Societal Impacts of the
Metaverse, Information Systems Frontiers 2023, 2071.

14 Xie/Kirchner-Krath/Morschheuser, Towards an Ethical Metaverse: A Systematic Liter-
ature Review on Privacy Challenges, Proceedings of the 32nd European Conference
on Information Systems (ECIS) 2024,6.

15 Zhang u.a., Peer Privacy Concerns: Conceptualization and Measurement, MIS Quar-
terly 2022, 46 (1).
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3.1 Gefahren fiir Personlichkeitsrechte

Ein zentraler Aspekt privatheitsbezogener Herausforderungen ist der
Schutz von Personlichkeitsrechten, die Selbstbestimmung und individuelle
Freiheit gewihrleisten sollen. Aus der Perspektive des deutschen Rechts
treten im Kontext des Metaverse besondere Gefdhrdungen fiir den Person-
lichkeitsschutz auf. Diese werden insbesondere durch virtuelle zwischen-
menschliche Interaktionen und der Prisenz automatisierter Software-Agen-
ten bedingt.

3.1.1 Virtuelle Belastigung

Trotz der vergleichsweise noch geringen Zahl an Nutzern in virtuellen
Welten, gibt es bereits vermehrt Berichte von Menschen, die mit ihren Ava-
taren Opfer von virtuellen Belastigungen geworden sind.!® Der Begrift der
Belastigung kann weit gefasst werden und umfasst hier jedenfalls jedes be-
wusste, unerwiinschte virtuelle Verhalten, wie beispielsweise Beriihrungen,
Ansprechen oder das Herbeifiithren von Begegnungen im Metaverse. Solche
Beléstigungen erhalten durch die avatarbasierte Kommunikation eine neue
Qualitdt, da sie nicht mehr ,nur” text- oder sprachbasiert erfolgen, sondern
insbesondere auch durch Gestik, Mimik und Korpersprache der jeweiligen
Avatare vermittelt werden kénnen.

Erste Untersuchungen deuten darauf hin, dass Beldstigungen im Meta-
verse deutlich belastender wahrgenommen werden konnen als vergleichba-
re Ereignisse auf ,herkémmlichen” zweidimensionalen Plattformen.!” Dies
liegt in der Immersion des virtuellen Raums begriindet: Die durch die
VR-Technologie vermittelte realistische Wahrnehmung der virtuellen Um-
gebung sowie die dadurch bedingte ,Verkérperung” der eigenen Person
im Avatar fithren dazu, dass die individuellen Grenzen des korperlichen
Nihebewusstseins (Proxemik) in das Metaverse tibertragen werden.!® Uner-
wiinschte Anndherungen fremder Avatare konnen daher als Verletzung der

16 Benrimoh u.a., The Best Predictor of the Future, JMIR Mental Health 2022, 1 (4).

17 Franks, The Desert of the Unreal, UC Davis Law Review 2017, 499.

18 Mello u.a., The influence of body expression, group affiliation and threat proximity on
interactions in virtual reality, Current Research in Behavioral Sciences 2022, 100075.
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individuellen Personlichkeitssphédre wahrgenommen werden.” Gleichzeitig
fithrt die realistische Wahrnehmung des Erlebten zu realen kérperlichen
Auswirkungen: Wahrend Betroffene kurzfristig unter sog. Freeze-Zustin-
den leiden kénnen, kdnnen mittel- und langfristig sogar psychosomatische
Beschwerden wie etwa Angstzustdnde drohen.?0

3.1.2 Social Bots

Social Bots sind (teil-)automatisierte Software-Agenten bzw. Computerpro-
gramme, die unter Vortauschung einer menschlichen Identitdt am 6ffentli-
chen Diskurs im Internet teilnehmen.?! Im Metaverse konnen Social Bots
insbesondere in Gestalt von Avataren auftreten. Es kommt fiir die Vortau-
schung einer menschlichen Identitét nicht darauf an, welche Erscheinungs-
form der Social Bot - also beispielsweise ob fotorealistisch oder nicht —
hat. Entscheidend ist, ob die gewéhlte Erscheinungsform in der jeweiligen
Umgebung eines Metaverse mit menschengesteuerten Avataren assoziiert
wird. Als solche sind sie in der Lage, im virtuellen Raum menschendhnlich
von ,Angesicht zu Angesicht” mit anderen Nutzern zu interagieren.?? Dies
tithrt dazu, dass eine Unterscheidung zwischen softwaregesteuerten und
menschengesteuerten Avataren oftmals gar nicht oder nur mit Mithe mog-
lich ist.3

Dieses Tduschungspotential kann aufgrund der breiten Nutzungsmog-
lichkeiten des Metaverse eingesetzt werden, um umfassend auf Meinungen
sowie Entscheidungsmuster menschlicher Nutzer einzuwirken. Social Bots
konnten im Metaversum beispielsweise genutzt werden, um im Rahmen
personalisierter Interaktionen gezielt Werbung zu verbreiten oder interes-
sierte Nutzer vom Kauf bestimmter Produkte zu iiberzeugen.?* Ebenso
kénnten Social Bots zur Durchfithrung grofier Desinformationskampagnen

19 Freeman u.a., Disturbing the Peace: Experiencing and Mitigating Emerging Harass-
ment in Social Virtual Reality, Proceedings of the ACM on Human-Computer Inter-
action 2022, 1 (11).

20 Wiederhold, Sexual Harassment in the Metaverse, Cyberpsychology, Behavior, and
Social Networking 2022, 479.

21 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (94); Diirr, Social Bots, S. 7 ff.

22 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (94).

23 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018, 52
(54).

24 Falchuk/Loeb/Neff, The Social Metaverse: Battle for Privacy, IEEE Technology and
Society Magazine 2018 37(2), 52 (53 fF.).
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sowie fiir politische Propaganda missbraucht werden.?> Schlief3lich besteht
die Gefahr, dass das Verhalten bestimmter Nutzer mittels Social Bots tiber-
wacht wird oder durch gezielte, automatisierte Ansprache unbemerkt per-
sonliche Daten gesammelt werden.?® Im Metaverse konnen Social Bots
selbst auf zusétzlichen Verhaltensebenen menschliches Verhalten vortau-
schen, aber auch auf zusitzliche Verhaltensdaten von Nutzern, beispielswei-
se die Mimik oder Gestik, zugreifen. Dadurch vergroflert sich das Gefah-
renpotenzial.

3.2 Gefahren fiir den Datenschutz

Ein weiteres Feld privatheitsbezogener Probleme im Metaverse betrifft die
Datenschutzherausforderungen. Diese ergeben sich vor allem aus der DS-
GVO, welche die meisten Regelungen zum Schutz natiirlicher Personen
vor der Verarbeitung ihrer personenbezogenen Daten enthilt. Zentrale He-
rausforderungen im Metaverse stellen dabei die intensivere Datenerhebung
sowie die unzureichenden Datenschutzerklirungen und -einwilligungen
dar.

3.2.1 Intensitdt und Umfang der Datenerfassung

Ohne die Verarbeitung von personenbezogenen Daten sind moderne In-
ternetanwendungen, wie z.B. Social Media, gar nicht denkbar.?” Metaverse-
Systeme konnten jedoch wesentlich intensiver Informationen sammeln als
herkommliche Systeme. Happa et al. duflern Bedenken dariiber, dass samt-
liche Sensordaten von Geriten potenzielle Quellen fiir bisher unbekannte
multidimensionale Datenschutzrisiken darstellen konnten, die schwerwie-
gender sind als die aus fritheren Technologien bekannten.?

25 Dwivedi et al., Exploring the Darkverse: A Multi-Perspective Analysis of the Negative
Societal Impacts of the Metaverse, Information Systems Frontiers 2023, 25, 2071
(2083).

26 Falchuk/Loeb/Neff, The Social Metaverse: Battle for Privacy, IEEE Technology and
Society Magazine 2018, 37(2), 52 (53 ff.).

27 So auch Kroschwald, Nutzer-, kontext- und situationsbedingte Vulnerabilitit in digi-
talen Gesellschaften, ZfDR 2023, 1 (4).

28 Happa u.a., Privacy-certification standards for extended-reality devices and services,
IEEE Conference on Virtual Reality and 3D User Interfaces Abstracts and Work-
shops, Lisbon 2021, 397 (397).
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Ein wesentlicher Unterschied zwischen dem Metaverse und dem her-
kémmlichen Internet besteht dabei in der Echtzeitverfolgung von physiolo-
gischen Daten und von Bewegungsdaten.2? Uber Technologien wie z.B. VR-
Brillen, Controller, spezielle Anziige oder Schuhe, welche zur Interaktion
zwischen Nutzern und dem Metaverse genutzt werden, konnen Gesichts-
ausdriicke, Gangart sowie Augen-, Kopf- und Handbewegungen verfolgt
werden. Solche Headsets und andere Gerite konnten vielfaltige biometri-
sche Daten sammeln, einschlieflich Stimmprofile, Gesichtsgeometrie, Iris-
und Netzhautscans, Handabdriicke, Fingerabdriicke sowie Gehirn- und
Herzsignale. Neurophysiologische Daten, wie Gehirnwellenmuster und
neuronale Aktivititen, konnen ebenfalls erfasst werden, entweder durch
Sensoren oder Gehirn-Computer-Schnittstellen.

Die im Metaverse genutzten Avatare konnen zudem das Aussehen der
realen Nutzer widerspiegeln.?? Dies kann Aufschluss geben tiber ihre ethni-
sche Herkunft und ihr Geschlecht.’! Die Bewegungen und Gesichtsausdrii-
cke der Nutzer konnen in den Avataren wiedergegeben werden, um ein
realistischeres Erlebnis zu bieten.>? Verhalten und Vorlieben kénnen durch
Interaktionen mit virtuellen Objekten und anderen Avataren® sowie durch

29 Di Pietro/Cresci, Metaverse: Security and Privacy Issues, IEEE International Confer-
ence on Trust, Privacy and Security in Intelligent Systems and Applications, Atlanta
2021, 281 (284); Marloth u.a., Psychiatric Interventions in Virtual Reality, Cambridge
Quarterly of Healthcare Ethics 2020, 574 (579 £.); Ruiz Mejia/Rawat, Recent Advances
in a Medical Domain Metaverse, International Conference on Ubiquitous and Future
Networks, Barcelona 2022, 357 (358).

30 Awadallah u.a., Identity Threats in the Metaverse and Future Research Opportuni-
ties, International Conference on Business Analytics for Technology and Security,
Dubai 2023, 1 (3); Venugopal u.a., The realm of metaverse, Computer Animation and
Virtual Worlds 2023, 1 (8).

31 Maloney u.a., Anonymity vs. Familiarity, ACM Symposium on Virtual Reality Soft-
ware and Technology 2020, 1 (7); Vladimirov w.a., Security and Privacy Protection
Obstacles with 3D Reconstructed Models of People in Applications and the Meta-
verse, International Scientific Conference on Information, Communication and Ener-
gy Systems and Technologies, Ohrid 2022, 1 (1f.); Wang w.a., Shared realities, ACM
on Human-Computer Interaction 2021, 1 (4).

32 Awadallah u.a., Identity Threats in the Metaverse and Future Research Opportuni-
ties, International Conference on Business Analytics for Technology and Security,
Dubai 2023, 1 (2); Smith u.a., The World as an Interface, Hawaii International Con-
ference on System Sciences 2023, 6045 (6048 f.).

33 Fernandez/Hui, Life, the Metaverse and Everything, IEEE International Conference
on Distributed Computing Systems Workshops, Bologna 2022, 272 (273).
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Eye-Tracking und physische Bewegungen3* offengelegt werden. Emotionen
kénnen durch Kameras, drucksensitive Brillen fiir Gesichtsmuskulaturbe-
wegungen,® Spracherkennung®® oder aus anderen Daten wie Augen- und
Koérperbewegungen oder Herzfrequenz®” abgeleitet werden.

Schliellich sehen Falchuk et al. noch das Risiko, dass Avatare auf der
Metaverse-Plattform keine Mdglichkeit haben, sich selbst vor der Datener-
fassung zu verbergen.’® Nutzer konnten sich daher unbeabsichtigt einer im
Hintergrund stattfindenden Dateniiberwachung aussetzen.*

Hinzu kommen Kontextdaten. Die Metaverse-Plattformen kénnen mit-
hilfe von Datenanalysesoftware die Aktivitdten der Avatare iiberwachen
und analysieren, um Einblicke in die Nutzung der Dienste durch die Nut-
zer zu ermoglichen.*® So lieflen sich virtuelle Laufwege, Besuche virtueller
Orte, Reaktionen der Nutzer auf Produkte oder Ereignisse und weitere
Daten sammeln.

3.2.2 Immersive Datenschutzerklarungen und Einwilligungen

In aktuellen Metaverse-dhnlichen Systemen werden Nutzer selten umfas-
send iiber die Datenerhebung und -verarbeitung aufgekldrt. Datenschutz-

34 Dwivedi u.a., Exploring the Darkverse, Information Systems Frontiers 2023, 2071
(2075); Smith w.a., The World as an Interface, Hawaii International Conference
on System Sciences 2023, 6045 (6049); Tricomi w.a., You Can't Hide Behind Your
Headset, IEEE Access 2022, 9859 (9864).

35 McStay, The Metaverse: Surveillant Physics, Virtual Realist Governance, and the
Missing Commons, Philosophy and Technology 2023, 1 (6).

36 Smith w.a., The World as an Interface, Hawaii International Conference on System
Sciences 2023, 6045 (6051 L.).

37 Abraham u.a., Implications of XR on Privacy, Security and Behaviour, Nordic Hu-
man-Computer Interaction Conference, Aarhus 2022, 1 9); Happa u.a., Privacy-cer-
tification standards for extended-reality devices and services, IEEE Conference on
Virtual Reality and 3D User Interfaces Abstracts and Workshops, Lisbon 2021, 397
(397).

38 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018, 52
(55).

39 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018, 52
(54).

40 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018,
52 (53f.); Awadallah w.a., Identity Threats in the Metaverse and Future Research
Opportunities, International Conference on Business Analytics for Technology and
Security, Dubai 2023, 1 (3).

41 Abraham u.a., Implications of XR on Privacy, Security and Behaviour, Nordic Hu-
man-Computer Interaction Conference, Aarhus 2022, 1 (5).
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richtlinien sind oft unzureichend, besonders hinsichtlich VR-spezifischer
Datensammlung,*? und viele soziale Metaverse-Plattformen informieren
Nutzer nicht ausreichend iiber ihre Datenschutzeinstellungen, was dazu
fithrt, dass Daten moglicherweise unwissentlich (fiir Dritte) geteilt wer-
den.*® Die DS-GVO fordert, dass iiber Datenverarbeitungen transparent
und verstdndlich kommuniziert wird, Art. 13, 14 DS-GVO; dies wird jedoch
selten erfiillt.** Datenschutzerklarungen sind oft zu lang, uniibersichtlich
und in schwer verstandlicher juristischer Fachsprache verfasst. Zum Bei-
spiel umfasst die Datenschutzerklarung von Roblox* 13.607 Worter, was
etwa 26 DIN A4 Seiten entspricht und fast 62 Minuten Lesedauer erfordert.
Erschwerend kommt hinzu, dass bereits der Mitteilungsweg der Daten-
schutzinformationen in Metaverse-Anwendungen unklar ist; denkbar sind
z.B. Einblendungen, virtuelle Aushénge oder Verlinkungen auf Webseiten.*¢

Dariiber hinaus miissen im Metaverse viele Datenverarbeitungsprozesse
auf eine Einwilligung als Rechtsgrundlage gestiitzt werden (Art.6 Abs.1
lit.a, Art.9 Abs.2 lit.a DS-GVO), insbesondere wenn es um die Verar-
beitung sensibler personenbezogener Daten wie Gesundheitsdaten (z. B.
Herzfrequenz) geht. Nach Art. 4 Nr.11 DS-GVO muss die Einwilligung in
informierter Weise, freiwillig und granular bestimmt fiir alle Zwecke der
Verarbeitung erfolgen.#’ Im Kontext herkdmmlicher Websites wird dies
hdufig durch Cookie-Banner umgesetzt, die den Nutzern die Moglichkeit
geben, iiber die Verwendung ihrer Daten zu entscheiden.

Im Metaverse gestaltet sich die Umsetzung dieser Anforderung jedoch
ungleich komplexer. Das immersive Erlebnis, welches das zentrale Merkmal
dieser virtuellen Welten ist, steht im Spannungsfeld mit den datenschutz-

42 Adams u.a., Ethics Emerging, USENIX Symposium on Usable Privacy and Security
2018, 443 (451).

43 Kang u.a., Security and Privacy Requirements for the Metaverse, IEEE Communica-
tions Magazine 2023, 148 (1501t.); Maloney u.a., Anonymity vs. Familiarity, ACM
Symposium on Virtual Reality Software and Technology 2020, 1 (2 ff.).

44 Kettner u.a., Innovatives Datenschutz-Einwilligungsmanagement, 2020, S. 12.

45 Roblox, Roblox-Datenschutz- und Cookie-Richtlinie, 2025.

46 Vgl. Klar u.a., Datenschutz im Metaverse, BB 2022, 2691 (2694); Benedikt, in: Stee-
ge/Chibanguza, Metaverse, 2023, § 11, Rn. 57.

47 Vgl. zur Diskussion um die fragliche Freiwilligkeit bei Einwilligung im Kontext so-
zialer Netzwerke Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art. 7 DS-GVO,
Rn. 53 ff. mw.N.
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rechtlichen Vorgaben.*® Auf zentralisierten Plattformen konnte es zwar
moglich sein, datenschutzrechtliche Informationen in Textform im Vorfeld
des ,Eintauchens® bereitzustellen: Nutzer konnten vor dem Zugang zu
einer immersiven Umgebung iiber die wesentlichen Verarbeitungszwecke
aufgeklart und um ihre Zustimmung gebeten werden.

Problematisch wird diese Vorgehensweise jedoch, wenn ein Blick auf die
Vision des Metaverse geworfen wird: Durch seine grenziiberschreitende
und dynamische Struktur soll es iiber die rein technischen und rechtlichen
Grenzen eines einzelnen Anbieters hinausgehen. Wenn Nutzer in einen
neuen Verantwortungsbereich iiberwechseln - beispielsweise beim Betreten
eines virtuellen Raumes, der von einem anderen Anbieter bereitgestellt
wird - -miisste erneut eine datenschutzrechtliche Information erfolgen und
gegebenenfalls eine neue Einwilligung eingeholt werden.

Diese Anforderung kollidiert mit dem Prinzip einer nahtlosen, immer-
siven Erfahrung, da Unterbrechungen zur Information oder Einholung
von Einwilligungen das Nutzungserlebnis beeintrachtigen konnten. Die
Herausforderung besteht daher darin, ein datenschutzkonformes Informa-
tions- und Einwilligungsmanagement zu entwickeln, das einerseits den
gesetzlichen Anforderungen entspricht und andererseits die immersiven
Eigenschaften des Metaverse nicht beeintrichtigt.

4. Losungsoptionen durch Privacy-by-Design-Praktiken

Um angesichts der genannten Herausforderungen den Schutz der Privat-
heit zu gewdéhrleisten, ist es entscheidend, den Privacy-by-Design-Ansatz
zu verfolgen. Dieser technische und strategische Managementansatz zielt
darauf ab, dass der Schutz der Privatheit bereits zu Beginn proaktiv in die
Konzeption und Entwicklung des Metaverses integriert werden muss, an-
statt ihn erst im Nachhinein zu beriicksichtigen.?® Dadurch kénnen Risiken
praventiv und nachhaltig minimiert werden.

Der Europdische Gesetzgeber und andere Gesetzgeber legen grofien
Wert auf den Privacy-by-Design-Ansatz, um eine ausgewogene Balance

48 Dwivedi w.a., Exploring the Darkverse: A Multi-Perspective Analysis of the Negative
Societal Impacts of the Metaverse, Information Systems Frontiers 2023, 2071; Euro-
péische Kommission, Datenschutz und Privatsphare in virtuellen Welten, 2025.

49 Spiekermann, The challenges of privacy by design, Communications of the ACM
2012, 38.
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zwischen den Privatheitsbediirfnissen der Nutzer und den Datenanforde-
rungen von Unternehmen und der Regulierung zu erreichen.>® Dennoch
bleibt das Konzept oft abstrakt und schwer umzusetzen, da es an konkreten
Anforderungen fehlt, insbesondere im Kontext aufkommender Technologi-
en.” Daher wird in diesem Beitrag versucht, konkrete Implementierungen
fiir das Metaverse zu erarbeiten, um ein sicheres und datenschutz- wie
personlichkeitsrechtsfreundliches Metaverse zu schaffen.

Die Entwicklung der Designvorschldge wurde mit einer systematischen
Analyse der Forschungs-, Praxis- und Rechtsliteratur eingeleitet, ergénzt
durch die Auswertung ausgewdhlter Metaverse-Plattformen sowie semi-
strukturierter Experteninterviews. Die Zielsetzung bestand zunachst in der
Identifizierung der dringendsten Problemfelder des Metaverse. In einem
nachfolgenden Schritt wurden die identifizierten Problemfelder und ersten
Designvorschldge in einem partizipativen Format mit Experten diskutiert.
Im Rahmen dieser Diskussion wurden die Vorschlage hinsichtlich ihrer
Effektivitat und Umsetzbarkeit priorisiert.

Die folgende Darstellung beschrankt sich auf einen Ausschnitt der For-
schung und soll das Vorhaben und die Ergebnisse exemplarisch an ausge-
wihlten Beispielen illustrieren. Ein besonderer Fokus liegt dabei auf dem
personlichkeitsrechtlichen Problemfeld der virtuellen Beldstigung und dem
datenschutzrechtlichen Problemfeld der Datenschutzerklirungen und Ein-
willigungen in immersiven virtuellen Welten. Aber auch weitere Designvor-
schldge sollen beispielhaft erldutert werden, um die Vielfalt der moglichen
Ansidtze anzudeuten.

4.1 Virtuelle Beldstigung (Personlichkeitsrechte)

Anders als in der realen Welt existieren im Metaverse (noch) keine spezi-
fischen gesetzlichen Rahmenbedingung, die in der Lage wiren, Beldstigun-
gen und andere ,virtuell-physischen” Schadigungen zu verhindern. Beste-
hende Vorgaben des Strafrechts, des Personlichkeitsrechts oder des Daten-
schutzrechts finden zwar grundsitzlich Anwendung, leiden jedoch unter
einem generellen Durchsetzungsproblem und sind nicht zugeschnitten auf
die besonderen Situationen und Probleme von Metaversen. Gleichzeitig

50 Spiekermann, The challenges of privacy by design, Communications of the ACM
2012, 38.

51 Bu u.a., ,Privacy by Design” implementation: Information system engineers’ perspec-
tive, International Journal of Information Management, 102124, 3.

296

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Privacy by Design: Schutz der Privatheit im Metaverse durch Designpraktiken

ist jedoch deutlich geworden, dass virtuelle Ubergriffe mitunter ebenso
einschneidend wahrgenommen werden kénnen, wie vergleichbare Ereig-
nisse in der ,echten” Welt. Dies fiithrt dazu, dass Plattformbetreiber mehr
denn je in der Verantwortung stehen, virtuelle Beldstigungen durch privat-
heitsfreundliche Designstrategien proaktiv zu verhindern oder jedenfalls
zu erschweren. Dabei sollten Plattformdesigns im Vordergrund stehen, die
einerseits Anreize fiir mogliche Beldstigungssituationen reduzieren und
andererseits Nutzern die jederzeitige Kontrolle iiber ihre Interaktionen
ermoglichen. Daneben konnen Plattformbetreiber die Verantwortlichen
auch sanktionieren. Mafinahmen konnten neben kurzfristigen Nutzungs-
verboten auch eine Sperrung des Kontos sein. Entsprechende Regelungen
konnten Einzug in die Allgemeinen Geschiftsbedingungen der Nutzungs-
vertrage finden.

Zur Pravention virtueller Beldstigungen im Metaverse erscheinen insbe-
sondere jene Designvorschldge geeignet, die durch eine privatheitsfreundli-
che Gestaltung des virtuellen Raums die Auswirkungen derartige Ubergriffe
so gering wie moglich halten. Eine potenzielle Designpraktik stellt etwa
die Einrichtung einer virtuellen Sicherheitszone dar, in welcher Nutzer
vor der Anndherung anderer Avatare geschiitzt sind. Bei dem ,Scheinwer-
fer’-Design wird den angegriffenen Nutzern die Moglichkeit verschafft,
besondere Aufmerksamkeit auf den Aggressor zu richten, sodass dieser von
seinem Opfer abldsst. Darliber hinaus kann auch das generelle Design eines
virtuellen Raums zur Pravention virtueller Beldstigungen beitragen.

4.1.1 Helle Beleuchtung und soziale Kulisse durch Bots

Um virtuelle Beldstigungen proaktiv vorzubeugen, wurde bei der Gestal-
tung offentlicher virtueller Raume gezielt mit sogenannten Nudges gearbei-
tet, um situative Faktoren zu beeinflussen, die Beldstigungen begiinstigen
konnen. Ein zentraler Ausloser fiir antinormatives und deviantes Verhalten
ist der Enthemmungseftekt, der unter anderem durch die Unsichtbarkeit
und dissoziative Anonymitit entsteht.>?

Dunkle, schwach beleuchtete Bereiche kdnnen das Gefiihl der Anonymi-
tat und Verantwortungslosigkeit verstarken, da sich die Téater weniger sicht-

52 Hirsch, u.a., Drunk, Powerful, and in the Dark: How General Processes of Disinhibi-
tion Produce Both Prosocial and Antisocial Behavior, Perspectives on Psychological
Science 2011, 415.; Suler, The Online Disinhibition Effect, CyberPsychology & Behav-
ior 2004.
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bar und dadurch weniger identifizierbar fithlen.>® Dies kann prosoziales
Verhalten hemmen und unethisches Verhalten beglinstigen.’* Zudem zei-
gen Studien, dass helle Beleuchtung in 6ffentlichen Bereichen (z.B. Strafien
oder Geschiften) Straftaten reduzieren kann.> Dieser Effekt konnte gezielt
auf die Gestaltung virtueller Umgebungen iibertragen werden, da Nutzer
dazu neigen, vertraute Muster aus der physischen Welt auch im virtuellen
Raum anzuwenden.

Zudem neigen Téter dazu, Opfer eher in isolierten Situationen zu belds-
tigen, wo keine Dritten anwesend sind, die eingreifen konnten.>® Solche
Tater-Opfer-Szenarien konnen auch im Metaverse auftreten. Daher konnte
eine gezielte Integration zusdtzlicher, nicht von Nutzern gesteuerter Avatare
diesem Risiko entgegenwirken, indem eine dffentlich wirkende Umgebung
simuliert wird. Dadurch entsteht fiir potenzielle Téter der Eindruck, unter
Beobachtung zu stehen, was die Hemmschwelle fiir Beldstigungen erhoht
und die Einhaltung respektvoller sozialer Normen stérkt.

4.1.2 Safe Zones

Ein weiterer Ansatz zum Schutz der Nutzer besteht im Erhalt ihres per-
sonlichen Raums, da Beldstigungen in virtuellen Welten haufig durch das
unbefugte Eindringen in die physische Nahe eines Avatars entstehen.”” Hier
konnten sogenannte Safe Zones helfen - Schutzbereiche, die als Radius um
den Avatar eines Nutzers eingerichtet werden und bei Betreten durch ande-
re Avatare bestimmte Reaktionen auslosen. Solche Mafinahmen konnen auf
unterschiedliche Weise umgesetzt werden, um unerwiinschte Interaktionen
zu minimieren und zu verhindern, dass fremde Avatare zu nahe kommen.

53 Zhong u.a., Good Lamps Are the Best Police: Darkness Increases Dishonesy and
Self-Interested Behavior, Psychological Science 2010.

54 Liu u.a., Gender moderates the effect of darkness on ethical behaviors: An explana-
tion of disinhibition, Personality and Individual Differences 2018.

55 Fotios u.a., The Effect of Lighting on Crime Counts, Energies 2021, 4099; Chalfin
u.a., Reducing Crime Through Environmental Design, Journal of Quantitative Crimi-
nology 2022, 127; Mitre-Becerril u.a., Can deterrence persist?, Criminology & Public
Policy 2022, 865.

56 Painter, The influence of street lightning improvements on crime, fear and pedestrian
street use, after dark. Landscape and Urban Planning 1996.

57 Freeman u.a., Disturbing the Peace: Experiencing and Mitigating Emerging Harass-
ment in Social Virtual Reality, Proceedings of the ACM on Human-Computer Inter-
action 2022.
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Praventiv eingesetzt, bildet eine Safe Zone einen unsichtbaren Schutz-
kreis um den Avatar des Nutzers, sodass andere Avatare den dadurch
bestimmten Abstand zum Avatar des Nutzers einhalten miissen, um ge-
sehen und gehért zu werden. Bei Uberschreiten dieser Grenze werden
sie automatisch unsichtbar und stummgeschaltet. Die Sicherheitszone ist
fiir andere Avatare individuell einstellbar, d.h. Nutzer konnen bestimmten
Avataren (z.B. Freunden) erlauben, den Kreis zu betreten, ohne dass diese
ausgeblendet werden.

Reaktiv eingesetzt, kann eine Safe Zone im Falle eines Ubergriffs akti-
viert werden. Der Schutzkreis dient in dieser Version dazu, den Sicherheits-
abstand zu anderen Avataren zu erzwingen. Avatare, die sich innerhalb
dieses Schutzkreises authalten, werden ebenfalls unsichtbar und unhérbar
gemacht. Gleichzeitig wird der Avatar des Nutzers auch fiir andere Avatare
ausgeblendet, sobald sie ihm zu nahe kommen.

In manchen Fillen reicht eine Safe Zone allein nicht aus, da Beldstigun-
gen auch aus der Distanz durch zulédssige Interaktionsmdoglichkeiten erfol-
gen konnen. Deshalb ist es sinnvoll, diesen Schutzmechanismus mit weite-
ren Funktionen, wie z.B. einer Blockfunktion zu kombinieren. Dadurch
konnen Avatare der Téter und ihre Handlungen unabhéngig von der Ent-
fernung fiir betroffene Nutzer unsichtbar und unhoérbar gemacht werden.
Gleichzeitig werden auch der Avatar und die Aktivititen des Opfers in der
virtuellen Umgebung fiir die Téter nicht mehr sichtbar oder horbar.

4.2 Kennzeichnung von Social Bots und Bot-freie Zonen
(Personlichkeitsrechte)

Im Hinblick auf Social Bots kann den Gefahren einer Identitatstauschung
insbesondere mittels einer identifizierenden Kennzeichnung KI-gesteuerter
Avatare oder durch vorgelagerte Identitatskontrollen begegnet werden. Die
visuelle Kennzeichnung von Bots konnte beispielsweise durch Beschriftun-
gen, Symbole, Umrandungen oder durch die Verwendung bot-spezifischer
Avatare umgesetzt werden, um Nutzern die Interaktion mit einer KI offen-
zulegen. Eine solche visuelle Kennzeichnung ist fiir ,Verwender” von Social
Bots auch verpflichtend nach § 18 Abs. 3 Medienstaatsvertrag.®® Nach der
KI-Verordnung gilt eine vergleichbare Kennzeichnungspflicht mittlerweile

58 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (95).
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auch fiir Entwickler, Art.50 KI-Verordnung.>® Betreiber von Metaversen
werden nicht durch § 18 Medienstaatsvertrag oder Art. 50 KI-Verordnung
in die Pflicht genommen. Entwickler und auch Verwender von Social Bots
sind jedoch oftmals von den technischen Gegebenheiten und Vorgaben von
Plattformbetreibern abhéngig. Deshalb besteht eine Effektuierungspflicht
fir Plattformbetreiber nach §93 Medienstaatsvertrag. Demnach sollen
zumutbare Anstrengungen zur Sicherstellung einer Kennzeichnung vorge-
nommen werden.®® Vorgelagerte, privatheitsfreundliche Identititskontrol-
len konnten mithilfe der flichendeckenden Einfithrung von 3D-Captchas
ermoglicht werden: Avatare, die als Bots verdéchtigt werden, miissten dem-
nach kleine Aufgaben in der 3D-Umgebung l6sen, um ihre menschliche
Identitdt zu bestdtigen.

Um einige der genannten Gefahren zu verhindern, z.B. potenzielle Bot-
gestiitzte Desinformationskampagnen, kann es notwendig sein, tiber eine
reine Kennzeichnungspflicht hinauszugehen. Neben einem kompletten Ver-
bot von Social Bots in Metaversen konnen bot-freie Zonen als weniger
intensive MafSnahme konstituiert werden. Bot-freie Zonen sind Bereiche, in
denen die Verwendung von KI-gesteuerten Avataren generell unterbunden
wird, sodass Nutzer dort nur auf menschengesteuerte Avatare treffen kon-
nen.

4.3 Sensorhinweise (Datenschutz)

Zur Reaktion auf die gesteigerte Intensitit und den gesteigerten Umfang
der Datenerfassung konnten u.a. dauerhafte Sensorhinweise, punktuelle
Aktivierungsabfragen sowie eine standardmiflige Zeitbegrenzung der Sen-
sortatigkeiten dienen. Ersteres wire durch farbliche Hinweise im Sichtfeld
des Nutzers umsetzbar, die z.B. auf das Tracking von Pulsmessern oder
Eye-Tracking hinweisen. Die punktuelle Aktivierungsabfrage fordert, ab-
hiéngig von der jeweiligen Anwendungssituation, gezielt die Zustimmung
des Nutzers zur Aktivierung bestimmter Sensoren an, und schaftt dadurch
ein erhohtes Bewusstsein fiir die Datenerfassung in sensiblen Situationen.
Berechtigungsabfragen haben sich in mobilen Anwendungskontexten be-
reits als wirksames Mittel erwiesen, um das Risikobewusstsein der Nutzer
in Bezug auf ihre Privatheit zu stirken. Kombiniert mit einer regelmaflig

59 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (98).
60 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (97).
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zu erneuernden Freigabe der jeweiligen Datenstrome, die den Nutzer daran
erinnert, welche Sensoren aktiv sind und erneut um Freigabe der Daten-
strome bittet, wird die Datensouveranitit der Nutzer gestérkt.

4.4 Datenschutzcockpits und Einwilligungsassistenten (Datenschutz)

Um Datenverarbeitungen in immersiven Umgebungen erfolgreich fiir Nut-
zer zu kommunizieren (immersive Datenschutzerkldrungen), konnten Da-
tenschutzcockpits eingesetzt werden.®! Die Idee von Datenschutzcockpits
wurde bereits im Kontext von Websites angedacht. Diese stellen Informa-
tionen zu Datenverarbeitungen sowie Verarbeitungszwecken nutzerfreund-
lich und in einer Ubersicht mit Einstellungsméglichkeiten dar, was sowohl
plattformspezifisch als auch anwendungsspezifisch ausgestaltet sein kann.®?
Eine weitere Losungsidee konnten unterstiitzende Gestaltungselemente als
Teil der Datenschutzerkldrung sein. Dies umfasst Datenschutzicons und
Strukturierung durch Abschnittsstrukturen - ggf. auch videogestiitzt.

Eine immersivere und somit weitergehende Losung fiir die datenschutz-
rechtlichen Herausforderungen im Metaverse konnte ein virtueller Infor-
mations- und Einwilligungsassistent (,,Stefan Schild“®?) darstellen, der eine
dynamische und nutzerfreundliche Verwaltung von datenschutzrechtlichen
Informations- und Einwilligungsprozessen ermdglicht. Dieser Assistent
sollte sich nahtlos in die immersive Umgebung integrieren und als stindi-
ger Begleiter der Nutzer fungieren, um auf Wunsch relevante Datenschutz-
informationen bereitzustellen und Einwilligungen einzuholen, ohne das
immersive Erlebnis im Metaverse zu unterbrechen.

Stefan Schild konnte personalisiert und kontextsensitiv agieren. Sobald
ein Nutzer in einen neuen Verantwortungsbereich eintritt, z.B. beim Wech-
sel von einer Plattform zu einer anderen oder beim Besuch eines virtuellen
Raums, der von einem Drittanbieter verwaltet wird, wiirde der Assistent
die jeweiligen datenschutzrechtlichen Anforderungen im Hintergrund ana-
lysieren. Er wiirde in Echtzeit eine benutzerfreundliche, kontextabhéngige
Benachrichtigung ausspielen, welche die wichtigsten Informationen zur

61 Gerpott, Datenschutzerklarungen - Materiell fundierte Einwilligungen nach der DS-
GVO, MMR 2020, 739 (742).

62 Vgl. Kettner u.a., Wege zur besseren Informiertheit, 2018, S.71ff, die das Konzept
»Privacy Bots“ nennen. Ebenso Niiske u.a., Privacy Bots, DuD 2019, 28.

63 Bei ,Stefan Schild“ handelt es sich um einen willkiirlichen Arbeitstitel, der lediglich
einen illustrierenden Mehrwert hat.
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Datenverarbeitung kurz und pragnant zusammenfasst. Zudem konnte der
Assistent die erforderliche Einwilligung einholen.

Anstelle aufdringlicher Pop-ups konnte Stefan Schild in Form eines dis-
kreten, interaktiven Avatars oder einer symbolischen Benutzeroberfliche
auftreten, die jederzeit ansprechbar ist. So kénnten Nutzer durch einfache
Sprachbefehle, Gesten oder Klicks mehr Details zu den Datenschutzinfor-
mationen abrufen oder ihre Einwilligung fiir spezifische Verarbeitungen
erteilen oder verweigern. Dadurch kénnte Stefan Schild zudem fortlaufend
Transparenz gewahrleisten, indem er Nutzer aktiv dariiber informiert, wel-
che Daten wann und zu welchem Zweck verarbeitet werden. Um das Erleb-
nis mit Stefan Schild motivierender zu gestalten, kénnten Gamifizierungs-
elemente wie Belohnungssysteme, Personalisierung und eine spannende
Hintergrundgeschichte integriert werden. Der Assistent konnte wiederum
mit anderen Ansétzen kombiniert werden, wie etwa Icons oder Videos.

5. Testung der Designs in Fokusgruppen

Die beschriebenen Designoptionen kénnen nur dann zum Schutz der Pri-
vatheit im Metaverse beitragen, wenn sie von den Nutzern des Metaverse
als unterstiitzend und sinnvoll wahrgenommen werden. Die Reaktionen
potenzieller Nutzer auf die Designoptionen wurden daher in einem qualita-
tiven und explorativen Format in Fokusgruppen getestet. Durch ein Markt-
forschungsinstitut wurden insgesamt vier Gruppen zusammengestellt. Da-
von waren zwei Gruppen mit ,metaverse-affinen® Nutzern besetzt, die
selbst im Besitz einer VR-Brille waren, die in den zwei anderen Gruppen
vertretenen Nutzer besaflen keine VR-Brille. Ansonsten waren alle Grup-
pen divers zusammengesetzt mit Blick auf Geschlecht, Altersverteilung, Bil-
dungsstand und Wohnort (léndlich/stadtisch). Drei Gruppen hatten jeweils
sieben Teilnehmer, die Gruppe der metaverse-affinen Nutzer im Bereich
der Personlichkeitsrechte hatte sechs Teilnehmer.

In jeweils zwei Fokusgruppen wurden vertieft die Designoptionen zum
Schutz der Personlichkeitsrechte sowie die Designoptionen aus dem Be-
reich des Datenschutzes getestet. Dabei wurde zu jedem Teilaspekt des
Vorhabens einmal die Perspektive metaverse-affiner Nutzer untersucht und
einmal die Perspektive sonstiger Nutzer.
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5.1 Quantitative Auswertung der Fokusgruppen

In den Riickmeldungen aus den Fokusgruppen wurden deutliche Unter-
schiede zwischen der Wahrnehmung der Designs in den Bereichen Person-
lichkeitsrechte und Datenschutz erkennbar, wie nachstehend im Einzelnen
beschrieben wird. Eine Ubersicht zur Wahrnehmung der Designoptionen
ist in der Abbildung enthalten. Als quantitative Wertung haben die von
den Probanden der Fokusgruppen getroffenen Einschdtzungen aufgrund
der geringen Anzahl der Teilnehmer nur eine begrenzte Aussagekraft. Sie
werden daher im Folgenden vor allem zu dem Zweck genannt, um die
nachstehend erlduterten qualitativen Einschdtzungen der Probanden zu
illustrieren (vgl. Tabelle 1).

5.2 Qualitative Auswertung der Fokusgruppen

Mehr noch als die quantitativen Ergebnisse ist die qualitative Auswertung
der Fokusgruppen fiir die Implementierung eines Privacy-by-Design-An-
satzes im Metaverse relevant. In den Fokusgruppen wurde zunéchst jeweils
die allgemeine Haltung der Teilnehmer zu Fragen der Privatheit im Meta-
verse diskutiert, sodann die Wahrnehmung unterschiedlicher Designoptio-
nen zum Schutz der Privatheit. Die qualitative Auswertung der Fokusgrup-
pen wird nachstehend gegliedert nach den Aspekten der Personlichkeits-
rechte und des Datenschutzes wiedergegeben.

5.2.1 Personlichkeitsrechte

5.2.11 Risikowahrnehmung

In allen Fokusgruppen wurden die Risiken des Metaverse im Bereich der
Personlichkeitsrechte als relevant angesehen; fiir etliche Probanden auch
als Grund genannt, das Metaverse selbst nicht nutzen zu wollen (,wenn
ich jetzt da regelmdfSig beldstigt wiirde im Metaverse, wieso benutzt man es
dann iiberhaupt noch?*). Es wurde allgemein als wahrscheinlich angesehen,
dass die aus der digitalen Welt bereits bekannten Persénlichkeitsrechtsver-
letzungen im Metaverse eine neue Intensititsstufe erreichen wiirden. Dabei
fiel auf, dass die weiblichen Teilnehmer der Fokusgruppen eine deutlich
hohere Sensibilitdt gegeniiber den Bedrohungen ihrer Personlichkeitsrechte
zeigten als die ménnlichen Teilnehmer. Unterschiedlich wurde auch einge-
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schatzt, inwieweit die Technik imstande sein wird, die Risiken im Bereich
der Personlichkeitsrechte zu minimieren. Auf Seiten einiger ménnlicher
Probanden war ein ausgepragter Technikoptimismus festzustellen, wahrend
von einigen der weiblichen Probanden eher auf die Zusammenhinge zu ge-
nerellen Fragen im Verhaltnis der Geschlechter verwiesen wurde.

Tabelle 1: Ubersicht zur Wahrnehmung der Designoptionen

Design Gruppe Positiv®™ Neutral Negativ

Helle Beleuchtung Affin 0 3 4

Nicht-affin 1 1

Gesamt 1

Safe Zones Affin
Nicht-affin

O | W W

Gesamt

Botkennzeichnung Affin
Nicht-affin

L N B =N

Gesamt 10

Lo BECSH B )

Bot-freie Zonen Affin
Nicht-affin

—
oc|lo|lo|lo|lo|lo|lo| o o | &

w| v| w
—

Gesamt

—
w | »n
—

Sensorhinweise Affin

Nicht-affin

—
—

Gesamt

Zeitliche Begrenzung der Sensortatigkeit Affin
Nicht-affin

Gesamt

Datenschutzcockpit Affin
Nicht-affin

Gesamt

N[O | M| | w| o] W[

Einwilligungsassistent Affin

Nicht-affin

Wlwl|lo|lu|lu|lo|l VOl NNV U
Wlw|lo|lo| oo M| O NN

Gesamt

64 Die Probanden wurden jeweils gefragt: Halten Sie die vorgestellten Designoptionen
fiir wirksam? Die Zahl der Probanden, welche die Designoption fiir wirksam hielten,
wird jeweils mit ,,Positiv angegeben, die Zahl der Probanden, welche die Designopti-
on fiir unwirksam hielten, mit ,Negativ®, die Zahl der Probanden, welche unentschie-
den waren, wird mit ,Neutral“ angegeben.
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5.2.1.1 Wahrnehmung der Designoptionen

Entsprechend dieser generellen Haltung wurde die Zielsetzung der Designs
zum Schutz der Personlichkeitsrechte allgemein befiirwortet und gutgehei-
en. Mit Blick auf ihre Wirksamkeit wurden die verschiedenen Designop-
tionen jedoch unterschiedlich eingeschitzt; auflerdem eroffneten die Riick-
meldungen aus den Fokusgruppen wichtige Perspektiven zu unbeabsichtig-
ten Nebenwirkungen und zu alternativen Ausgestaltungsmoglichkeiten.

Das Problem der Social Bots war den Probanden aus sozialen Netzwer-
ken bekannt. Daher war auch die Sorge verbreitet, dass sich dieses im
Metaverse noch verstirken konnte. Zudem wurde auch das Risiko des
Identitatsdiebstahls diskutiert, etwa dass im Metaverse eine reale Person
optisch nachgebaut werden konnte. Die Kennzeichnungspflicht fiir Bots
wurde dementsprechend allgemein fiir gut befunden. In der Ausgestaltung
wurden solche Varianten befiirwortet, die Bots intuitiv und deutlich von
Menschen unterschieden. Die Umsetzbarkeit der Bot-Kennzeichnung wur-
de allerdings von einigen angezweifelt, da es den Metaverse-Unternehmen
an wirksamen Anreizen fehlen wiirde, fiir eine Transparenz der Bots zu
sorgen. Viel Zuspruch bekam auch die Idee, bot-freie Zonen einzurichten.

Wenig Unterstiitzung fand demgegeniiber der Vorschlag, Metaverse-Um-
gebungen generell hell auszuleuchten und dadurch potentielle Ubergriffe
zu erschweren. Zum einen wurde schon die Wirksamkeit dieser Mafinahme
in Zweifel gezogen (,wenn man sich jetzt unsere echte Welt anschaut, passiert
sowas schon im Schwimmbad am helllichten Tag®). Zum anderen wurde
kritisiert, dass schummrige Orte eben auch zum Nutzererlebnis des Meta-
verse gehoren wiirden und dass die gesuchte Atmosphdre durch die helle
Ausleuchtung zerstort wiirde.

Die Idee einer Safe Zone, die vor Ubergriffen schiitzt, fand allgemein
Unterstiitzung. Hier gab es allerdings zur Ausgestaltung einige beachtens-
werte Hinweise: Ein punktuelles Scheinwerferlicht auf eine Gefdhrdungs-
situation wurde als unwirksam bezeichnet, da die hierdurch erzeugte Auf-
merksamkeit méglicherweise genau das sei, was die iibergriffige Person
suche. Eine ,Bubble’, in der eine angegriffene Person fiir den Angreifer
unsichtbar wird, wurde als unfair kritisiert, da sie eher das Opfer als den
Gefdhrder belasten wiirde; eigentlich sollte der Gefdhrder ausgeblendet
werden. Eine Teilnehmerin schlug vor, dass anstelle der Aktivierung einer
Safe Zone im Falle eines Ubergriffs von vornherein Mindestabstandszonen
programmiert sein sollten, die nur mit expliziter Einwilligung reduziert
oder gedfinet werden kénnten. SchliefSlich wurde wiederholt die Idee einer
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Moderation des sozialen Geschehens im Metaverse vorgeschlagen, um auch
im Vorfeld von technischen Barrieren eine einladende und kommunikati-
onsfordernde Atmosphire im Metaverse zu schaffen.

5.2.2 Datenschutz

5.2.2.1 Risikowahrnehmung

Im Bereich des Datenschutzes war das Risiko- und Problembewusstsein
weniger eindeutig als im Bereich der Personlichkeitsrechte. Das Thema
Datenschutz wurde von einem Probanden als ,sehr aufgebliht* bezeichnet,
und allgemein war eine Resignation gegeniiber den datenschutzinvasiven
Geschiftsmodellen der heutigen digitalen Welt erkennbar (,die Datensam-
melei und die Analyse kénnen wir eh nicht komplett abschaffen®).

Interessant waren vor diesem Hintergrund die Einschitzungen der Pro-
banden zu ihrem personlichen Umgang mit den Datenschutzrisiken im
Metaverse. Insbesondere die eher digital- und metaverseaffinen Probanden
fanden die invasive Datenerhebung zwar &rgerlich, sahen darin letztlich
aber keinen Grund, das Metaverse nicht zu nutzen (,Man hat ja ein Ziel
(...) und dann kommen da diese Cookie-Meldungen, und dann klickt man
die halt weg, (...) und ich denk mal hier wird es dann genauso sein®). Es gab
aber auch andere Haltungen, die in der Quantitit und Granularitdt der im
Metaverse erfassten Daten eine neue Risikoqualitdt sahen (,, Das ist, als wire
ich an einen Liigendetektor angeschlossen®).

Bemerkenswert ist auch, dass es keine Bereitschaft der Probanden gab,
das Metaverse iiber Bezahlmodelle zu nutzen, bei denen keine personenbe-
zogenen Daten dkonomisch verwertet wiirden. Ein wichtiger Beweggrund
hierfiir war die Sorge, dass der Datenschutz ansonsten kommerzialisiert
wiirde und es zu einer ,Zwei-Klassen-Gesellschaft“ kommen wiirde.

Dagegen stiefl die Forderung, die kommerzielle Nutzung von personen-
bezogenen Daten durch eine gesetzliche Regelung generell zu verbieten, auf
ganz iiberwiegende Zustimmung — auch im Bewusstsein dessen, dass in der
Folge Metaverse-Umgebungen nur in Bezahlformaten nutzbar wiren. Trotz
der verbreiteten Resignation gegeniiber den allgegenwirtigen Praktiken
der Datensammlung war ein hohes Problembewusstsein gegeniiber den
gesellschaftlichen Folgen der trackingbasierten Geschaftsmodelle feststell-
bar (,Wie viele siichtige Kinder wollen wir uns denn noch heranziichten?®).
Die Notwendigkeit einer politischen Losung wurde gerade angesichts der
neuen Gefahrdungsqualitit im Metaverse betont (,Das ist nochmal so ein

306

https://dol.org/10.5771/9783748953371 - am 18.01.2026, 05:34:45. [E—



https://doi.org/10.5771/9783748953371
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Privacy by Design: Schutz der Privatheit im Metaverse durch Designpraktiken

richtig tiefer Schritt in Richtung gldserner Kunde(...) und deshalb muss man
politisch eine Reglung treffen®).

5.2.2.2 Wahrnehmung der Designoptionen

Die Riickmeldungen zu den Designvorschlagen im Bereich des Datenschut-
zes waren unterschiedlich danach, ob die Designs nur zusétzliche Informa-
tionen vermittelten oder ob sie die eigentlich gewiinschte Nutzung storten.
Insbesondere die aktiven Nutzer machten in der Diskussion sehr deutlich,
dass Datenschutz die Interaktion und das Erlebnis im Metaverse nicht
storen solle.

Vor diesem Hintergrund wurden Sensorhinweise, die deutlich machen,
welche Daten auf welchen Wegen gerade erhoben werden, allgemein be-
fiurwortet — solange sie nicht mit dem eigentlichen Nutzungserlebnis in
Konkurrenz stehen. Allerdings wurde von einigen Nutzern gefordert, dass
gleichzeitig mit dem Hinweis auf die Datenerhebung auch der Zweck der
Datenverarbeitung deutlich gemacht werden solle.

Auch das Datenschutzcockpit, das Datenverarbeitungen und Datenver-
arbeitungszwecke transparent macht, stieff auf Zustimmung. In der quan-
titativen Abfrage wurde auch eine automatische zeitliche Begrenzung der
Sensoraktivitat eher befiirwortet (z.B. das Ausschalten der Kamera nach
einer Stunde Nutzung mit der Mdglichkeit, die Kamera manuell wieder
einzuschalten). Allerdings gibt die geduflerte Abneigung gegen Unterbre-
chungen Anlass zu Zweifeln, ob ein solches Modell praktisch auf Akzeptanz
stoflen wiirde.

Die immersive Umsetzung von Datenschutzerklarungen und Einwilli-
gungen iiber den digitalen Assistenten Stefan Schild stief§ bei den meisten
Probanden auf Widerstand. Viele empfanden den digitalen Assistenten als
storend und zeitraubend und zeigten keine Bereitschaft, sich damit ausein-
anderzusetzen (,Wenn ich muss, wiirde ich nicht darauf achten oder aufs
Klo gehen®). Datenschutzhinweise sollten nach Meinung der meisten Pro-
banden optional angezeigt werden, sodass man sie bei Interesse nachlesen
kénne, aber nicht gezwungen sei, sich damit auseinanderzusetzen (,eher
ein Datenschutzstand oder eine Sdule im Shop, wo ich freiwillig hingehen
kann). Ohne dass hiernach gefragt wurde, kam von einigen Probanden
der Vorschlag, dass die datenschutzrechtliche Einwilligung beim Betreten
einer Metaverse-Plattform einmalig vorab gekldrt werden sollte und dann
wihrend der Nutzung der Plattform keine weiteren Einwilligungen mehr
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abgefragt werden sollten (Es sei ein ,, Abturner®, wenn man bei jedem Ein-
tritt in einen Shop neu entscheiden miisse — ,, gut wére, wenn es einmalig ist
und dann nicht nochmal®, wenn man sich im Anschluss an eine Vorabein-
willigung nur noch mit Datenschutzfragen befassen miisste, wenn man die
urspriingliche Entscheidung revidieren wolle).

6. Braucht das Metaverse Personal Information Management Systems
(PIMS)?

Wie sich aus der bisherigen Darstellung abzeichnet, sind nicht alle rechtli-
chen Probleme allein durch Designs 16sbar. Besonders anspruchsvoll gestal-
ten sich Designvorschldge zu datenschutzrechtlichen Informationen und
Einwilligungen. Das Phdnomen der sinkenden Bereitschaft, sich mit daten-
schutzrechtlichen Fragestellungen zu beschiftigen, ist auch aus ,herkdmm-
lichen® datenschutzrechtlichen Informations- und Einwilligungssituationen
bekannt und wird dort treffend als sog. ,,Abnutzungserscheinungen“® bei
den Betroffenen beschrieben. Wo zunéchst eine grundséatzliche Bereitschaft
besteht, sich mit dem Schutz der eigenen personenbezogenen Daten zu
beschiftigten, ldsst diese nach, sobald der Nutzer zu héufig informiert bzw.
nach seiner Einwilligung gefragt wird. Hier bedarf es Losungen, welche
die Interessen der Nutzer beriicksichtigen, aber zudem mit dem geltenden
Recht vereinbar sind. Wie in den Fokusgruppen angedeutet, konnte eine
solche Losung in zentralisierten, vorweggenommenen Mechanismen lie-
gen, die den Nutzerkomfort erh6hen und das Interesse aufrechterhalten.
Ob diese wiederum (in allen Fillen) mit dem Datenschutzrecht vereinbar
sind, steht auf einem anderen Blatt.

6.1 Vorteile und Reichweite einer zentralen Datenschutzerkldrung und
Einwilligung

Eine zentrale Datenschutzerklarung ist ein Dokument oder eine digitale
Information, die Nutzern umfassend und transparent erklart, wie und zu
welchen Zwecken ihre personenbezogenen Daten verarbeitet werden. Sie
enthilt gem. Art. 13, 14 DS-GVO Angaben {iber die Verantwortlichen der

65 Spindler/Forster, Privacy-compliant design of Cookie Banners according to the
GDPR, JIPITEC 2023, 2 (31).
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Datenverarbeitung, die betroffenen Datenkategorien, die Rechtsgrundlagen
der Verarbeitung sowie die Rechte der betroffenen Personen. Im Kontext
des Metaverse wiirde eine zentrale Datenschutzerklirung alle relevanten
Datenverarbeitungsprozesse auf einer Plattform oder einem Okosystem ab-
decken und idealerweise plattformiibergreifend gelten, um eine einheitliche
und konsistente Informationsbasis fiir Nutzer zu schaffen.

Eine zentrale Einwilligung bezeichnet die datenschutzrechtliche Zustim-
mung einer betroffenen Person zu mehreren, u.U. gleichartigen Datenverar-
beitungen, die in einem zusammenhingenden, digitalen oder realen Oko-
system stattfinden. Sie ermdglicht es Nutzern, einmalig ihre Einwilligung
zu einer Vielzahl von Verarbeitungszwecken zu erteilen, anstatt wiederholt
separate Einwilligungen geben zu miissen.

Eine zentrale und vor allem vor das ,Eintauchen® in die Metaverse-Welt
vorweggenommene Durchfiihrung des datenschutzrechtlichen Informati-
ons- und Einwilligungsprozesses bote den Vorteil, dass Nutzer moglichst
einmalig ihre Belange des Datenschutzes regeln konnen und im weiteren
Verlauf des Erlebnisses nicht mehr damit behelligt werden.

Die Reichweite einer zentralen Datenschutzerkldrung und Einwilligung
stellt im Metaverse-Kontext jedoch eine besondere Herausforderung dar.
Aufgrund der dynamischen Natur dieser virtuellen, bestenfalls polypolisti-
schen Welt wird es nicht immer mdglich sein, im Vorfeld eine Einwilligung
fur alle Datenverarbeitungsprozesse einzuholen bzw. im Vorhinein umfas-
send zu informieren. Insbesondere bei plattformiibergreifenden Interaktio-
nen oder beim spontanen Wechsel zwischen unterschiedlichen Verantwor-
tungsbereichen wird die traditionelle Einwilligungspraxis an ihre Grenzen
stoflen.

Denn wechselt der Verantwortliche fiir die konkrete Datenverarbeitung,
muss neu informiert und neu eingewilligt werden. Dies gilt spatestens ab
dem Punkt, wo die Vision des Metaverse als eine virtuelle Realitdt, in der
Verantwortlichkeitsbereiche verschwimmen, erreicht ist. Wenn stetig und
in Echtzeit neue Anbieter von Diensten und Interaktionen auf den Meta-
verseplattformen auftauchen, kann eine solche Entwicklung unméglich in
einer zentralen Datenschutzerklirung und Einwilligung dargestellt werden.
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6.2 Losung durch Einsatz von Personal Information Management Systems
(PIMS)?

Eine mogliche Losung fiir die besonderen Anforderungen an zentrale In-
formations- und Einwilligungsmechanismen im dynamischen Kontext des
Metaverse kénnte im Einsatz von Personal Information Management Sys-
tems (PIMS) liegen.®® Diese technischen Systeme ermdéglichen eine zentra-
lisierte Verwaltung von Einwilligungen durch voreingestellte, automatisierte
Entscheidungen basierend auf individuellen Praferenzen der Nutzer.” Der
Vorteil dieser Systeme liegt auf der Hand: Sie reduzieren die Notwendigkeit
standiger Einwilligungen, minimieren sogenannte ,,Abnutzungserscheinun-
gen” bei den Nutzern und gewidhrleisten eine konsistentere Datenschutz-
kontrolle.®8

Der wesentliche Vorteil gegeniiber einer zentralen Einwilligung durch
den Nutzer selbst liegt darin, dass die PIMS nach der entsprechenden
Einrichtung durch den Nutzer die Einwilligung fiir diesen iibernehmen.
Tritt ein neuer Verarbeitungskontext auf, willigen die PIMS nach den
Priferenzen des Nutzers fiir diesen in die Verarbeitung ein. Der Nutzer
selbst wird erst mit dem Verarbeitungskontext konfrontiert, wenn dieser
nicht mit seinen Voreinstellungen in Einklang zu bringen ist. Allerdings
sind die rechtlichen Fragen rund um die Zulédssigkeit und die konkrete
Ausgestaltung von PIMS bisher nicht abschlieflend geklart.

6.2.1 Zulissigkeit einer Einwilligungsstellvertretung durch PIMS

Ein zentraler rechtlicher Streitpunkt ist die Frage, ob PIMS(-Betreiber)
als Einwilligungsstellvertreter agieren diirfen.®® Wird dies bejaht, kdnnten
Nutzer dem PIMS-Betreiber eine Art ,Einwilligungs-Vollmacht® erteilen

66 So a. Bender-Paukens/Werry, Datenschutz im Metaverse, ZD 2023, 127 (130).

67 Vgl. Hunter u.a., Informationspflichten und Einwilligung bei der Nutzung von PIMS,
ZD 2024, 603 (603); Botta, Delegierte Selbstbestimmung?, MMR 2021, 946 (946 f.).

68 Vgl. Schuchardt, Die (ferne) Zukunft der Cookie-Einwilligung: PIMS und der Weg zu
datenschutzfreundlichen Losungen, DSB 2025, 103 (103); Kiihling/Sauerborn, PIMS
vs. Einwilligung vs. Browsereinstellungen, ZD 2022, 596 (596): ,,Cookie-Click-Fati-
gue.

69 Vgl. zu rechtlichen Herausforderungen Klement, in: Simitis u.a., Datenschutzrecht,
2025, Art.7 DS-GVO, Rn.33f; Jandt, in: Jandt/Steidle, Datenschutz im Internet,
2025, Kap. IV, Rn. 122 ff.,; Hunter u.a., Informationspflichten und Einwilligung bei der
Nutzung von PIMS, ZD 2024, 603 (605).
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und damit den Prozess der Einwilligung auslagern. Nach Art. 8 Abs.1S.2
DS-GVO konnen bei Minderjahrigen die Sorgeberechtigten an ihrer Stelle
die Einwilligung erteilen, was fiir die grundsitzliche Zuldssigkeit einer Ein-
willigungsvertretung spricht. Die Stellungnahme des Européischen Daten-
schutzbeauftragten (EDSB) stiitzt ebenfalls die Mdglichkeit, in bestimmten
Fillen Einwilligungen in Stellvertretung rechtlich wirksam abzugeben.”
Dennoch fehlt bisher eine explizite Regelung in der DS-GVO fiir den
allgemeinen Einsatz von PIMS als Stellvertreter, was eine entsprechende
Normierung in kiinftigen Datenschutzregelungen wiinschenswert macht.”!

6.2.2 PIMS fiir sachgleiche Datenverarbeitungen

Weniger problematisch ist die Nutzung von PIMS fiir gleichartige Daten-
verarbeitungsvorgéinge. Fiir (wohl auch) im Metaverse relevante Tracking-
verfahren wie z.B. Cookies ist gem. § 3 Abs. 1 der Einwilligungsverwaltungs-
verordnung (EinwV') die Einfithrung von PIMS mdglich. So kénnten etwa
Cookies, von deren technischer Relevanz fiir Metaverseanwendungen bis
auf Weiteres auszugehen ist, im Falle des Ablaufes ihrer Giiltigkeitsdauer
durch die erneute Ubermittlung der giiltigen Einwilligung ,erneuert” wer-
den. Die EinwV setzt § 26 Abs.1 TDDDG um, wonach Dienste zur Ver-
waltung von Einwilligungen nach §25 Abs.1 TDDDG anerkannt werden
konnen. Die Voraussetzungen an die Einwilligung nach § 25 Abs.1 TDDDG
richten sich weiterhin nach der DS-GVO.”?

Lediglich die anschlieSende Verwaltung der Einwilligung kann von
einem gem. §§ 8 ff. EinwV anerkannten Dienst itbernommen werden, d.h.
dass dieser die getroffenen Einstellungen des Endnutzers speichert und
dem jeweiligen Digitale-Dienste-Anbieter bei ,jeder weiteren Inanspruch-
nahme des Dienstes” iibermittelt (§ 3 Abs. 1 EinwV).”? Mit anderen Worten
nimmt der anerkannte Dienst dem Nutzer ,nur” die erneute Ubermittlung
einer giiltigen Einwilligung ab. In Hinblick auf das oben skizzierte Problem

70 EDSB, Stellungnahme des EDSB zu Systemen fiir das Personal Information Manage-
ment, 2016.

71 S. ausfithrlicher Biining/Meyer, PIMS und das Metaverse: Ein Weg aus dem ,,Einwilli-
gungs-Banner-Dschungel“? (im Erscheinen).

72 Aufgrund des Umsetzungscharakters des § 25 Abs.1 TDDDG von Art. 5 Abs. 3 ePri-
vacy-RL, welcher fiir die Voraussetzungen auf die DS-RL verweist, die gem. Art. 94
Abs. 2 S.1DS-GVO von der DS-GVO abgel6st wurde.

73 Ausfithrlich Hunter u.a., Informationspflichten und Einwilligung bei der Nutzung
von PIMS, ZD 2024, 603 (605); Jandt, in: Jandt/Steidle, Datenschutz im Internet,
2025, Kap. IV, Rn.122ff,; Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art.7
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um die Dynamik in Bezug auf die datenschutzrechtlich Verantwortlichen
und die Verarbeitungszwecke schafft die EinwV keinen echten Mehrwert,
da die gespeicherte Einwilligung nur dann noch giiltig ist, wenn der Verar-
beitungsvorgang ganzlich unverandert ist, also sachgleich mit dem erstma-
ligen ist.

6.2.3 PIMS fiir bereichsméflige Einwilligungen (Broad-Consent)

Um den besonders dynamischen Datenverarbeitungskontexten aufgrund
wechselnder datenschutzrechtlicher Verantwortlicher zu begegnen, bedarf
es eines ebenso dynamischen Einwilligungsmechanismus. PIMS miissen
nicht nur eine bereits erteilte Einwilligung des Nutzers in sachgleichen
Verarbeitungsprozessen neu iibermitteln, sondern auch in neue Verarbei-
tungskontexten gegeniiber neuen Verantwortlichen eine interessengerechte
rechtskonforme Einwilligung erteilen konnen. Nur dann kann es gelingen,
den Abnutzungserscheinungen bisheriger Instrumente Abhilfe zu schaffen.
Ein rechtlicher Ansatzpunkt konnte dabei eine bereichsbezogene Einwilli-
gung darstellen, angelehnt an den Rechtsgedanken aus ErwG 33 DS-GVO,
der den sogenannten Broad-Consent fiir wissenschaftliche Forschungszwe-
cke erlaubt. Dabei wird eine allgemeine Einwilligung fiir einen bestimmten
Verarbeitungsbereich erteilt, wahrend konkrete Verarbeitungsdetails zum
spateren Zeitpunkt durch eine Instanz - in den Fillen der medizinischen
Forschung etwas das Krankenhaus, dass die Patientendaten erhoben hat -
spezifiziert werden kénnen.

Ob dieser Ansatz schon grundsitzlich auf kommerzielle Datenverarbei-
tungen tbertragbar ist, bleibt ungeklart.” Erschwerend hinzu kommt der
Umstand, dass es im origindren Sinne des Broad-Consent lediglich um Spe-
zifikationen der Zwecke der Datenverarbeitung geht; der Betroffene willigt
bei der Erhebung der Daten informiert in die Nutzung der Daten zu For-
schungszwecken ein, die spezifische Forschung wird jedoch spater durch
den Verarbeiter bestimmt (z.B. Verarbeitung zu Zwecken der Forschung
an Krebs oder aber Alzheimer). In Metaversekonstellationen ginge es aber
héufig nicht nur um eine Zweckspezifikation durch PIMS, sondern zusatz-
lich um eine Verantwortlichenauswahl. Selbst wenn unterstellt wiirde, dass

DS-GVO, Rn. 34; Klink-Straub/Straub, Und bist du nicht willig, so brauch® ich ...
PIMS, ZD-Aktuell 2024, 01820.

74 Allgemein Specht-Riemenschneider u.a., Die Datentreuhand, MMR-Beilage 2021, 25
(4111).
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PIMS in kommerziellen Datenverarbeitungen zu Zweckspezifikationen ein-
gesetzt werden diirften, wiirde dem Ausgangsproblem der besonderen Ver-
antwortlichendynamik im Metaverse damit nur bedingt Abhilfe geschaffen
werden konnen. Restimierend ldsst sich mithin statuieren, dass PIMS tech-
nisch grofie Vorteile bringen kénnten, wenn sich sowohl die datenschutz-
rechtliche Information als auch die Einwilligung damit automatisieren bzw.
auslagern lieflen. Aus rechtlicher Perspektive ist wenigstens eine effiziente
Umsetzung dieser Systeme jedoch (noch) unzuldssig.”

7. Fazit

Privatheitsfreundliches Design kann erheblich zum Schutz von personen-
bezogenen Daten und Personlichkeitsrechten beitragen. Das Konzept ,,Pri-
vacy by Design® ermdéglicht es, Datenschutz- und Personlichkeitsrechte
von Anfang an in die Gestaltung virtueller Welten zu integrieren. Dies
ist besonders im Metaverse relevant, wo durch immersive Technologien
neue Bedrohungsszenarien wie virtuelle Beldstigung, Social Bots und be-
sonders intensive Datenerhebung entstehen. Designmafinahmen konnen
helfen, diese Risiken zu minimieren und eine sicherere digitale Umgebung
zu schaffen. Besonders geeignete Designstrategien sind solche, die sowohl
technisch wirksam als auch fiir Nutzer intuitiv bedienbar sind. Weniger
geeignete Designlosungen sind solche, die entweder ineffektiv sind oder
von den Nutzern als storend empfunden werden. Insbesondere im Bereich
des Datenschutzes zeigte sich, dass klassische Einwilligungsmechanismen,
wie sie etwa in Cookie-Bannern uiblich sind, auf alte Probleme wie Abnut-
zungserscheinungen treffen, auch wenn sie in neuem Gewand, wie einem
virtuellen Assistenten mit Chat-Funktion, prasentiert werden. Hinzu kom-
men weitere, metaversespezifische Probleme. Hier sehen sich designbasierte
Losungen rechtlichen Hiirden gegeniiber, denen ggf. nur regulatorisch -
z.B. durch Rechtsgrundlagen fiir bestimmte Strategien wie Personal Infor-
mation Management Systems (PIMS) - abgeholfen werden kann.

75 Ein rechtsdogmatischer Vorschlag bei Biining/Meyer, PIMS und das Metaverse: Ein
Weg aus dem ,,Einwilligungs-Banner-Dschungel“? (im Erscheinen).
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