1.2 Transformationsprozesse und Herausforderungen
I.2.5 Datafizierung, Algorithmizitat und Kiinstliche Intelligenz

Von Menschen und Maschinen werden aufgrund immer kleinerer Sensoren immer un-
geheurere Mengen an Daten produziert. Jede Bewegung und Titigkeit kann in Daten
tiberfithrt werden und wird damit fiir Computer lesbar (maschinenlesbar), bearbeitbar
und auswertbar. Dabei nimmt nicht nur die Menge an erhobenen Daten zu, sondern
auch die Bandbreite an unterschiedlichen Daten. Zugleich fithrt die technische Entwick-
lung zum einen zu immer grofieren und giinstigeren Speichermedien, die ein prinzipi-
ell unbegrenztes Vorhalten aller Daten ermdglichen (wenn dem nicht Datenschutzge-
setze entgegenstehen). Zum anderen ermoglicht die steigende Prozessorleistung eine
massenhafte oder immer ausgekliigeltere Verarbeitung und Auswertung der vorhande-
nen Daten. Zusammengefasst findet damit eine »Datafizierung der Welt« statt (Ramge
2019a: 49).*

Bezogen auf soziales Handeln und gesellschaftliche Praktiken, sprechen unter an-
derem Prietl und Houben (2018: 7) davon, dass »soziotechnische Prozesse der Datafizie-
rung [Herv. i. O.] des Sozialenim Zentrum gegenwirtiger gesellschaftlicher Transforma-
tionen stehen.« So »vollzieht sich das Soziale zunehmend in numerisierten Umweltenc
(ebd.: 10). Im Kontext des sozialen und gesellschaftlichen Lebens, ebenso wie des wirt-
schaftlichen und politischen Handelns fallen nicht nur immer mehr Daten an, sondern
werden auch gesammelt und ausgewertet (vgl. Dencik et al. 2019: 3). Harari (2017: 497)
spricht von dem »Dataismus« — einer »Datenreligion, der zufolge des »Universum aus
Datenstromen« bestehe und der Wert von allem und jedem an seinem »Beitrag zur Da-
tenverarbeitung« gemessen werde.

Datenerfassung erfolgt nicht mehr auf bestimmte Zeitpunkte und Ziele beschrinkt,
sondern Daten werden automatisch sowohl als Haupt- als auch Nebenprodukt bei der
Nutzung (informations-)technischer Systeme generiert. Daten werden so nicht mehr
nur aktiv von Dritten erfragt, sondern auch selbst erhoben (wofiir insbesondere die
Quantified Self-Bewegung [Selbstvermessung] steht) und bereitgestellt (soziale Netzwer-
ke).*

Wenn Daten im digitalen Zeitalter eine entscheidende Rolle zukommt, dann brin-
gen die Verfiigbarkeit und der Besitz von Daten Machtpotenziale mit sich. Damit geht

44 Wobei Gugerli (2018: 193) darauf hinweist, dass es bereits am Beginn der Computerdra mehr Zeit
brauchte, um die »Welt maschinenlesbar zu machen [..], als Daten zu verarbeiten.«

45  Die verschiedenen Quellen aus denen Daten stammen, beziehungsweise die unterschiedlichen

Stellen an denen Daten erzeugt oder erhoben werden, fithren unter anderem zu der Debatte um
Dateneigentum. Verdeutlicht wird die dahinterstehende Problematik etwa an einer Autofahrt, bei
der Sensoren im Auto beispielsweise Daten (ber die gefahrene Strecke, das Bremsverhalten oder
die Geschwindigkeit erfassen. Wem gehoren diese Daten? Der Eigentiimerin des Autos? Dem Fah-
rer des Autos? Dem Hersteller des Autos? Oder der Versicherung, die von der Autobesitzerin gegen
Verglinstigung der Versicherungspolice eine zusitzliche Schnittstelle zur Datenweitergabe oder
einen Sensor zur Datenerfassung hat installieren lassen?
Die hiertber gefithrten Debatten werden auch nicht dadurch einfacher, dass Daten verlustfrei du-
pliziert werden kénnen und damit ihr Besitz nicht wie bei einem physischen Gut exklusiv sein
muss. Erschwerend kommen Datenschutzfragen hinzu (etwa inwieweit ein Autobesitzer die Auto-
fahrerin tiber die Datenerhebung informieren muss) —insbesondere, wenn es um noch sensiblere
Daten wie etwa Gesundheitsdaten geht.

https://dol.org/10.14361/9783839470657-023 - am 13.02.2026, 08:25:37. - O T—

91


https://doi.org/10.14361/9783839470657-023
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

92

Samuel Greef: Staat und Staatlichkeit im digitalen Zeitalter

eine zentrale Frage einher: Wer soll Zugriff auf diese Daten haben, und welcher Umgang
mit ihnen ist erwiinscht? Die Antwort auf diese Frage hingt unter anderem stark damit
zusammen, von wem die Daten erhoben, gespeichert und ausgewertet werden — und be-
trifft damit die Themenfelder Datenschutz und Privatsphire.*®Aus der ungleichen Ver-
teilung von Daten gehen daher asymmetrische Machtrelationen und Machtbeziehungen
hervor (vgl. Houben/Prietl 2018b: 348ff.). Besonders deutlich werden diese in der (west-
lichen) Datenkonzentration bei wenigen grofRen (US-amerikanischen) Internetkonzer-
nen. Die bisherige Entwicklung digitaler Plattformen und Internetkonzernen zeigt bis-
langin eine eindeutige Richtung: »[O]hne neue kartellrechtliche Gegenmafinahmen fith-
ren sie langfristig fast unweigerlich zu Datenmonopolen« (Ramge 2019b: 52). Bei deren
aufgrund des Skalen- und Netzwerkeffekts zur Monopolbildung*” tendierenden digi-
talen Plattformen fallen erhebliche Datenmengen an. Dienstleistungen werden formal
gratis angeboten, in Wirklichkeit aber iiber expansive Datenausnutzung bezahlt. Dar-
iiber hinaus macht »Partizipation« in der Plattformokonomie Nutzer:innen zu Prosu-
mer:innen (Producer:innen und Consumer:innen zugleich), wodurch diese ohne Entloh-
nung zur Weiterentwicklung von Produkten (kreieren eigener Designs) oder zur Bewer-
tung und Empfehlung von Waren und Dienstleistungen (Reviews, Ratings, Tests) beitra-
gen (vgl. Stalder 2017: 66f.). Diese Monopolisierung von Daten stellt eine zentrale Gefahr
dar, fiir die Zuboff (2018) den Begriff des Uberwachungskapitalismus [surveillance capita-
lism] gepragt hat (siehe hierzu auch Kapitel IV.4.1). Die Machtasymmetrie zwischen den
Nutzer:innen und den Anbietern von Internetdiensten ist eine der wahrgenommenen
Problemdimensionen, die einen Ausgangspunkt fiir die Suche nach einer angemesse-
nen staatlichen Regulierung darstellt, was an spiterer Stelle noch ausfiihrlich behandelt
wird (siehe Kapitel V.3).

Aber auch fiir staatliche Steuerung direkt spielen die (Nicht-)Verfiigbarkeit von und
der Zugang zu Daten (als zentrale Ressource fiir Steuerungswissen) eine zentrale Rol-
le. Wo etwa frither staatliche Stellen aufgrund ihrer (bevélkerungs-)statistischen Erhe-
bungen, etwa durch die Statistikimter auf Landes- und Bundesebene, die »Souverinitit
iiber Datenregime« innehatten, findet heute die Datensammlung in erheblichem Um-
fang im privatwirtschaftlichen Sektor statt (Prietl/ Houben 2018: 8, siehe auch 10).

»Woher der Staat sein Wissen bezieht— nenne man dies Herrschaftswissen, Regie-
rungswissen oder Regelungswissen —ist im Staat der Wissensgesellschaft nicht belie-
big, sondern ein zentrales Governanceproblem« (Schuppert 2013: 45).

Noch weiter geht Pistor (2021: 4), wenn sie die Diskussion um die Staatlichkeit im digi-
talen Zeitalter und den digitalen Staat gleich ganz auf die Datenfrage verkiirzt:

46  Von vielen Unternehmen, die Smart Devices zur Datenerhebung vertreiben, wird diese Frage auf
der technischen Ebene relativ eindeutig beantwortet: Unabhangig davon, ob das Gerat selber
zur Speicherung oder sogar Auswertung der Daten in der Lage wire, findet hiufig beides in der
Cloud — und damit unter direkter Zugriffsmaoglichkeit — des Herstellers statt.

47  Aus einer nicht auf den Westen zentrierten Perspektive bilden sich im Internet separierte Oligo-
pole mit insbesondere jeweils englisch-, russisch- und chinesischsprachigem Einzugsbereich.
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»Die neuen digitalen >Staaten< kénnten in erster Linie auf Daten und nicht auf einem
Staatsgebiet basieren [...]. Wenn diese Hypothese Staatlichkeit im digitalen Zeitalter
zumindest anndhernd richtig erfasst, dann wird darunter eine andere Art von Staat
und ein neuer Typus des Souverins zu verstehen sein: der Datencontroller als neuer
Datensouveran.«

Auch wenn man dieser eingeschrinkten Perspektive nicht folgt, ist es nicht verwunder-
lich, dassim digitalen Zeitalter die Gestaltung des Zugangs zu Steuerungswissen fiir den
Staat zentral — gleichzeitig aber hiufig nicht unumstritten - ist. Erkennen lasst sich dies
zum einen an Debatten um die Gefahr einer Expertokratie aufgrund der Bedeutung von
externer Expertise, Sachverstindigen, Gutachten, Anhérungen und Kommissionen (sie-
he Kapitel V1.2.2.1). Zum anderen werden die Versuche, vorhandene Daten zusammen-
zufithren und fiir Staat, Wissenschaft und Wirtschaft nutzbar zu machen (siehe etwa
Kapitel V.1.3.4 zum Umgang mit Gesundheitsdaten), kritisch begleitet, unter anderem,
weil Datenmonopole und damit Uberwachungskapazititen durchaus auch bei staatli-
chen Stellen entstehen konnten (siehe Kapitel IV.4.1).

Aus der Datafizierung ergibt sich die Algorithmizitit der modernen, digitalen Welt.
DasVorhandensein mannigfaltiger Daten (Big Data) ermoglicht erst deren automatische
Auswertung und benétigt gleichzeitig die algorithmische Analyse.

»Auf dem Weg in das>Datenzeitalter< erkennen wir digitale Algorithmen als notwen-
diges Instrumentarium, um das exponentielle Wachstum an Daten bewaltigen zu kon-
nen, also tiberhaupt handhabbar, navigierbar, verwaltbar zu machen« (Mohabbat-Kar/
Parycek 2018: 9).

Das heift, die Welt des digitalen Zeitalters »ist gepragt durch automatisierte Entschei-
dungsverfahren, die den Informationsiiberfluss reduzieren und formen, sodass sich aus
denvon Maschinen produzierten Datenmengen Informationen gewinnen lassen, die der
menschlichen Wahrnehmung zuginglich sind und zur Grundlage des singuliren und
gemeinschaftlichen Handelns werden kénnen« (Stalder 2017: 13). Dahinter verbirgt sich
zum einen die Sehnsucht nach der Berechenbarkeit der Welt — und damit auch ihrer wei-
teren Entwicklung. Die Zukunft ist dann »nicht mehr der offene Horizont, sondern die
nichtkontingente, verrechnete Wahrscheinlichkeit« (Feustel 2018: 152).*® Die Datafizie-
rung soll Sicherheit schaffen, indem der Raum des Ungewissen verkleinert wird. Exakte
Daten, umfassendes Wissen und die Quantifizierung kleinster Details suggerieren Ein-
deutigkeit und Wahrheit (vgl. Lotter 2019: 44; Bauer 2018: 38). Dass mit zunehmendem
Informationsumfang vielfach eher das Gegenteil eintritt, wird in Kapitel I1.2.8 vertieft.
An dieser Stelle soll grundlegend auf die Wirkungsweise von Algorithmen eingegangen
werden, wozu es zunichst geniigt festzuhalten, dass es auch im Angesicht von Datafizie-
rung und Quantifizierung nicht um Sicherheiten (im Sinne einer eindeutigen Zukunfts-
vorhersage), sondern um Moglichkeiten (und damit Wahrscheinlichkeiten) geht — den

48  Weitergedacht verbirgt sich dahinter »das auf die Spitze getriebene Newton'sche Weltbild: Wer
alle natiirlichen Gesetze und Krifte kennt und Gber vollstindiges Wissen samtlicher Zustande al-
ler Materieteilchen zu einem bestimmten Zeitpunkt verfiigt, kann die Zukunft—den Zustand der
Materieteilchen zu einem spéteren Zeitpunkt — akkurat vorausberechnen« (Mamczak 2014: 13).
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»Zukunftswissenist [...] immer probabilistisches Wissen« (Mamczak 2014:14). Genau um
so eine Berechnung der Zukunft geht es auch hiufig beim Einsatz von Algorithmen.

In einer Vorstufe dienen Algorithmen aber auch dazu, neue Daten zu generieren.
Durch die algorithmische Verkniipfung von Daten entstehen neue Daten. Unter dem Be-
grift des Data Mining [Datengewinnung] wird sogar explizit das automatische (durch Al-
gorithmen) Finden von Mustern und Zusammenhingen in Big Data verstanden.*’ Diese
sollten nicht mit neuem Wissen verwechselt oder gleichgesetzt werden. »Wissen setzt
Bewusstsein voraus; Bewusstsein haben nur Lebewesen. Computer kénnen nicht denken
und nicht fithlen; allenfalls konnen sie Wissen, Denkprozesse und Gefiihle simulierenc
(Bull 2019: 68). Neben der Datengenerierung dienen Algorithmen der Entscheidungsfin-
dung. Aus der Perspektive der Berechenbarkeit unterstiitzen Algorithmen mit ihrem Er-
gebnis entweder die Entscheidungsfindung von Menschen®® oder entscheiden selbst -
in dem Sinn, dass sie auf Basis ihres Ergebnisses eine Folgeaktion auslésen.”* Auch die
zugrunde liegenden Berechnungen erzeugen dabei kein Wissen. Wenn ein Algorithmus
bei der Kreditanfrage eines Kunden diesen ablehnt, dann hat das nichts damit zu tun,
dass der Algorithmus aus den vorliegenden Daten neues Wissen iiber diesen Kunden ge-
neriert hitte.”* Seine Entscheidung basiert nicht auf Wissen, sondern auf Wahrschein-
lichkeiten. Und die Wahrscheinlichkeit, dass der Kunde seinen Kredit (nicht) zuriickzah-
len kénnen wird, basiert auf der Ahnlichkeit der vorliegenden Daten des Kunden zu den
Ausprigungen bekannter Fille, in denen ein Kredit (nicht) zuriickgezahlt werden konnte.
Ein zentrales Problem bei einer solchen algorithmischen Berechnung von Entscheidun-
gen: sie stellen nur vermeintliche Eindeutigkeit angesichts eines mehrdeutigen Phino-
mens her, weil sie, »egal wie wahrscheinlich, immer nur eine unter verschiedenen Mog-
lichkeiten in den Rang kommender Wirklichkeit erhebt« (Feustel 2018: 153). Man konnte
auch sagen: Es handelt sich um eine Wette auf die Zukunft.

Hinter dieser Wette stehen Algorithmen, bei denen es sich um wenig mehr als ma-
thematisch-statistische Verfahren handelt. Daran dndert auch der aktuelle Peak in der
Forschung zu Kiinstlicher Intelligenz (K1) [Artificial Intelligence; AI] nicht grundlegend et-
was. Der Begriff der Intelligenz fithrt hier aufgrund seiner umgangssprachlichen Be-
deutung in die Irre, weshalb der Begriff KI auch bei KI-Forschern nicht unumstritten
ist. Zumindest sollte zwischen starker KI [strong Al oder general AIl und schwacher KI
[weak AI oder narrow AI] unterschieden werden. Eine starke KI wire durch intelligentes
Verhalten sowie die Fihigkeit zu logischem Denken und zu Kommunikation in natiir-
licher Sprache gekennzeichnet, sodass sie unterschiedlichste kognitive Anforderungen

49  Hierbei geht es also gerade nicht darum, Antworten auf gestellte Fragen zu bekommen, also Wis-
sen zu generieren. Der Algorithmus findet hier vielmehr explorativ Antworten, ohne dass man die
Frage kennen wiirde —insofern handelt es sich um Daten, die erst analysiert, interpretiert und mit
Kontext versehen werden miissen, bevor sie neues Wissen darstellen. Der um die letzteren Bear-
beitungsschritte erweiterte Prozess wird daher auch als Knowledge Discovery bezeichnet.

50 Die Algorithmen der Navigationssoftware unterstiitzen so etwa bei der Auswahl der kiirzesten,
schnellsten oder landschaftlich schonsten Wegstrecke.

51 Diesist etwa der Fall, wenn in der Finanzindustrie ein Algorithmus automatisch je nach Kursent-
wicklung und berechneter Prognose eigenstandig Aktien kauft oder verkauft.

52 Algorithmen liefern kein Abbild der Realitit, sondern konstruieren diese mit (Stalder 2017:194).
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erfiillt (vgl. Spath 2018: 506).> Eine solche »Starke KI ist bis auf Weiteres Science-Fic-
tion« (Ramge 2019b: 19). Stand der Technik ist also (auch auf absehbare Zeit) die schwa-
che KI mit Anwendungen etwa in der Text-, Bild- und Spracherkennung oder bei Ex-
perten-, Assistenz- und Navigationssystemen. Es handelt sich um jeweils hochspezielle
Systeme, in denen die KI eine ganz spezifische Funktion oder Aufgabe iibernimmt. Die
KI-Forschung setzt auf maschinelles Lernen [machine learning], selbstlernende Algorith-
men und deep learning [mehrschichtiges Lernen] in neuronalen Netzen.>* Auch wenn es
sich aufgrund der Komplexitit neuronaler Netze bei einer Aufenbetrachtung als schwie-
rig darstellt, genau zu erkliren, wie und warum ein darauf aufbauender Algorithmus
zu einer bestimmten Entscheidung kommt, hat diese nichts mit kreativer Intelligenz
zu tun. Seine Entscheidung basiert auf dem Erkennen bestimmter Merkmale, die zu-
sammengenommen als Muster (daher wird unter anderem auch von Mustererkennung
[pattern recognition] gesprochen) mit einer berechneten Wahrscheinlichkeit einer zuvor
erlernten Konstellation entsprechen beziehungsweise dhneln. Der selbstlernende Algo-
rithmus unterscheidet sich von dem nicht selbstlernenden dadurch, dass ihm die zu er-
kennenden Merkmale nicht vorgegeben wurden. Wihrend also bei einem einfachen Al-
gorithmus der Programmierer oder die Programmiererin definiert, welche Merkmale
etwa ein menschliches Gesicht ausmachen (also theoriegeleitet Regeln definiert werden),
werden selbstlernende Algorithmen trainiert. Man speist sie mit einer Menge von Bil-
dern, bei denen das erwartete Ergebnis bekannt ist — also jeweils definiert ist, ob sie ein
Gesicht zeigen oder nicht (es werden also Ziele definiert) — daher wird auch von iber-
wachtem Lernen gesprochen.” Der Algorithmus versucht dann, Muster zu identifizie-
ren, die es erlauben, das Bild eines Gesichts von einem Bild ohne Gesicht zu unterschei-

53  Ein Verfahren zum Testen der Starke von Kl ist der sogenannten Turing-Test. Er ist benannt nach
dem britischen Mathematiker Alan Turing, fiir den ein Computer dann als intelligent gelten sollte,
wenn dieser schriftlich mit einem Menschen kommunizieren kénnte und dieser ihn nicht als Com-
puter, sondern als menschlichen Gesprichspartner identifizieren wiirde. Diese Anforderung stellt
etwa bei dem seit 1991 ausgeschriebenen Loebner Preis und dessen regelmiRigen Wettbewerben
die Silbermedaille dar (fiir Gold kommt die Anforderung gesprochener Sprache hinzu) (vgl. AISB
2019). Bislang ist auch mittelfristig noch kein Gewinn der Silbermedaille absehbar.

54  Neuronale Netze bestehen aus kiinstlichen Neuronen —den Knoten des Netzwerks. Dabei handelt
es sich um mathematische Funktionen beziehungsweise Algorithmen. Funktionen verbinden, wie
die Synapsen im Gehirn die Neuronen, die Knoten miteinander. Die Netzwerkknoten sind tiber
mehreren Schichten verteilt angeordnet. Jeder Schicht kommt die Aufgabe zu, bestimmte Merk-
male oder Muster zu erkennen. Knoten auf der einen Ebene sind mit einem Subset von Konten auf
dernéchsten Ebene verbunden. Die Ausgangswerte der unteren Schicht bilden dann die Eingangs-
werte der nachsthoheren Schicht. Dementsprechend werden die erkannten Muster von Schicht zu
Schicht immer komplexer beziehungsweise abstrakter. In der Bilderkennung verlaufen die Abs-
traktionsgrade so etwa von Helligkeitswerten tiber Kanten hin zu Linien und Formen, die dann als
Objekte interpretiert werden. Mit dem Komplexitatsgrad der Aufgabe steigt dementsprechend
die Anzahl an ndtigen Schichten, weshalb auch von deep learning gesprochen wird (vgl. Spath 2018:
509; Trinkwalder 2016: 131; Ramge 2019b).

55  Nicht liberwachtes Lernen in Form von reinforcement learning [bestirkendem Lernen] wurde 2017
bei AlphaZero beziehungsweise Alpha Go Zero genutzt. Hierbei spielte der Computer einfach oh-
ne menschlichen Input gegen sich selbst, um besser zu werden (vgl. Lovelock 2020: 100; Knight
2019). Eingesetzt wird reinforcement learning aber auch in der Robotik, etwa, um von Grund auf
selbststandig das Laufen zu erlernen.
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den. Dabei geht er nicht intelligent, sondern systematisch vor, indem er die Wahrschein-
lichkeit dafiir, dass ein Knoten im neuronalen Netz aktivwird, dessen Parameter oder die
Verschaltung zwischen den Knoten so lange anpasst, bis seine Berechnungen dem vor-
definierten, erwarteten Ergebnis moglichst nahe kommen.*® Es erfolgt somit ein Lernen
durch Riickkopplung in Feedback-Schleifen, in denen der Algorithmus systematisch die
(initial zufilligen) Parameter des Netzwerks anpasst und neu kalibriert, um die Erken-
nungsleistung des nichsten Durchgangs zu verbessern.”” Es handelt sich um ein itera-
tives Vorgehen (vgl. u.a. ebd.: 47; Stalder 2017: 177£.).

Wenn die Umsetzung der Entscheidung den digitalen Raum verlisst und, wie die
Entscheidungsfindung, ebenfalls technikvermittelt erfolgt, spricht man von autonomen
oder automatisierten cyber-physikalischen Systemen. Wenn ein autonom fahrendes Auto
einem Hindernis ausweicht, folgt es genau dem Prinzip eines Dreischritts aus Sensorik,
KI und Aktorik (vgl. auch Spath 2018: 508): »Muster erkennen in Daten [Sensorik]. Er-
kenntnis durch Statistik und Algorithmen ableiten [KI]. Umsetzung der Erkenntnis in
eine Entscheidung durch eine technische Routine [Aktorik]« (Ramge 2019b: 16).

Basis fiir die Entscheidungen des Algorithmus sind somit das Training mit bekann-
ten oder alten Daten. Eine Gefahr beim Einsatz solcher (selbstlernenden) Algorithmen
besteht daher darin, dass sie frithere Fehler fortschreiben beziehungsweise in den Daten
vorhandene Diskriminierung replizieren oder sogar verstirken.”® Unter anderem aus
diesem Grund hat Amazon die algorithmische Unterstiitzung bei Bewerbungsverfahren
wieder eingestellt. Der Algorithmus diskriminierte bei der Bewertung von Bewerbungen
diejenigen von Frauen, weil er aus den Daten gelernt hat, dass technikaffine Minner ein
grofleres Interesse an Amazon als Arbeitgeber hitten. Midnner passten besser ins algo-
rithmische Bild des idealen Bewerbers, weil sich in der Vergangenheit hiufiger Manner
fiir technische Aufgaben beworben hatten und zugleich auch hiufiger eingestellt worden
waren (vgl. Holland 2018; Wilke 2018).

Zusammenfassend ldsst sich sagen: »Algorithms are not neutral. They are designed
by people, with ideologies, biases, and institutional mandates. Algorithms discriminate
and make mistakes« (Owen 2015: 200). Daher ist es nicht verwunderlich, dass ethischen
Fragen, insbesondere angesichts der Entwicklung Kiinstlicher Intelligenz, ein zentraler
Stellenwert beikommt. Hierzu hat nicht nur die Europiische Kommission im Jahr 2019

56  Daher ist es so schwierig nachzuvollziehen, woran genau ein selbstlernender Algorithmus etwa
aufeinem Bild ein Cesicht erkennt. »Im Zentrum der Suche steht eine funktionsfiahige Losung, die
sich experimentell und in der Praxis bewahrt, von der man aber hinterher méglicherweise nicht
mehrweif3, warum sie funktioniert, oder ob sie wirklich die bestmdégliche Losung ist« (Stalder 2017:
178). Seyfert (2021: 230) bezeichnet selbstlernende Algorithmen aus diesem Grund als »hochgra-
dig opake Cegenstande« (was aber auch auf andere Algorithmen zutreffe wenn diese etwa pro-
prietdr und intransparent seien oder stark von Kontext und Interaktion abhingen).

57  Fir eine vertiefende Darstellung der mathematischen Grundlagen neuronaler Netzwerke siehe
etwa Trinkwalder (2016).

58  Zu den unterschiedlichen Diskriminierungsrisiken in Verbindung mit der Nutzung von Algorith-
men siehe umfassend die Studie von Orwat (2019: xiii), die ebenfalls zu dem Ergebnis kommt:
»Viele Diskriminierungsrisiken bei der Entwicklung und Verwendung von Algorithmen resultie-
ren aus der Verwendung von Daten, die frithere Ungleichbehandlungen abbilden.«
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ethische Leitlinien einer von ihr einberufenen Expertenkommission vorgestellt (vgl. Eu-
ropidische Kommission 2019a).> Auch die damalige Bundesregierung hatte mit der Da-
tenethikkommission (vgl. BMI 2018) und der Enquete-Kommission Kiinstliche Intelli-
genz — Gesellschaftliche Verantwortung und wirtschaftliche, soziale und dkologische Po-
tenziale (vgl. Deutscher Bundestag 2018a) im selben Zeitraum zwei Gremien beauftragt,
sich mit den Herausforderungen durch KI und algorithmische Entscheidungsprozes-
se kritisch auseinanderzusetzen. Dariiber hinaus finden sich erste weiche Formen von
Selbstregulierung. So griindete sich im Dezember 2018, ausgehend von einer gemein-
samen Initiative des Bundesverbandes der Personalmanager (BPM) und der Unterneh-
mensberatung hkp///group, der Ethikbeirat HR-Tech. Bis zum Mai 2019 erarbeitete die-
ser Richtlinien fiir den verantwortungsvollen Einsatz von KI in der Personalarbeit (vgl.
Ethikbeirat HR-Tech 2019).

Bezogen auf die Algorithmisierung werden daher aus gesellschaftspolitischer Per-
spektive unter den sich neu stellenden ethischen, rechtlichen und sozialen Fragen insbe-
sondere zwei Aspekte intensiv und kontrovers diskutiert: 1. Wie lisst sich Fairness in Al-
gorithmen und algorithmischen Entscheidungsprozessen implementieren und sicher-
stellen? 2. Inwieweit konnen, miissen oder sollten ethische Aspekte bei automatisierten
Entscheidungen beriicksichtigt werden? Hinter diesen Fragen steht unter anderem eine
zentrale Gefahr, wie sie etwa Ramge (2019b: 87) hervorhebt: die »Manipulation des Ein-
zelnen« durch Internetkonzerne und Plattformen im »Datenmonopolkapitalismus« auf
der einen und den »Missbrauch durch Regierungen«in der »digitalen Diktatur« auf der
anderen Seite. Zugleich kniipft sich an Datafizierung und Algorithmizitit aber auch die
Vorstellung oder zumindest Hoffnung auf positive Potenziale fiir besseres Regieren.

»Data analytics, in this context, is increasingly viewed and sold as providing a means
to more efficiently target and deliver public services and to better understand social
problems« (Dencik et al. 2019: 2).

Bezogen auf politische Steuerung werden hierbei zentrale Stellschrauben des Steue-
rungspotenzials angesprochen. Mehr und bessere Daten sollen nicht nur bei der
Problemidentifikation und, davon abgeleitet, der Zieldefinition von Steuerung hel-
fen, sondern das Steuerungswissen per se verbessern. Datenbasiert passgenau auf
den Adressatenkreis zugeschnittene Steuerungsinstrumente verheifien eine erhéhte
Steuerungsfihigkeit aufseiten des Staates und eine vergroferte Steuerungswirkung
aufseiten der Steuerungssubjekte.® Demgegeniiber besteht die Gefahr einer »Herr-
schaft der Algorithmen«. Weyer (2019: 22) spricht von der Gefahr einer »Algokratiex,
Kersting (2018: 87) von der »Algorithmokratie«. Algorithmen kénnen zwar in komplexen,
digitalisierten Systemen in der operativen Echtzeitsteuerung notwendig oder hilfreich
sein. Dabei geht es jedoch ausschlieRlich um den normumsetzenden und nicht den

59  Fireine kritische Perspektive auf die Ergebnisse der Kommission, beidenensich die Interessen der
Industrie gegen starkere zivilgesellschaftliche Vorbehalte durchgesetzt hitten, siehe etwa Kéver
(2019).

60 Wie daten- und algorithmengetriebene Steuerungsinstrumente eingesetzt werden, wird in Kapi-
tel VI.1.1 ndher erldutert.
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normsetzenden Teil politischer Steuerung. Schliesky (2020b: 66) weist dariiber hinaus
darauf hin, dass der Einsatz von Algorithmen zur automatisierten Entscheidung die, in
der Demokratie durch Menschen sichergestellte, Legitimationskette unterbricht.

Mit Blick auf politische Steuerung® ergibt sich daraus die Dimension der Governance
of Algorithms (siehe Kapitel V.3.7), also die Frage danach, inwiefern eine Regulierung von
Algorithmen notwendig ist (vgl. DAgostino/Durante 2018). Zum anderen geht es um die
Dimension der Governance by Algorithms (siehe Kapitel VI1.1.1.2), also um die Steuerung
durch Algorithmen (vgl. Musiani 2013; Just/Latzer 2017).

11.2.6 Beschleunigung: Die Steigerung der Geschwindigkeit

In Beschreibungen der modernen digitalen Welt mangelt es nicht an Geschwindigkeits-
metaphern: Wir leben in einer High-Speed Society (Rosa/Scheuerman 2009a), surfen iiber
den Information Superhighway®® [Datenautobahn], und Computer handeln Wertpapiere
automatisiert im high-frequency trading — »Digitalisierung ist Evolution auf Speed«, wie
der damalige Vorstandsvorsitzende von Bertelsmann Ostrowski auf seiner Eroffnungs-
Keynote zur Kolner DEMXCO feststellte (zitiert nach Winterbauer 2011).

Firr die Betrachtung der digitalen Transformationsprozessen ist jedoch die Ge-
schwindigkeit nur eine Seite der Medaille. Deren andere Seite — die Beschleunigung —
ist fiir die Wucht der Verinderung sogar noch bedeutsamer. »Die Beschleunigung von
Prozessen und Ereignissen ist ein Grundprinzip der modernen Gesellschaft« (Rosa
2005: 15). Daher konnen wir »the nature and character of modernity and the logic of its
structural and cultural development« nicht verstehen, ohne »the temporal perspective«
in unsere Betrachtung miteinzubeziehen (Rosa 2009: 79). Dass die Kategorie der Zeit
eine wichtige Rolle spielt, ist auch der Politikwissenschaft nicht fremd. Gerade in der

61 Dafiir, dass schon Jahrhunderte vor dem digitalen Zeitalter fiir Herrscher:innen Daten und Mathe-
matik eine bedeutende Rolle fiir Machtausiibung und -erhalt gespielt haben, siehe etwa Lehner
(2018).

62  Der Al Gore zugeschriebene Begriff des Information Superhighway (Gromov 2012), des Informati-

on Highway oder schlicht der Infobahn entstand bereits in den 1990er-Jahren in den USA vor dem
Hintergrund der steigenden Verbreitung und Nutzung des Internets und der sich ausweitenden di-
gitalen Kommunikation. Interessanterweise fand in Deutschland mit der Datenautobahn ein ent-
sprechend (ibersetzter Begriff rasch Verbreitung (so stieg etwa die Zahl der Artikel im Spiegel, in
denen der Begriff Datenautobahn vorkommt, von 21 seit der Ersterwdhnung im Jahr 1993 bis 1994
auf 74 im Zeitraum von 1995 bis 1999 und 63 im Zeitraum von 2000 bis 2004) (vgl. auch Marcuccio
2010). Inden anschlieflenden zehnJahren sank die Zahl der Artikel dann auf 36 zwischen 2005 und
2009 sowie 43 zwischen 2010 und 2014. Mit der zunehmenden Debatte um den Breitbandausbau
ging die Nutzung des Begriffs der Datenautobahn stark zuriick. Er fand sich nur noch in 13 Artikeln
zwischen 2015 und 2019 und 3 Artikeln in der Zeit von 2020 bis Mai 2022 (Quelle: Spiegel-Archiv;
eigene Auszihlung unter dem Suchbegriff »Datenautobahn«).
Etwas anders verlief die Verwendung des Begriffs Datenautobahn in Bundestagsreden. Insgesamt
fiel der Begriff seit der ersten Erwdhnung 1993 in 92 Redebeitrdgen. Davon entfielen 49 auf den
Zeitraum von 1993 bis 2000. AnschlieRend sank die Zahl der Beitrdge auf 11 im Zeitraum zwischen
2001 und 2010, um dann mit dem Einsetzen der Breitbanddiskussion wieder auf 31 in den Jahre
2011 bis 2020 anzusteigen (Quelle: OpenDiscourse.de; eigene Auszdhlung unter dem Suchbegriff
»Datenautobahnq).
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