4. ARBEITSFELDER DER COMPUTERGENERIERTEN
INSZENIERUNGSFORSCHUNG

Setting, costume, lighting, and figure expression and movement — these are the
components of mise-en-scene [sic!] (Bordwell/Thompson 1993: 163).

Die im vorigen Kapitel vorerst pragnant abgegrenzten Inszenierungsge-
biete, die den computergenerierten Film elementar definieren, werden in
diesem Kapitel einer eingehenderen Analyse unterzogen. Die herausge-
arbeiteten Aspekte — Figuration, Umfeld und Materialitdt, Kamera, Be-
leuchtung und Animation — werden in 5 Abschnitten individuell betrach-
tet, um sie als Inszenierungsgebiete zu beschreiben und zu definieren, die
spéter als resultierende filmisch-dsthetische Wahrnehmungsfelder wirken
werden. Methodisch werden die Aspekte der mise-en-scéne in Relation
mit sowohl dem konventionellen Trickfilm als auch mit dem Realfilm
gestellt, hierauf aufbauend Wirkungsmodelle des CG-Films in Kapitel 6
analysiert und in Kapitel 7 klassifiziert.

Die vorliegende Untersuchung distanziert sich von den anderen fil-
mischen, nicht 3-D-relevanten Gestaltungsmitteln wie Drehbuch, Mon-
tage, Tonschnitt und musikalische Untermalung. Diese Aspekte der fil-
mischen Inszenierung unterscheiden sich nicht in der vom Realfilm prak-
tizierten Vorgehensweise und sind fiir einen vollstindig computerbasier-
ten Spielfilm nicht von gattungsprigender Bedeutung. Sie befinden sich
meist in den traditionell kategorisierten Phasen Preproduction und
Postproduction. Dass der narrative Film beispielsweise ohne gecastete
Schauspieler auskommt, hat in tiber 100 Jahren Filmgeschichte das Gen-
re des Trickfilms erfahrbar gemacht. Doch der computerbasierte Trick-
film bietet beispielsweise das Potenzial, annihernd real aussehende Figu-
ren als Protagonisten einzusetzen.

Fragen nach der Wirkungsforschung beschiftigen sich unter anderem
damit, inwieweit es sich bei virtuellen Darstellern um eine Abhebung
von bzw. Anndherung an realexistierende Schauspieler handelt, inwie-
weit Erfordernisse, Erfahrungen und Kenntnisse der Elemente Kamera
und Licht, die sich stilpragend in der Dreharbeit am Realfilm manifestie-
ren, auf die Arbeit am Computer transformieren lassen. So wird hinter-
fragt, ob es sich bei dem Einsatz der virtuellen Kamera um eine vollige
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Loslésung von der Asthetik eines hundertjihrigen Filmkamerabilds und
vom Erfahrungsschatz des Kameramanns handelt, so wie es sich um eine
Losgelostheit des materiell Handhabbaren handelt, wobei zu fragen ist,
wo der Ubergang vom Materiellen zur potenzieller, struktureller Entma-
terialisierung der Kamera liegt und in welchen tradierten optischen Kon-
ventionen sich apparative und virtuelle Kameraarbeit wieder begegnen.
Gerade der konventionelle Trickfilm scheint fiir eine Gegentiberstellung
zum computergenerierten Trickfilm geeignet zu sein. Maureen Furniss
hat in ihrer Untersuchung den konventionellen Trickfilm bereits dquiva-
lent in Komponenten des Animationsdesigns' zerlegt (Furniss 1998: 61).
Die von Furniss vorgeschlagene mise-en-scéne wird im Folgenden auf
den CG-Film generell angewandt. Theoretiker greifen ebenfalls hiufig
auf den Ansatz zuriick, um filmische Codes klassifizieren zu kénnen. Die
Codes der mise-en-scéne ergeben sich aus der Frage Was wird wie ge-
filmt? (vgl. Kiihnel 2004: 35).2

Furniss wendet die Aspekte der mise-en-scene zur Bezeichnung der
Arbeitsschritte in der Herstellung von Zeichentrickfilmen an: »images,
colour and line, and movement and kinetics« (Furniss 1998: 62). Anima-
tion greift auf mehrere artistische Methoden und Techniken zuriick, was
Konzepte von Malerei, Zeichnung, Fotografie, Bildhauerei, Schauspie-
lerkunst, manchmal auch Tanz und Musik, bei Mischformen auch live-
action-Material beinhaltet. Gibbs zdhlt die entsprechenden Aspekte der
mise-en-scene des Realfilms auf: w»lighting, costume, décor, properties,
and actors themthelves« (Gibbs 2002: 5). Die Anzahl der Einfliisse auf
die CGI ist derart signifikant, dass diese gleichwertig als Aspekte der
mise-en-scéne ohne Einschrinkung angesehen werden diirfen. Sie hilft
uns, die Bilder der Leinwand objektiv in Bereiche einzuteilen. Eine De-
finition von mise-en-scéne stammt von Bordwell/Thompson:

In the original French, mise-en-scene [sic!] [...] means >staging an actiong, and
it was first applied to the practice of directing plays. [...] As you would expect
from the term’s theatrical origins, mise-en-scene includes those aspects of film
that overlap with the art of the theater: setting, lighting, costume, and the be-
havior of the figures (Bordwell/Thompson 1993: 145).°

Monaco spricht hieriiber lapidar von einem filmkritischen Ausdruck »fiir
die Inszenierung eines Films, [...] also fiir Schauspielerfithrung, Licht-

1 A.d. Engl: »Components of animation design«.
Kiithnel erwéhnt aulerdem noch »mise-en-cadre« (Wie wird gefilmt?) so-
wie »mise-en-chaine« (wie wird das Gefilmte in den Zusammenhang des
Films gestellt?) (Kiihnel 2004: 35).

3 Hervorhebungen weggelassen.
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fiilhrung, Kameraanordnung etc« (Monaco 1980: 399)*. Mise-en-scéne
isoliert nicht nur begrifflich die Inhalte der Filmbilder, sondern be-
schreibt auch deren simultan ablaufende Organisation der Aspekte unter-
einander (Gibbs 2002: 34).

Die 3-D-relevanten Komponenten, die in diesem Kapitel festgestellt
worden sind und im folgenden Kapitel ndher untersucht werden sollen,
konnen alle als Aspekte der mise-en-scéne untersucht werden. Bord-
well/Thompson betonen, dass gerade die Abwendung des Blickes vom
Realismus die Stirken der mise-en-scéne unterstreichen, was die An-
wendung auf den CGI-Film erleichtert (ebd.).

4.1 Figuration
4.1.1 Dramatis Personae

As cartoon characters get more real, actors may get more cartoonlike (Parisi
1995:202).

Im Trickfilm wird die Hauptfigur zumeist tragendes Element, denn
»Charaktere als Handlungstriger haben eine wichtige Bedeutung fiir die
Geschichte im Kopf der Zuschauer« (Mikos 2003: 155). Synthetische Fi-
guren ersetzen Darsteller oder Stars, zeichnen den vollstindig computer-
animierten Film auf dem Gebiet der Figuration aus, was den vorrangig
ersichtlichen Unterschied zum Realfilm darstellt.

Wenn von Figuren im Film die Rede ist, wird damit zunéchst nach
der Definition von Taylor/Tréhler ein wallgemeiner, umfassender, und
[...] neutraler Begriff« (Taylor/Trohler 1999: 149) verwendet. Die Figur
wird durch eine Gesamtheit mehrerer Aspekte definiert, wobei diese mit
unterschiedlicher Gewichtung zur Kreation einer Figur beitragen und
keiner dieser Aspekte zwingend vorhanden sein muss (ebd.). Diese As-
pekte sind nach Taylor/Trohler: (1) der filmische/gefilmte Korper bzw.
das Korperbild, (2) der Charakter als die geistige Eigenart des Menschen,
(3) der Protagonist oder die Hauptfigur als die wichtigste Figur im Spiel,
die das Netz der anderen Figuren organisiert, (4) der Held als die mit mo-
ralischen Werten ausgestattete Hauptfigur, die ihn auBerordentlich ma-
chen, (5) der Typ als Tréger kulturell oder korperlich konnotierter Merk-

4 Vgl. auch den Ausdruck Montage, der sich ausschlieBlich auf die Nachbear-
beitung eines Films bezieht, wie z.B. Schnitt und Vertonung. Auflerdem
fiihrt Monaco noch den Begriff »Metteur en Scéne« (Monaco 1980: 399)
an, den er als Ausdruck gebraucht »fiir einen Filmregisseur, der manchmal
polemisch als Gegensatz zu AUTEUR benutzt wird« (ebd.).
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male, (6) die Rolle als eine Figur mit bestimmten Handlungsmustern und
dramaturgischen Bestimmungen (ebd.: 137ff). Fiir die nachfolgende Un-
tersuchung ist der Sammelbegriff >Figur< im Verstindnis nach Taylor/
Trohler am geeignetsten, um die intermediale Vielfalt von Figuren in der
Gattung des Trickfilms addquat anzusprechen.

Im englischen CGI-Sprachraum ist sehr oft von >character< die Rede,
wenn damit eine Figur bezeichnet wird. Dieser Begriff ist nicht unbe-
dingt gleichzusetzen mit dem deutschen Begriff »Charakter<«. Dieser be-
schreibt »etwas wie Personlichkeit, Ausstrahlung oder die viel gerithmten
inneren Werte« (von Koenigsmarck 2000: 8). Der englische Begriff
schlieit diese Werte mit ein, fasst den Begriff jedoch so weit, dass auch
der korperliche Aspekt hinzukommt. Laut von Koenigsmarck ist »cha-
racter< besser mit Wesen oder Kreatur zu {ibersetzen (ebd.). Indes ist im
literarischen Diskurs eine Eindeutschung des englischen Bedeutungsum-
fanges »character< zu beobachten, der sich zunehmend im deutschen Aus-
druck »Charakter< manifestiert. Sein Bedeutungsgebiet ist in der fachbe-
zogen Literatur mit dem des englischen Begriffs nahezu gleichzusetzen.

Synthetische Darsteller werden von Thalmann/Magnenat-Thalmann
neben dem decor als Hauptelemente in der Computergrafik klassifiziert.
Bei beiden, sich gegenseitig bedingenden mafBgeblichen Objektkatego-
rien Figuren und ihre Umgebung handelt es sich um eine Komposition
aus modellierten Polygonobjekten, jedoch findet bei der Figurenkatego-
rie eine Dynamisierung im Gegensatz zu der meist passiven Umgebung
statt, die in diesem Kapitel genauer zu untersuchen sein wird.

Kapitel 2 hat aufgezeigt, dass in den computergenerierten Filmclips
fritherer Tage ein Auftreten menschlicher Figuren nicht zu beobachten
war und sich im Gegensatz zu anorganischen Objekten erst in zogerlich-
en Schritten entwickelte. Die Filme aus der Zeit wurden présentiert ohne
menschliche Gestalten, die Rolle der Protagonisten wurden stattdessen
von »flying logos, sometimes robots, puppets or cartoon characters«
(Thalmann/Magnenat-Thalmann 1987: 1) iibernommen. Fiir die beginn-
ende 3-D-Computeranimation der spiten 80er und frithen 90er Jahre wa-
ren nichtmenschliche, synthetische Figurendarstellungen eine groe Er-
leichterung, denn die von LoBrutto genannten, spiter noch zu beschreib-
enden Aspekte Haare, Haut und Kleidung entzogen sich der Ausar-
beitungsnotwendigkeit.

Die Unterscheidung einer Figur von anderen Objekten basiert auf ei-
ner Kombination objektimmanenter Eigenschaften wie eigenmotivierter
Bewegung und emotionaler Ausdrucksmoglichkeit wie Gesicht und Au-
gen, die optional durch Sprache ergéinzt werden kann. Eine Figur ist je-
des Objekt, das aus eigener Kraft und Motivation handelt, und dem At-
tribute wie Denkfihigkeit, emotionales Verhalten und Persénlichkeit zu-
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gerechnet werden konnen. Die Schwiche der frithen CGI wird nicht als
solche doktrinisiert, sondern zur Stirke avanciert, denn sie verschafft die
Moglichkeit, nichthumanoide Figuren zu animieren, so dass die Ver-
menschlichung geometrisch simpler Objekte wie Wiirfel oder Zylinder
denkbar ist und die o.g. Definition erfiillt. Thalmann/Magnenat-Thal-
mann fithren das Beispiel eines Autos (ebd.: 2) an, das sich als Teil der
Umgebung auf einem Parkplatz befindet, oder aber auch personifiziert
werden kann, was in dem Film Cars (USA 2006, Regie: John Lasseter)
der Pixar-Studios zum Sujet wird, wo Fahrzeuge als Protagonisten fun-
gieren. Die Personifizierung von Objekten impliziert die Fahigkeit zu
gedanklichen Prozessen. Denkprozesse einer Figur tiber Ereignisse in der
Spielhandlung manifestieren sich zunichst unsichtbar fiir den Rezipien-
ten, werden aber ablesbar anhand ihrer Aktion und Reaktion auf gegebe-
ne Ereignisse, was vitale Beweglichkeit der Figur voraussetzt. Die Art
und Weise, wie die Figur Denkprozesse ausfiihrt, bestimmt neben dem
emotionalbasierten Verhalten ihre Personlichkeit und stellt Charakteri-
sierungskriterien dar. Emotionales Verhalten als Abgrenzung von Figu-
ren gegeniiber anderen Objekten kann parallel zu vorhandenen Ge-
dankenprozessen zum Vorschein kommen oder sich als Resultat mani-
festieren. Emotionen sind am Korper ablesbare Verhaltensmuster auf-
grund von stattgefundenen Ereignissen, die in die Peronlichkeit der Figur
zurlickwirken. Ed Hooks nennt Kriterien, die zum Animieren von Figu-
ren innerhalb des kommerziell verwertbaren Spielfilms vorausgesetzt
werden. Er unterstreicht anhand der Beispielfigur von Donald Duck, dass
Personlichkeit (personality) genauso wichtig ist wie deren Handlung (ac-
tion): »Donald Duck is a cute character, but if he doesn’t do something,
then he has no personality« (Hooks 2003: 19).> Gedanken und Emotion
einer Figur entstehen aus dem Zusammenspiel von »illusion of move-
ment« und »theatrical action« (ebd.). Personlichkeit soll hier in Anleh-
nung an Hooks verstanden werden als eine Form des Denkverhaltens
bzw. der Emotion, die bestimmte Ereignisse pradispositionieren, die bei-
spielsweise von anderen Figuren oder von umgebungsspezifischen Um-
stinden hervorgerufen werden. Thalmann/Magnenat-Thalmann fassen
dies in einer formalen Definition zusammen: »[W]e may formally define
the motion of an actor as the application of several evolution laws to the
characteristics of the actor« (Thalmann/Magnenat-Thalmann 1987: 2).
Damit ist der Faktor yHandeln und Tunc« als gemeinsamer Nenner bei bei-
den Definitionen von Hooks und von Thalmann/Magnenat-Thalmann im
filmischen Verstindnis von Figur ableitbar, sei sie menschlich oder
nichtmenschlich.

5 Hervorhebungen des Originals.
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Durch die kontinuierliche Entwicklung von Software und das grofere
Speicherplatzangebot moderner Hardware sowie die schnellere Daten-
bearbeitung kann die grofler werdende Datenmenge, die die ausgefeiltere
Modellierung eines so komplexen Objekts wie einer menschlichen Figur
immer schneller bearbeitet werden. Dies erdffnet groBere Detailtiefe. Zur
Herstellung eines »Bitmenschen« (Willim 1989: 564) sind mehrere Vor-
aussetzungen notig. Sollen realexistente Menschen modelliert werden,
bedarf es Vorlagen wie Bilder, Fotos bzw. Zeichnungen der zu rekon-
struierenden Person. Auch bei der Erschaffung eines Fantasiemenschen
bendtigt der professionell arbeitende 3-D-Designer Skizzen oder Zeich-
nungen als Referenzbezug. In jedem Falle sind Kenntnisse der Anatomie
ausschlaggebend fiir die avancierte Modellierung eines virtuellen Men-
schen. Wie noch in Kapitel 4.5 genauer ausgefiihrt wird, werden fiir die
Animation auch Referenzinformationen ebenfalls unabdingbar. Das er-
forderte Ensemble von Anatomie, Personlichkeit, Eloquenz und Gefiihls-
betonung lasst character animation zur Konigsdisziplin eines jeden 3-D-
Kiinstlers werden, wie Ford/Lehman bestdtigen: »Without question, one
the most challenging disciplines in the world of computer animation is
the creation of an effective digital character« (Ford/Lehman 2002: xvi).
Figuren fiir den Spielfilm stellen eine gewaltige Anforderung an den 3-
D-Kiinstler dar, und Ford/Lehman erkldren dies mit dem damit verbun-
denen Arbeitsaufwand. »[I]t takes an awful lot of work to get a digital
character to this level« (ebd.: 15). Figuren werden modelliert, um auf ei-
ne Leinwand mit zwanzig Meter Bilddiagonale projiziert zu werden. Die
notwendige Komplexitit erfordert hohe Detailtiefe und kann »millions of
dollars« kosten (ebd.). Den 3-D-Entwicklern kommt die schwere Aufga-
be zu, eine iiberzeugende, glaubwiirdige Figur zu entwickeln. Die Ent-
wicklung von Figuren fiir Film als auch fiir CGI-Film geht zurtick auf die
Ausarbeitungsphase des Drehbuchs. Literarisch® werden hier soziografi-
sche Kriterien festgelegt, die Antworten auf Fraugen beispielsweise nach
dem Alter der Hauptfigur, nach deren ethnischen und sozialen Hinter-
grund, ihrer Rolle in der Geschichte, ihrem personlichen Stil und ihrer
Physis (vgl. LoBrutto 2002: 30) geben. Das Drehbuch hilt die Antworten
bereit, die jedoch erst vom Produktionsdesigner herausgelesen und inter-
pretiert werden miissen. Aufgrund dessen muss dieser die Figuren ver-
stehen, um zu begreifen, in welcher Umgebung sie leben. Die Umgebung
erzéhlt und gibt Auskunft wiederum iiber die Figur, die in sie eingebettet
ist, die Umgebung kann auch die Figur prigen. Wie oben schon erwihnt,
nehmen aber vorrangig jene Eigenschaften Einfluss: »Costumes, hair,

6 Mit der Frage, ob Filmdrehbiicher als literarische Textform zu betrachten
sind, hat sich Claudia Sternberg 1996 ausfiihrlich befasst.
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makeup, and accessories are all design decisions that, when combined
with all of the visual elements of a design, create an environment that
fills the frame and signifies the life around it« (ebd.). Die von LoBrutto
priagnant ausformulierten Elemente werden nachfolgend nédher beschrie-
ben:

Kostiime

Der Kostiimbildner wird nach der Ernennung des Produktionsdesigners
einberufen und erschafft oder wihlt die Garderobe fiir die Filmfiguren
aus. Er besitzt Kenntnisse der Kleidermode der jeweiligen Zeitperiode, in
der der Film spielt. Der Produktionsdesigner spricht mit dem Kostiim-
bildner die Farbpalette des Films ab. Der Kostiimbildner nimmt Beispiele
der Farbpalette und beginnt mit Skizzen fiir die Kostiime der Schau-
spieler. Er ist fiir die Recherchen und den Entwurf der Kostiime und aller
damit verbundenen »Accessoires wie Hiite, Handschuhe und Schmuck«
(Ohanian/Phillips 2000: 21) verantwortlich.

To create the costumes, costume designers use many of the same criteria as the
production designer. They are also storytellers. The period, region, social class,
profession, and personality characteristics of the characters are the costume de-
signer’s guide. Fantasy or otherworldly characters demand imagination and an
understanding of the world the character live in (LoBrutto 2002: 54).”

LoBruttos Beschreibung betont den wichtigen Einfluss von Kostiimen
auf die Charakterisierung von Figuren und hebt die Kostiimbildner auf
das Niveau von Geschichtenmiterzéhlern, einer Funktion, die gleicher-
mafen auch in anderen Formen darstellender Kiinste wie in Theater vor-
findbar ist.

Makeup
Makeup kann fiir einen Film ebenfalls transformativ sein. Frutiger weist
auf den Funktionsumfang explizit hin:

Der Charakter [...] ist eine zur Gewohnheit gewordene bestimmte Stimmung,
Grundhaltung oder Einstellung gegeniiber der Umwelt und den Mitmenschen.
Stimmungen und Gemiitsverfassungen driicken wir mit dem Gesicht, mit der
mimischen Muskulatur aus. Werden diese Muskelspannungen und die daraus
resultierenden Falten zur Gewohnbheit, graben sie sich gleichsam im Gesicht
ein, und der Charakter wird vom Gesicht ablesbar. Gewisse Charaktere werden

7 Uber die Rolle von Kleidung im Spielfilm sei auf Street 2001 verwiesen.
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manchmal modisch und deshalb auf das Gesicht geschminkt (Frutiger 1991:
107).

Neben der Kostlimierung besitzt auch das Makeup Einfluss auf die Cha-
rakterisierung von Figuren. Makeup soll hierbei als Manipulationen ver-
standen werden, die gesichtsbezogen gewiinschte mimische Stimmungs-
tendenzen unterstiitzen. Frutiger schildert auch, dass anhand des Make-
ups auf dem Gesicht bestimmte Gemiitsverfassungen der Figur erkennbar
und ablesbar werden.

Haare

Ein Maskenbildner zeichnet sich auch verantwortlich fiir die Frisur der
Filmfiguren. Er schneidet, farbt, frisiert und pflegt den fiir die Zeitperio-
de der Spielhandlung nétigen typischen Haarschnitt. Der visuelle We-
senszug einer Filmfigur kann unter anderem mafigeblich von dessen
Haarschnitt gepragt werden, und hilft dem Publikum, die Filmfigur leich-
ter zu akzeptieren: »Hair is a critical design element. The reality of many
a period film has been shattered by inaccurate or insufficient hair design«
(LoBrutto 2002: 46).

Fiir die Summe der von LoBrutto aufgelisteten Menschfigurenas-
pekte bot die 3-D-Figurenvisualisierung und -animation in der Zeit vor
dem Jahrtausendwechsel geringe bis gar keine Losungsmoglichkeiten.
Der nachfolgende Abschnitt beschreibt den Sachverhalt, erklart die Ursa-
chen und die daraus resultierende Wirkung.

4.1.2 Erscheinungsformen
computergenerierter Figuren

Toy Story und die in den darauffolgenden Jahren produzierten, fiir die in-
ternationale kommerzielle Auswertungskette bestimmten, vollstédndig
computergenerierten Spielfilme besitzen die gemeinsame Stileigenschaft,
dem Sujet des Cartoonfilms zuzusteuern. Der Cartoonfilm wartet mit car-
toonistischen Figuren auf, die partiell ohne die von LoBrutto erwéhnten
figuralen Sekundirerscheinungen vorstellbar sind. In dieser Gattung do-
miniert vielmehr der karikativ-iibertriebene Humoristikstil von Figuren
und Plots, wie er sonst im Zeichentrickfilm oder in Comiczeichnungen
auftritt. Diese Linie wurde erst 2001 mit Verdffentlichung von Final
Fantasy: The Spirits Within (USA/Japan 2001, Regie: Hironobu Sakagu-
chi, Moto Sakakibara) unterbrochen, einer Zdsur mit méfigem Erfolg,
wie in Kapitel 6 ndher dargelegt wird.

In der Zeit 1995 bis 2001 ist die Cartoon-Tendenz durch die noch
unausgereiften Modellierungsmethoden der eingesetzten 3-D-Software
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zu erkldren, die kaum abweichende Stile wie den cartoonkontridren Foto-
realismus erlauben. Zum Zeitpunkt von Toy Story war die Erstellung ei-
nes digitalen, fotorealistischen characters noch unméglich aufgrund der
oben genannten fehlenden Algorithmik, die benétigt wird, um eine men-
schliche Figur mit allen Facetten iiberzeugend darzustellen. Wéhrend an-
organische Materialien, wie sie insbesondere bei kiinstlichen Objekten
wie Architektur oder Requisiten anzutreffen sind, keine Probleme berei-
teten, gehorten dagegen organische Oberflichen von Lebewesen bis vor
kurzem zu den »am schwersten glaubhaft darzustellenden Oberflichen«
(Bell 2000: 85), da solche Materialien meist »nicht nur allein durch ihre
AuBenfldche definiert« werden (ebd.). Der Problemzusammenhang in der
Darstellung organischer Materialien und der damit verbundenen Kom-
plexitdt der Simulation manifestiert sich am haufigsten in der Darstellung
menschlicher Figuren: »An overriding imperative was creating human
skin that would be clearly distinguished in color, texture, and movement
from the toys’ plastic countenances« (Lasseter/Daly 1995: 106). Die re-
alistische Darstellung von menschlicher Hautoberfldche ist schwer zu
simulieren, weil sie aus vielen Schichten besteht, die alle ihre eigenen
Farb-, Glanz- und Durchlissigkeitseigenschaften aufweisen. Das Licht
durchdringt die oberste Hautoberfldche, verteilt sich in der Abhéngigkeit
von darunter liegenden Hautschichten und dringt wieder nach auflen zu-
riick. Dieser komplexe Vorgang des Verhaltens von Licht auf Hautober-
fliche konnte lange Zeit nur in Ansétzen simuliert werden. Lasseter/Daly
beschreiben die Anforderungen, die es fiir Toy Story zu tiberwinden galt:
»Porter instructed Tia Kratter on exactly what visual information should
go into each of ten layers of textural details, including dermal and epi-
dermal skin, fine facial hairs, primary and secondary wrinkles, oil, and
blood layers« (ebd.). Die Erscheinung von Haut ist also ein wichtiges
Merkmal fiir die Glaubwiirdigkeit eines menschlichen characters. PDI
gelang es sechs Jahre nach Toy Story fiir den Film Shrek einen speziellen
Shader fur ihre hausinterne 3-D-Applikation zu entwickeln:

Konzentrierteres Licht schuf hier einen natiirlichen, glinzenden Schein, wih-
rend breitere Lichtstrahlen die obersten Schichten toter Haut simulierten. Es
war schwer, hier das Gleichgewicht zu halten, denn zuviel Glanz und Schein
hitte den Character wie eine Plastikpuppe wirken lassen. Schlie8lich holte man
den Expertenrat eines Make-Up-Kiinstlers aus Hollywood ein, der dem Licht-
und Surface-Team die passenden Schminktechniken zeigte, sodass sie an Fio-
nas Gesicht die letzten feinen Anderungen vornehmen konnten (Osterburg
2001, zit.n.: o.a. N.: Helden aus dem Computer — Shrek: 304).
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Osterburgs Schilderung lasst erkennen, mit welchen Schwierigkeiten die
Darstellung addquaten Hautmaterials verbunden ist und welche Rechen-
operationen ein Schattierer ausfithren muss. Der hausintern entwickelte
Shader fiir Shreks Haut diente als Vorldufer fiir die globale Losung von
Hautsimulation in Form eines subsurface-scattering-skin-shaders als ei-
ner der jingsten Entwicklungen, in denen sich Hauteigenschaften para-
metrisch einstellen lassen. Der subsurface-scattering-skin-Schattierer
wurde ab der Version 7 von 3ds max im Jahr 2004 implementiert.® Er al-
gorithmisiert die Reflektionseigenschaften von menschlicher Haut und
rationalisiert seitdem simulativ die Hautsubstanz. Bis zu diesem Zeit-
punkt stellte Haut jedoch mit den Variationen Hautfarbe, Schrammen,
grofle und kleine Falten, Haar, Fettglanz sowie Untergrundeffekte eine
grofle Herausforderung dar, deren nicht vollendete Losungen CG-Filme
in riesige Problemzonen geraten lieB.” Zur Hautdarstellung gesellte sich
die Umsetzung menschlicher Augen, die eine bedeutende Rolle beim
Ausdruck verschiedener Emotionen spielen. Hier wurde eine animierte
Iris in Abhingigkeit von der Lichtmenge zum Einsatz gebracht. Uber zu-
sdtzliche Lichtquellen wurden schlielich die Spitzenlichter (highlights)
definiert, die den Glanz in den Augen lieferten (ebd.).

Lasseter als Regisseur des ersten, fiir das Massenpublikum in-
szenierten CG-Spielfilms bezieht Stellung zu den Figurendarstellungen
in der CGI im Auffithrungsjahr von Toy Story:

[There] is no doubt that the humans and the dog were the most difficult things
to do. Their stylisation was a way to make them achievable. As time goes on,
there is a lot of research going into hair, clothing an skin, so within a few years,
you’ll see much more convincing human characters (Lasseter, zit.n. Furniss
1998: 190).

Mit dieser Aussage wendet sich Lasseter den Kritikern zu, die dieses De-
fizit nach Ver6ffentlichung des Film Toy Story und der Spielfilme in der
Zeit danach'® ebenfalls schnell feststellten. Lasseter bestitigt die latente
Komplexitit einer menschlichen Figur durch die von LoBrutto beschrie-
benen Eigenschaften wie Haut, Haare, Kleidung und realistische Bewe-
gung, die in Toy Story noch nicht tiberzeugend ausentwickelt waren.
Doch bleibt gerade in der Rezeption computeranimierter Filme CG-We-

8 Subsurface scattering wurde von der in Berlin ansdssigen Firma mental
images entwickelt. Der erstmalige Einsatz fand im Film The Lord Of The
Rings: The Two Towers (USA 2002, Regie: Peter Jackson) statt.

9 Tierhéute ohne Fell stellen aufgrund ihrer dickhautigen Eigenschaften keine
Herausforderung dar.

10 Die Spielfilme werden in Kapitel 6 ausfiihrlich rezensiert.
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sen als stidndiges Ziel computeranimierter Kiinste Mittelpunkt der Kritik,
wie Paula Parisi stellvertretend fiir andere Kritiker konstatiert:

For many, the ability to generate a photorealistic human, an artifactor, remains
the elusive goal. While animators have been developing a lively tradition of
computer-generated >characters< in the form of animals, aliens and others, the
ability to conjure a convincing human from a synthetic source has hovered tan-
talizingly out of reach (Parisi 1995: 144).

Die menschliche Figur als organisches Wesen, das sich im dreidi-
mensionalen Raum bewegt einschlieBlich der Sekundédranimation wie
wehende Haare oder fallende Kleidung'', stand in der Zeit vor Inszenier-
ungsbeginn von 7oy Story vor beinahe unlosbaren Problemen. Die Haare
waren lange Zeit ungeldstes Speicherproblem, da hunderte von Haarob-
jekten die Speicherplatzanforderungen lange Zeit immens iiberschritten.
Hinzu kam das Problem der Animation tausender von Haarobjekten, die
die Bewegungen der Figur reflektieren bzw. von dynamischen Kriften
wie Wind und Gravitation sichtbar beeinflusst werden. Aus diesem
Grunde entschied man sich fiir ein einziges Haarobjekt, das eine Form
von Frisurenrolle tibernahm und die Illusion von gekdmmten Haaren tex-
tural erreichte, was aber die Einhaltung eines Cartoon- oder Comicstils
im Produktionsdesign des Films erzwang und keine dynamikbezogene
Animationen zulief. Oftmals wurde das Problem auch durch Einsatz von
Kopfbedeckungen effektiv umgangen. Noch Jahre nach dem ersten CG-
Film Toy Story blieb die algorithmische Problemldsung von Haaren und
Fell eine groBe Herausforderung.

Parisi hat folgerichtig erkannt, dass nichtmenschliche Figuren fiir die
CGI zu dieser Zeit eine geeignetere Umsetzung versprachen. Dies wird
bestitigt durch die frithen Versuche von Nadia Magnenat-Thalmann und
Daniel Thalmann, die sich — wie schon im Kapitel 3 erwéhnt — gegen En-
de der 80er Jahre zur Aufgabe machten, die beriithmten verstorbenen
Schauspieler Marilyn Monroe und Humphrey Bogart synthetisch zu re-
animieren, zu einer Zeit, als die Hard- und Software nur rigide Objekt-
darstellungen iiberzeugend zulieB. Als Ergebnis entstand der schon er-
wihnte sechsminiitige Film Rendez-vous a Montréal (1988), in dem 3-D-
Figuren mit dem Antlitz der verstorbenen Schauspieler zu sehen waren.
Er offenbart die Schwierigkeit und Komplexitét der Virtualisierung einer
menschlichen Figur mit den Sekundéraspekten Haare, Haut, Kleidung
und Bewegung. Obwohl die Marilyn-Monroe-Figur schon in dieser frii-

11 Auf den Begriffsinhalt der sekundidren Animation wird in Kapitel 4.5 zu-
riickzukommen sein.

91

14.02.2026, 08:30:26. https://www.inlibra.com/de/agb - Open Access - Tz


https://doi.org/10.14361/9783839406359-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

DER COMPUTERANIMIERTE SPIELFILM

hen Entstehungszeit mit groBtmoglicher Beweglichkeit aufgrund sowohl
eines damals innovativen Gelenksystems'” als auch personlichkeitsver-
mittelnder Augen ausgestattet war, wird die Wirkung dieser frithen foto-
realistischen Synthetikfigur von Parisi schonungslos gleichgesetzt mit
dem mechanisch-monsterhaft-befremdlichen Auftritt von Frankensteins
Braut aus dem Film Bride of Frankenstein (USA 1935, Regie: James
Whale):

[Marilyn] demonstrates an admirable if not entirely desirable range, with a pro-
pensity to slip at a moment’s notice from strikingly beautiful to alarmingly gro-
tesque. Her attempts at motion are as endearing as an infant’s first feeble ges-
tures; her awkward grace is as inspiring as it is frightening. Watching Marilyn
recalls the chilly seduction of the first artificial flirt, captured so precisely in the
classic climax to [...] Bride of Frankenstein. Elsa Lanchester swoons; the
scientists gasp (Parisi 1995: 204)."

Der frithe Darstellungsversuch einer menschlichen Figur ist nach Parisis
Vergleich mit »Frankensteins Braut< von uniibersehbarer Puppen- und
Roboterhaftigkeit der zu konstituierenden Figuren geprigt, die »kantig
und lacherlich wirken« (Zielinski 1989: 260), eingehiillt in einer von
Kunststofflichkeit dominierten, hautihnlichen Korperoberfliche. Dieser
Umstand wirkt von den 80er Jahren bis in das Jahr 2001 mit Final Fan-
tasy: The Spirits Within wie ein Konsequenzzwang aufgrund fehlender
Algorithmen, die sich in Oberflache und Design offenbaren. Dies beruht
wiederum auf fehlenden Fahigkeiten zur iiberzeugenden Darstellungen
charismatischer Eigenschaften, zu denen Mittel wie Haare, Kleidung,
Haut und adidquate Bewegung zihlen. So erscheint es allzu legitim, die
der CGI inhdrente figurale Puppenhaftigkeit gleich welcher Art drama-
turgisch fiir Spielzeugpuppen oder sonstige Cartoonfiguren zu nutzen.
Puppenhaftigkeit und Roboterverhalten ist gleichzeitig auch das dreidi-
mensionale Resultat von dreidimensionalen Comicfiguren, die in ihrer
Erscheinung vor der Einfithrung der 3-D-Grafik stets zweidimensional
auftraten. Die Ausarbeitung von Algorithmen fotorealistischer Figuren-
darstellung ist in der Entwicklung des CG-Spielfilms jedoch beobachtbar
und verfolgbar. Sechs Jahre nach Toy Story wurde der erste ernstzunch-
mende Spielfilm mit weitentwickelten, anndhernd fotorealistischen Figu-
ren fertiggestellt, der schon erwdhnte Final Fantasy: The Spirits Within,
auf den spéter einzugehen sein wird. Er bleibt filmhistorisch lange der

12 Das Gelenksystem wird im nachfolgenden Exkurs beschrieben.
13 Elsa Lanchester spielte die Rolle der Braut des von Baron Frankenstein er-
schaffenen Monsters. Hervorhebungen des Originals.
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einzige abendfiillende CG-Spielfilm mit diesem Anspruch, obwohl die
Umsetzung von fotorealistischen Menschenfiguren iiberzeugend gelingt.
Der verbleibende GroBteil aller computergenerierten Spielfilmen griff
auch nach der Veroffentlichung von Final Fantasy: The Spirits Within
auf den Cartoonstil zuriick, was in Kapitel 6 ndher zu erértern ist. An die-
ser Stelle soll lediglich in einer Wirkungsanalyse von synthetischen Fi-
guren unterschieden werden zwischen fotorealistischen Figuren und Car-
toonfiguren, sowie zwischen Figuren aus dem Frithstadium der 3-D-
Computergrafik und dem gegenwirtigen Entwicklungsstatus. Mit gleich-
zeitig fortschreitender Kapazititsexpansion der Hardware und deren Gra-
fikeigenschaften, die ein anwachsendes Algorithmenensemble berechnen
kann, werden Figuren visuell iiberzeugender. Dies bietet signifikante
Moglichkeiten auf der Ebene der Figurengestaltung und der Drehbuchar-
beit, ihre Figuren zu verfeinern. Eine digitale Figur kann in einer digital
erschaffenen Welt agieren, sie kann an der Seite mit realen Schauspielern
auftreten, sie kann interaktiv vom Benutzer im Computerspiel mit dem
Joystick mangvriert werden. »If the characters don’t work, the story and
theme will not be enough to involve audiences« (Seger 1990: xii). Fiir
Seger zdhlt als wichtigster Punkt in einem Spielfilm, dass digitale Figu-
ren dem Rezipienten als ernstzunehmende Protagonisten erfahrbar wer-
den. Tom Hester, Figurengestalter bei dem Film Shrek, beschreibt seine
Arbeit wie folgt: »Ich erschaffe Figuren, die allein aufgrund ihrer Gestalt
Charaktereigenschaften und Wesensziige ausdriicken und die gleichzeitig
in der Lage sind, die Geschichte voranzutreiben« (Hester, zit. n. Hopkins
2004: 84).

Scott McCloud befasste sich mit einer Typisierung von Personlich-
keits- und Charakterbildern aus der Welt der gezeichneten Kunst. Seine
Untersuchung befasste sich allein mit Comics, doch Furniss iibertragt
dessen Ansatz auf den Zeichentrickfilm'* (Furniss 1998: 66f). Aufgrund
von Furniss’ Umsetzung ist McClouds Ansatz auch auf den CG-Film an-
wendbar. McCloud katalogisiert die Figuren in eine Bandbreite ein, die
von fotorealistisch tber ikonisch bis zu abstrakt reicht unter Bezug auf
das menschliche Gesicht. Die Darstellung eines Gesichts, das einer Foto-
grafie nahe kommt, bezeichnet er als fotorealistisch; eine Darstellung, die
zweifelsfrei als Gesicht gedeutet werden soll, aber eine Form annimmt,
die niemals realistisch sein kann, wird von ihm als Cartoon bezeichnet,
und als abstrakt bezeichnet er die totale Refiguration eines menschlichen
Gesichtes zur bloBen Suggestion ihrer Form (McCloud 2001: 36ff): »Un-

14 Furniss tiber McCloud: »His points are made in the process of analysing
print media, such as comic books and comic strips, but also are valid in re-
gard to animation« (Furniss 1998: 66).
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ter dem Ausdruck »Abstraktion« [versteht man] die nichtsymbolische Va-
riante, die weder auf Ahnlichkeit noch auf Bedeutung Wert legt« (ebd.:
58)."° Abstrakt gehaltene Figuren konnen auf einfache Geometrien redu-
ziert sein, wie z.B. Dreiecke. Obwohl auch sie wie Figuren agieren, wie
z.B. die in Kapitel 2.3 erwdhnten PacMan-animatics, sind sie nach
McCloud nicht geeignet, einen Charakter darzustellen. McCloud schluss-
folgert, dass Cartoon-Darstellungen den Rezipienten zu einer groBeren
Identifikation befdhigen als es realistisch aussehenden Figuren erlauben:
»je cartoonhafter ein Gesicht ist, desto mehr Menschen stellt es dar«
(ebd.: 39).'° Nach seiner Theorie iibernehmen realistische Figurendarstel-
lungen die Attribute einer spezifischen Einheit, wihrend Cartoon-De-
signs eher massenwirksamen Identititsanforderungen entsprechen. Cha-
raktertypen in kommerziell genutzter Animation tendieren generell zu
einem alltdglichen Wesenszug mit hohem Wiedererkennungswert, wie
bei Hunden, Katzen, Jungen und Miadchen. Um die Chancen fiir einen
kommerziellen Erfolg zu steigern — so McCloud —, tendieren die Charak-
tere zum Konventionellen, da hier der Grad der Identifikation am hdch-
sten ist. Filmische Cartoonfiguren besitzen ein Aussehen, welches denen
von Comic-Strips dhnelt, meist mit reduziertem Anspruch auf Realismus.
Fotorealistische Figuren besitzen den Anspruch eines Aussehens, als sei-
en sie so echt wie fotografiert.

Die Arbeit an fotorealistischen Figuren ist ungleich aufwéndiger und
komplexer, so dass sie in keinem Bezug zur Modellierung der Cartoonfi-
guren steht (ebd.). Obwohl die Tendenz des Grofiteils computergene-
rierter Spielfilme Toy Story, A Bug’s Life (USA 1998, Regie: John Las-
seter, Andrew Stanton), Antz (USA 1998, Regie: Eric Darnell, Tim John-
son), Ice Age (USA 2000, Regie: Carlos Saldanha, Chris Wedge), Shrek
(USA 2001; Regie: Adrew Adamson, Vicky Jenson), Finding Nemo
(USA 2003; Regie: Andrew Stanton, Lee Unkriech), Robots (USA 2004;
Regie: Chris Wedge, Carlos Saldanha) ausnahmslos offen die Richtung
Cartoon einschlagen, wird der Realismus en detail propagiert oder — so-
fern der Realismus nicht erkennbar ist — auf Seiten der Kritik postuliert.
So beschreibt Hoberg die in Toy Story auftauchenden Menschenkinder
als »Zerrbilder und zombiehafte Schreckgespenster« (Hoberg 1999: 144)
und rickt damit dhnlich wie Parisi die Anspriiche der Rezipienten ge-
geniiber der CG-Figuration in den Mittelpunkt, was die Diskrepanz zwi-
schen perfekt vermittelter Rdumlichkeit inklusive glaubwiirdig agieren-
der Puppen und der unausgereiften Menschvisualisierung vergrofert. Die
Nebeneinanderstellung von Puppen und Menschen im virtuellen Raum

15 Hervorhebungen des Originals weggelassen.
16 Hervorhebungen des Originals weggelassen.
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wird zu einem Gegensatzpaar. Der Mensch wirkt dabei wie ein Fremd-
korper im virtuellen Raum. Der Erklarungsansatz, dass perfekte Raumer-
fahrung eine gleichzeitige Behinderung des Abstraktionsvermdgens von
Menschenfiguren im Cartoonfilm bewirke, wird vom Puppentrickfilm
ausreichend widerlegt, wie Kapitel 1.6 bereits aufzeigte. Die in der Com-
puteranimation ausgeprigte Schwierigkeit, fotorealistische Menschen
auftreten zu lassen, kann keinesfalls dem >Computer< allein angelastet
werden; die Problematik kannte der konventionelle Trickfilm in seiner
Frithphase in dhnlicher Weise. Sowohl im Zeichentrickfilm als auch im
Puppentrickfilm galt es in den ersten Jahrzehnten des 20. Jahrhunderts,
Darstellungsschwierigkeiten zu iiberwinden und Uberzeugungskraft zu
gewinnen.

Die Entwicklung einer einzelnen Figur erfordert auch im konven-
tionellen Trickfilm viel Stilfestigkeit und eine Menge Geduld. Disney er-
kannte das Problem vor der Inszenierung seiner Zeichentrickfilme schon
in den 30er Jahren. Seine Animatoren brachten kaum Riistzeug mit. Kur-
zerhand rief er selbst seine eigene Zeichenschule fiir Animatoren ins Le-
ben. Disneys angestellte Trickfilmzeichner wurden von Disney in den
bereits in Kapitel 1.3 erwidhnten » Action Analysis< classes« (Furniss
1998: 79) in der Kunst der Animation unterrichtet: »[ T]he company hired
and trained beginners. In seven years, it screened 35,000 applicants for a
Disney art school which, until 1941, educated animators and introduced
them to new stylistic and technical principles« (Bendazzi 1994: 66). Die
oben aufgezeigten Schwierigkeiten, mit denen der CG-Film auf dem Ge-
biet der Figuration zu kdmpfen hat, besitzen Pendants in konventionellen
Trickfilmen. Somit sind Inszenierungsschwierigkeiten menschlicher Fi-
guren im computergenerierten Spielfilm bis 2001 nicht allein Algorith-
musdefiziten anzulasten, sondern stellen ein Erlernenserfordernis dar,
wie es Animatoren im konventionellen Trickfilm schon erfiillen mussten.

Der Sachverhalt in der Relation zum live-action-Film ldsst félsch-
licherweise den Anschein aufkommen, Schauspieler des Realfilms seinen
von Inszenierungsproblematiken befreit. Die Kunstfertigkeit des Schau-
spielers im Realfilm wird nach Beltrami von einer Beziehung zur Film-
aufnahme-Instanz direkt gepragt und beeinflusst. Die apparativ-tech-
nisch-organisatorische Seite des kinematografischen Mediums, so etwa
die Notwendigkeit, die FuBmarkierungen oder die durch die Kamera-
bewegung diktierten Anweisungen zu respektieren, schliefen nach Bel-
trami »fast immer jene Ausdrucksfreiheit aus, die dem Filmschauspieler
eigentlich zustehen sollte« (Beltrami 1992: 22f). Selbst der Einsatz einer
zweiten Kamera kann Eigenschaften am Set verdndern:
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For many of the scenes in The Game [USA 1997, Regie: David Fincher] we
used a single camera. I’m an advocate of that and I believe in the purity of one,
although I also like what happens when you use two cameras. If I could, I’d use
a single camera, the actor knows what he is acting to and your lighting can be a
little bit more precise (Savides, zit.n. Ballinger 2004: 161)."7

Die Beobachtung des praktisch arbeitenden Kameramanns Henry Savi-
des bestitigt Beltramis These, dass Filmaufnahmeinstanzen einen dar-
stellerischen Restriktionseffekt bewirken konnen, den Benjamin wie
folgt formuliert: »[Z]um ersten Mal — und das ist das Werk des Films —
kommt der Mensch in die Lage, zwar mit seiner gesamten lebendigen
Person aber unter Verzicht auf deren Aura wirken zu miissen« (Benjamin
1963: 25). Nach Benjamins Auffassung kann die so restriktiv werdende
Schauspielerei partiell als eine »Verdinglichung« des Darstellers inter-
pretiert werden, einem Symptom, das nach Adorno durch die Wieder-
holung des Immergleichen zur Totalitdt der Kulturindustrie radikalisiert
wird: »Nicht nur werden die Typen von [...] Stars, Seifenopern zyklisch
als starre Invarianten durchgehalten, sondern der spezifische Inhalt des
Spiels, das scheinbar Wechselnde ist selber aus ihnen abgeleitet. Die De-
tails werden fungibel« (Adorno 1989: 133). Das Symptom der Ver-
dinglichung, das auch vor teuer zu finanzierenden Stars unter den Schau-
spielern nicht oder gerade hier nicht Halt macht, bestitigt der Erfah-
rungsschatz des Kameramanns Jost Vacano'®:

Die Stars, das sind die Teuersten, die bekommen [...] bis zu 20 Mio. Dollar pro
Film [...], also miissen sie auch aussehen wie Stars. [...] Grundsétzlich sind die
Stars [...] so teuer, weil das Publikum wegen der Stars ins Kino geht. [...] Fiir
uns bedeutet das, dal man einen Star auch immer so beleuchten und fotografie-
ren muf3, wie man ihn als Star kennt. [...] Auch in Marlene Dietrichs Vertrag
stand, daf} sie nur auf eine ganz bestimmte Weise beleuchtet werden diirfe. Das
steile Licht von vorne sollte ihre Wangenknochen hervortreten lassen und unten
Schatten werfen. [...] In Amerika mufl man also das Licht nach den Gesichtern,
nach den Schauspielern, nach der Personlichkeit dieser teuren Menschen rich-
ten (Vacano 1999: 99fY).

Vacanos Schilderung ldsst erkennen, dass Schauspieler im Spielfilm
nicht von organisatorisch-technischen Restriktionen befreit sind wie im

17 Hervorhebungen des Originals.

18 Jost Vacano war Kameramann bei den Filmen wie Das Boot (Deutschland
1980, Regie: Wolfgang Petersen), RoboCop (USA 1987, Regie Paul Ver-
hoeven) und Total Recall (USA 1989, Regie: Paul Verhoeven).
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Theater, »und nur die erfahrensten, das heiflt also die auf die Situation
gut vorbereiteten Filmschauspieler, vermogen mit ihrem Spiel eine Figur
zu gestalten, indem sie sich intuitiv den Gegebenheiten der kinema-
tographischen Situation anpassen« (Beltrami 1992: 23), so ergidnzt Bel-
trami. Beltrami betont, wie die Regel aussieht: »Oft sind Szenen zu dre-
hen, in denen die Schauspieler zu Marionetten reduziert werden. [...]
Nur in seltenen Féllen findet eine véllige Symbiose zwischen Filmschau-
spieler und Filmaufnahme-Instanz statt« (ebd.: 22f).

Diese Gegebenheiten implizieren eine Figuration im Film, die kei-
nesfalls mit der Kunstleistung eines Theater- bzw. Biithnenschauspielers
vergleichbar ist. Arnheim gelangte frithzeitig zu einer dhnlichen Fest-
stellung: »Die letzte Entwicklung ging [...] dahin, das Mienenspiel im-
mer mehr einzuschranken und den Schauspieler wie ein Requisit zu be-
handeln, das man charakteristisch auswihlt und durch sein blofles Dasein
wirken 14Bt, indem man es an der richtigen Stelle einsetzt« (Arnheim
1988: 177)."

Die von Beltrami und Arnheim erkannte Restriktion menschlicher
Figuren im Realfilm fordert Methoden zur Abhilfe ein. Diese Methoden,
die zum Zwecke der besseren Bewiltigung der Diskrepanz von Filmauf-
nahme-Instanz und Regieanweisung entwickelt wurden, stammen vom
Schauspieler, Regisseur und Theoretiker des russischen Theaters, Kon-
stantin Stanislawski. Sie werden gegenwirtig vom Actor’s Studio von
Lee Strasberg gelehrt und von groflen amerikanischen Filmschauspielern
wie Marlon Brando, Al Pacino, Dustin Hoffman und Robert de Niro —
um nur einige zu nennen — tibernommen. »Die Methode, die [...] dem
Schauspieler dazu verhilft, zur Rolle zu werden, statt sie zu inter-pre-
tieren. Und tatséchlich kénnen jene, die sich der Methode bedienen, nicht
mehr aus ihrer Rolle heraus — auch dann nicht, wenn der Regisseur
»Stop« gerufen hat« (Beltrami 1992: 21).

Die schauspielerische Kunstfertigkeit durchlduft im Realfilm das ap-
parativ-technisch-organisatorische Ensemble der Kinematografie und re-
sultiert in einer eigenen, die vorfilmische Realitit tiberlagernd-ersetzende
filmischen Figuration, welche folglich eine jede abgebildete Person zu
einem Zeichen oder zu einem Darsteller von irgend etwas werden ldsst
(ebd.: 22). Die berithmte, von Beltrami prignant skizzierte Methode ver-
hilft den Darstellern im Spielfilm, dem Prozess der Verdinglichung zu
entgehen.

Die Gegeniiberstellung von synthetischen und von Schauspielern
dargestellten Figuren des Realfilms zeigt auf, dass kein filmisches Genre
von der Problematik der Figureninszenierung befreit ist, auch wenn sie

19 Hervorhebungen weggelassen.
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individueller Natur ist. Sublim wird hier erkennbar, dass Cartoonfiguren
und Schauspielerchoreografie in einem wechselseitigen Inszenierungszu-
sammenhang stehen: »As cartoon characters get more real, actors may
get more cartoonlike« (Parisi 1995: 202). Parisis Aussage darf so inter-
pretiert werden, dass Trickfilmfiguren in ihrem Aussehen als Nicht-
menschen rezipiert, in ihrem Verhalten aber als Realschauspieler re-
zensiert werden, in Umkehrung kann die Inszenierung von live-action-Fi-
guren mit Realschauspielern eine Sinngestalt annehmen, die sich mani-
pulativ der von Trickfilmfiguren annghert.

Der Einsatz, den ein real agierender Schauspieler in sein Spiel ein-
bringen muss, ist oft von groBer Miihsal geprigt, bis seine darstellende
Kunst glaubhaft und iiberzeugend wird. Nicht selten verbringt er viel Zeit
und Aufmerksamkeit damit, eine kleine Bewegung oder ein Moment der
Rolle zu verfeinern: »Actors spend countless hours refining movement,
rehearsing dialog, and developing nuances to achieve a more convincing
performance« (Ford/Lehman 2002: 10). Eine digitale Filmfigur muss
denselben Anspriichen geniigen. Dies beginnt bei der Beweglichkeit™
der Figur. Die Abwesenheit von live-action-Schauspielern rdumt den
Animatoren eine groBere Freiheit ein. Die Cartoonwelt erlaubt ihnen in
den Elementen timing®' und Posen die Kreation behavioristischer Figu-
renextreme.

Das Publikum verzichtet auf die mit realexistierenden Schauspielern
vergleichende Erwartungshaltung. Die Animatoren bleiben andererseits
auf das vorgelegte Layout eingeschrinkt, das Kameraposition und Umge-
bungsinformationen enthilt. Diese werden geschaffen, um Regisseur und
Animatoren eine gemeinsame Grundlage zu geben iiber den Ablauf der
Filmhandlung. Falls eine Sequenz Dialog enthilt, wird dem Animator ei-
ne Tonspur ausgehindigt, die den fertig gesprochenen Dialog enthilt.
Animatoren nutzen die darin enthaltene tone of voice fiir dramaturgische
Entscheidungen tiber Pose und Haltung, die die Figur innehat. Nicht sel-
ten bestimmen Dialoge den Stil der Figur. So erzéhlt Lasseter tiber die
Figur Woody in Toy Story, dass der Sprecher Tom Hanks fiir die Person-
lichkeit der Woody-Figur Pate stand: »To find the right look for Woo-
dy’s movements, the animators studied footage of loose-limbed actor
Ray Bolger (the scarecrow in The Wizard of Oz) as well as reference
videotapes of Tom Hanks reading his Toy Story lines« (Lasseter/Daly
1995: 70).%

20 Auf das Kriterium der Beweglichkeit wird in Kap 4.5 eingegangen werden.
21 Timing wird in Kapitel 4.5 erldutert.
22 Hervorhebung des Originals.
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Die fehlende Referenzierung fiihrt zu einer Art Einsamkeit des Ani-
mators vor dem Computer, wodurch er seine eigene Korpersprache subtil
in das Projekt einflieen lassen kann:

More often than not [...] the Toy Story animators wound up caricaturing their
own physical tics and idiosyncracies. When it came time to execute a shot alone
at a computer workstation with perhaps only a mirror for physical reference, the
animator’s own head turn or leg kick or karate chop became the final guide
(ebd.).

Global lassen sich alle animierten Figuren in die zwei Kategorien ein-
ordnen, wie sie die bisherige Ausfithrung schon aufgezeigt hat: die Kre-
aturen und die menschlichen Figuren. Die Kategorie der Kreaturen bein-
haltet beispielsweise Dinosaurier, Trolle, Mumien, Aliens und Tiere. So-
fern diese Figuren keine Hauptrolle {ibernehmen, sind sie meist gekenn-
zeichnet durch Dialoglosigkeit. Dies bedeutet fiir den Prozess der Ani-
mation den Verzicht auf auditives Referenzmaterial, wie Lasseter/Daly
andeuten. Dagegen besitzen menschendhnliche Figuren einen gréBeren
Stellenwert im Film. Filme dieser Art leben vom menschennahen Ver-
halten ihrer Figuren und miissen dem Charisma von lebendigen Schau-
spielern eines live-action-Films standhalten, beinahe sogar mit diesem
konkurrieren. Diese zusétzliche Erschwernis wird meist durch schauspie-
lerische Einfithlung in die Figuren erreicht. Das Kapitel hat aufgezeigt,
warum computergenerierte Figuren in der Frithphase der Computerani-
mation stets als nichtmenschliche Wesen auftraten. Aufgrund des unzu-
reichenden Darstellungspotenzials der CGI fiir menschliche Figuren setz-
ten sich Cartoonfiguren stilistisch als Protagonisten durch, eine Tendenz,
die seit 1995 von den meisten CG-Spielfilmen bis zum Ende des Erhe-
bungszeitraumes aufrechterhalten wird.

Seit 2001 sind die algorithmischen Entwicklungen soweit ausgefiihrt,
dass menschliche Figuren iiberzeugende Auftritte erkennen lassen kon-
nen, doch sind diese Versuche in 6konomischer Hinsicht fehlgeschlagen.
Dieser Umstand wird in Kapitel 6 noch zu untersuchen sein. Figuration
im CG-Film ist isoliert vom Environment nur eingeschrinkt zu analysie-
ren, da die algorithmischen Eigenschaften der Materialitit eine grofle
Rolle spielen, welche erst im nachfolgenden Kapitel »Umgebung¢ néher
beschrieben werden.
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4.1.3 Exkurs: Angewandte Figurenmodellierung

Die Entwicklung wird in einigen groBeren Studios™ auf mehrere Artists
aufgeteilt. In der Regel wird von Skizzen und Zeichnungen eines Illustra-
tors als Grundlage ausgegangen. Diese zeigen die Figur in mehreren aus-
sagekriftigen, charakterisierenden Posen aus unterschiedlichen Perspek-
tiven. Diese Skizzen geben Information iiber die Figur in einer neutralen
Korperhaltung und beinhalten Angaben wie K6rperproportionen und De-
tails, Hauteigenschaften und Kleidung. Neben der statischen Form ent-
stehen auch Skizzen in Bewegung. Sie geben Auskunft dariiber, wie eine
Figur beispielsweise lacht oder springt. Zahlreiche weitere Skizzen wer-
den angefertigt, um visuelle Eindriicke iiber das Wesen der Figur in ihrer
ganzen Komplexitét festzuhalten. Nachdem Gréfe, Kleidung, Statur und
Farben der Figur festgelegt sind, wird entweder am Rechner mittels der
3-D-Anwendersoftware die Geometrie aus einem Polygonnetz gebildet
oder eine aus Ton vormodellierte Figur wird {iber einen 3-D-Scanner di-
gitalisiert, in die Applikation importiert und anschlieBend wieter modifi-
ziert, was in den computergenerierten Filmen der frithen Jahre iiblich
war.”* In einigen Filmen, insbesondere ab dem Jahr 2000, gibt man die-
sen Zwischenschritt aufgrund verbesserter Modellierungstechniken auf
und beginnt, die Figuren direkt in der 3-D-Applikation gestalterisch zu
erstellen.

In der 3-D-Software beginnt die Arbeit des Modellierens meist mit
der Hauptfigur. Der Modellierer muss die Konzeptzeichnung prézise in-
terpretieren, dariiber hinaus aber auch »geniigend Kreativitit und Eigen-
initiative mitbringen, um den Spielraum bei der Gestaltung zu nutzen,
ohne zu sehr vom Styleguide der Produktion abzuweichen« (Desse 2005:
127). Im Unterschied zu den bisherigen 2-D-Skizzen und den Zeichnun-
gen, wie sie auch im Zeichentrickfilm Verwendung finden, kann die 3-D-

23 Der Begriff Studio soll hier verstanden werden nach der Definition von
Bordwell/Thompson als Firma fiir die Filmherstellung: »A studio is a com-
pany in the business of manufacturing films. The most famous examples are
the studios that flourished in Hollywood between the 1920s and the 1960s-
Paramount, Warner Bros., Columbia, and so on. Under the classic studio
system, the company owned its own filmmaking equipment and an ex-
tensive physical plant, and it retained most of its workers on long-term con-
tract« (Bordwell/Thompson 1993: 9f). Der Begriff kann aber auch einen
groflen Raum oder eine Halle bezeichnen, die fiir Innenaufnahmen prédes-
tiniert sind, im Gegensatz zu AuBlenaufnahmen unter freiem Himmel. Wenn
dieser Sprachgebrauch von Studio aufgegriffen wird, wird dies gesondert
erwihnt.

24 So geschehen bei Toy Story und bei Shrek (vgl. o.a. N: Helden aus dem
Computer — Shrek; 2001: 302).
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Figur aus allen moglichen Blickwinkeln betrachtet werden (vgl. Hopkins
2004: 87). Die Figur entsteht meist als geschlossener Grundkdrper ein-
schlieBlich des Gesichts. Zusatzobjekte werden modelliert, z.B. Klei-
dungsstiicke oder Requisiten.

Nach der Modellierung kommt die Phase der Texturierung. Die Figur
erhilt eine hautfarbene Bilddatei, die iiber den Kérper gemappt™ bzw.
der Form der Grundfigur angepasst wird. Auf dieselbe Weise wird eine
Bilddatei, die eine Ritterriistung zeigt, auf das Ritterriistungsobjekt ge-
mappt.

Wihrend der eine Artist am Skelett und an der Kontrolle arbeitet,
widmet sich ein anderer Modellierer der Haut und der Kleidung. Figuren
benotigen nicht selten Monate, bis eine funktionstiichtige und animier-
bare Betaversion® vorzeigbar ist. Hierbei erfahren die Figuren meist eine
Vielzahl von Revisionen. Neue Ideen und Modellierungspraktiken flie-
Ben nachtréglich ein. Dieses Layout einer Figur erfordert das Modellie-
ren gleich mehrerer 3-D-Grafik-Designer an ein- und derselben Figur. In
dieser Phase wird entschieden, an welchen Korperpartien fiir die Figur
aus Griinden der Beweglichkeit eine hohere Polygonauflosung nétig ist.
Andy Jones, der animation director von Final Fantasy: The Spirits With-
in, berichtet tiber Auflosung und Komplexitét der fiir den Film model-
lierten Figuren: »Each face has about 15,000 polygons that get sub-
divided, and the number goes upwards of 70, 80, even 100,000 polygons.
We determine how much we’ll need to subdivide [the polygons] by the
amount of complexity and detail we need to achieve a certain result« (Jo-
nes, zit.n. Waybright 2001: 146).

Nach der Modellierungsphase erfolgt die Phase der Endabstimmung
am Design der Figur. Um die Figur zu einer grofen Bandbreite von Be-
wegungen und daraus resultierenden Emotionen zu beféhigen, hat es sich
als vorteilhaft erwiesen, ein Gelenksystem flir die Animationssteuerung
innerhalb des Figurenobjekts einzurichten zur Vermeidung der direkten
Transformationsnotwendigkeit an der Figurengeometrie. Der character
rigger baut eine Serie von Steuerungsobjekten in die zu animierende Fi-
gur ein, die ein komfortableres Bedienen der Korperteile erlaubt und den
spateren Prozess der Animation vereinfacht. Der Vorgang des Einrich-
tens von anatomiebezogenen Steuerelementen wird im amerikanischen
Sprachgebrauch als character setup, rigging oder character rig bezeich-

25 Mapping soll hier nach Manovich verstanden werden als eine Darstellung
von (Bild-)Daten in einen anderen Bereich (Manovich 2005: 83ff). Bei die-
sem Beispiel ist eine Bilddatei gemeint, die sich als Textur auf einem Geo-
metriekorper befindet (vgl. 4.2).

26 Betaversion ist synonym mit Testversion oder einer noch nicht vollendeten
Version zu verstehen.

101

14.02.2026, 08:30:26. https://www.inlibra.com/de/agb - Open Access - Tz


https://doi.org/10.14361/9783839406359-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

DER COMPUTERANIMIERTE SPIELFILM

net, wihrend sich im deutschen Sprachgebrauch der Begriff Animations-
vorbereitung durchsetzt. Das character rig als Steuersystem besteht aus
einem skelettdhnlichem Knochengelenksystem in sehr vereinfachter Aus-
fithrung, das in den Korper der Figur eingebaut wird. Auch ohne dieses
Gelenksystem konnte die Figur animiert werden, doch bestiinde dann der
einzige Weg der Animation aus der Transformation einzelner GliedmalBe
per Maus, was den Aufwand enorm vergrofern wiirde.

Im ersten Schritt wird im Rahmen der Animationsvorbereitung ein
Gelenksystem passend flir die Figur erstellt. Dieses System unterstiitzt
nicht die sichtbare Struktur der Figur, sondern dient in der Form nicht
renderfahiger — d.h. nach finaler Bildberechnung nicht sichtbarer — Hilfs-
objekte als Anfasser fiir den Animator. Es besteht aus einer Hierarchie
knochenédhnlicher Objekte, die auf Hoéhe samtlicher zu bewegender
GliedmaBen und Korperteile der Figur wie Kopf, Wirbelsdule, Arme,
Beine, Hinde, Fiile sogar auch Finger platziert werden. Alle diese Glied-
maflen und der Grundkdorper selbst werden anschlieBend mit einem Mo-
difikator versehen, der bei diesen Geometrieteilen der Figur Verformung-
en hervorruft aufgrund der normativen Bewegungsposen. Wird der Arm-
knochen gedreht, verformt sich der Armkérper der Figur mit und voll-
zieht dieselbe Bewegung. Die Figur kann anschlielend tiber das gesamte
Gelenksystem komfortabel bewegt bzw. animiert werden. Je nach Kom-
plexitit des Gelenksystems bzw. gemidll den Anforderungen seines Ein-
satzes wird es bis in die kleinsten Fingerknochen auskonstruiert. Abbil-
dung 7 zeigt eine vollstindig ausmodellierte und fertig texturierte Figur,
die mit einem Gelenksystem versehen wurde. Wie bei vielen CG-Figuren
mit Muskulatur und Haut bestehen bei den Figuren von The Incredibles
die Muskeln aus verformbaren Objekten, die an dem Gelenksystem bzw.
Knochensystem hiangen.

Bones [...] bestimmen — ebenso wie die menschlichen Knochen — die Ver-
kntipfungen und Drehungen zwischen den Gelenken (joints) einer Hierarchie.
Damit ist das Bone-System [...] eine Sammlung von iibergeordneten Schwer-
punkten mit einer visuellen Verbindung zwischen diesen Schwerpunkten. [...]
Zudem besitzen sie die Fahigkeit zum Strecken und Stauchen (Holmes 2002:
280).

Das Knochensystem bewirkt, dass sich daran angehingte Korperteile
dehnen oder kontrahieren und somit die Steuerbarkeit der Korperform
der Figur erleichtern. In den meisten Studios dirigieren die Animatoren
nur Knochen, um die jeweilige Handlung der Figur auszufiithren. Dieser
Prozess wird vom character technical director (character TD; vgl.
Ford/Lehman 2002: 3) bewerkstelligt. Er zeichnet sich verantwortlich fiir
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Abbildung 7: Viewportdarstellung einer Ritterfigur. Linker Teil zeigt die
schattierte Ansicht der Figur, rechts in der Drahtgitteransicht desselben
Objekts ist das Knochenskelett zu sehen.

das digitale Skelett einer Figur sowie ihre Hauteigenschaften. Wihrend
der Animationsphase tiberwacht er die Mechanik der Figur und stellt de-
ren Effizienz sicher. Er arbeitet Hand in Hand mit den Modellierern und
Animatoren. »Just like regular actors, a digital character’s first perfor-
mance is never as good as the last. Improvements are just part of the pro-
cess« (Ford/Lehman 2002: 10). Dabei ist die Rolle eines character TD oft
nur mit Mithe genau definierbar. Die Berufsbezeichnung variiert von
Studio zu Studio und hat sich in den USA noch nicht vereinheitlicht.”’ In
einem Studio fiir Filmnachbearbeitung oder Computerspielentwicklung
steht der character TD Pate fiir die Figur von der Phase der Modellierung
bis zu Animation, vom Anfang bis zum Ende der Produktion. Um sdmt-
liche Figuren des Films Shrek einzurichten, bedurfte es insgesamt 15
character TDs, die iiber einen Zeitraum von 8 bis 12 Monaten (Osterburg
2001, zit.n.: o.a. N.: Helden aus dem Computer — Shrek: 302) bei der
Entwicklung und Ausarbeitung verbrachten. Dem character TD obliegt

27 Der Vollstindigkeit halber seien hier die von Ford/Lehman gesammelten
Synonyme aufgezéhlt: Technical Animator, Character rigger, Character set-
up artist, Character setup TD, Creature Builder, Creature TD (Ford/Lehman
2002: 10).
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es, die wichtigsten Posen der Figur, verschiedene Korperhaltungen und
Bewegungen zu definieren und zu testen. In dieser Phase muss sorgfiltig
abgewogen werden, welche Korperteile bewegbar sein sollen. Neben der
Beweglichkeit der Glieder ist auch die Beweglichkeit des Gesichtes aus-
schlaggebend, wie zuvor beschrieben. Der Vorteil gegeniiber realexistier-
enden Puppen, mit denen sich ein Vergleich anbietet, liegt in der poten-
ziellen Animierbarkeit von Gesichtsmuskeln (facial animation). Dies
schlieBt Augen-, Augenbrauen-, Mund-, Lippen-, Haut-, Nasen- und Oh-
renmodellierung mit ein (vgl.: Ratner 1998: 233). Voraussetzung ist die
Einrichtung einer entsprechend ausgestalteten Animiertechnik, meist in
Form eines Knochensystems fiir den Gesichtsbereich gemél der erfor-
derlichen Detailtiefe. Soll beispielsweise die Stirn gerunzelt werden kon-
nen, muss an dieser Stelle das Hautobjekt animierbar sein, was entweder
durch direkte Transformation der Scheitelpunkte und/oder durch Einrich-
tung eines Gelenksystems erreicht werden kann.

Bei dem vollstidndig computergenerierten Film The Incredibles agie-
ren zwolf Hauptfiguren. Die Figuren zeichnen sich teilweise durch iiber-
triebene Anatomieverformungen aus. »Sie sind nicht fotorealistisch, son-
dern Comic-Wesen« (Robertson 2005a: 17). Robertson fasst die An-
forderungen einer CG-Figur fiir den Film wie folgt zusammen:

Die bizarren humanoiden Gestalten mussten iiberzeugend aussehen, Character-
Rigs dehnbar genug sein, um einer Cartoon-Animation zu entsprechen, Simu-
lationen fiir Muskeln, Haut und Kleidung schnell genug sein, um die Animation
Artists mit Resultaten zu versorgen, wihrend sie noch die Figuren bewegten
(ebd.).

Neben der Gesichtsanimation wird die Figur durch realistisches Aus-
sehen von Haut und Haaren bestimmt. Bis hin zur Mitte der 90er Jahre
vermied man den Einsatz von menschlichen Figuren, bis auf die oben
erwdhnten Ausnahmen, und beschriankte sich auf die Darstellung von
nichtmenschlichen, haarlosen Figuren wie den T-Rex, Spielzeugpuppen
oder Cartoonfiguren unter Auslassung von ausgefeilter Gesichtsmimik.
Erfahrungen auf diesem Gebiet sammelte man hochstens in Experi-
menten oder Kurzfilmen wie beim ersten ausmodellierten Menschen in
Gestalt eines Menschenbabys, das wie schon in Kapitel 3 erwdhnt in dem
Pixar-Kurzfilm Tin Toy auftrat. Der 1988 inszenierte, vollstindig compu-
tergenerierte Kurzfilm kann als Vorwegnahme des ersten abendfiillenden
Spielfilms Toy Story betrachtet werden. »Fiir die gelungene Gesichts-
mimik mufite die Bewegung von bisweilen mehr als 40 verschiedenen
Gesichtsmuskeln per Programm so aufeinander abgestimmt werden, daf3
die Mimik natiirlich wirkte« (Willim 1989: 564f).
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4.2 Umgebung

Dieses Konzept wird zum bestimmenden Faktor aller dsthetischen Entschei-
dungen des Designers: Gré3e und Umfang des Sets, Lichtquellen, die Auswahl
der Drehorte, der Farben sowie Beschaffenheit der Kleidung und der Requisi-
ten. Um den kohdrenten Look eines Films zu produzieren, miissen alle diese
Elemente zusammenpassen und dadurch eine Atmosphére schaffen, die der Ge-
schichte und den Figuren angemessen ist (Ettedgui 2001: 9).

Ettedguis Worte lassen sich auf die 3-D-terminologische Bedeutung des
Begriffs Umgebung/Environment tibertragen, der sich aus der Sicht der
Figur ableitet und alles zusammenfasst, was die Figur umgibt.

Umgebung, womit zundchst der Schauplatz der Filmhandlung als As-
pekt der mise-en-scéne gemeint sein soll, liefert in der CGI Aussagen,
die sich auf das Umfeld und die Umgebung von agierenden Figuren be-
ziechen. Dabei kann ausgehend von einem selektierten Betrachterstand-
punkt auf die klassische Unterteilung in Vorder-, Mittel- und Hinter-
grund zuriickgegriffen werden. Umgebung ist mit der Bereichsgestaltung
in Nidhe der agierenden Figur verbunden, bezieht zum einen den sicht-
baren Raum innerhalb des Aktionsgrades der Figuren mit ein und inklu-
diert zum anderen setkennzeichnende Eigenschaften und vorherrschende
atmosphirische Effekte, insbesondere Nebel, Dunst oder Feuchtigkeit.
Der Begriff umfasst auch die Gestaltung von Farbe, Substanzartigkeit
und Zustandserscheinung von ausmodellierter Architektur, Landschaft,
Flora und Fauna und deckt klimatische Erfordernisse wie Regen und
Schnee ab. Die Ausgestaltung des Environments unterliegt ebenso wie
im Realfilm dem Oberbegriff des Produktionsdesigns.*®

Die computerbasierte Erstellung von Umgebung gliedert sich ghnlich
wie bei der Figuration in die Unterbereiche Modellierung und Materiali-
tit. Die Modellierung von Geometrie ist gleichzusetzen mit der Gestal-
tung von Form, die im Realfilm im Rahmen des Kulissenbaus bzw. durch
special effects die oben analysierten Rollen spielt. Im Folgenden wird die
Funktion der Umgebung zu dem tradierten Verstindnis des Biihnenbilds

28 Die in der nachfolgenden Ausfithrung erwédhnten Begriffe entstammen dem
amerikanischen Sprachraum und sollen fiir die nachfolgende Betrachtung
uniibersetzt bleiben, um nicht mit der Problematik der hierzulande noch
fehlenden bzw. nur geringfligig institutionalisierten CG-Filmproduktion
und der damit verbundenen, potenziellen Schwankungen unterliegenden
Semantik konfrontiert zu werden. Dies betrifft weniger die Bezeichnungen
der in der CGI gebrauchlichen Werkzeuge von 3-D-Applikationen, sondern
cher die Benennung der Berufsbezeichnungen von Filmschaffenden in der
in Hollywood ansidssigen CG-Filmbranche.

105

14.02.2026, 08:30:26. https://www.inlibra.com/de/agb - Open Access - Tz


https://doi.org/10.14361/9783839406359-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

DER COMPUTERANIMIERTE SPIELFILM

im Realfilm in Relation gesetzt, um zunéchst die diffus anmutende Die-
gese von Umgebung/Environment in ein addquates Licht zu riicken.

4.2.1 Interdisziplinare Wirkungsfelder des Biihnenbilds

Die Ansiedelung der Geschichte an einem oder meist vielen Schau-
plitzen spielt fiir die Asthetik des Realfilms als auch des Trickfilms eine
von dramaturgischen Erfordernissen gelenkte Rolle (vgl. Furniss 1998:
71). Die Umgebung ist meist im Gegensatz zu den Figuren iiberwiegend
von statischer Natur geprigt und definiert den Ort, in denen die Figuren
agieren: »Through architecture, shape, space, color, and texture, the de-
sign of a film expresses the story and supports the characters« (LoBrutto
2002: 13; vgl. auch Furniss 1998: 66). LoBrutto spricht dem Schauplatz,
der das >Design« des Films beeinflusst, dramaturgische Eigenschaften zu,
was sich auf die Geschichte und die Figuren auswirkt. Der Ort der Ak-
tion im Film — sei er im Studio oder an natiirlichen Schauplétzen (on lo-
cation) — wird in der Regel gemeinhin als Set”’ bezeichnet. Das Set fiir
die dramaturgischen und stilistischen Erfordernissen des Spielfilms zu
gestalten, ist Aufgabe der Produktionsdesigner. Im Folgenden soll das in
Amerika beheimatete Berufsbild des Production Designer, den die deut-
schen Begriffe Biithnenbildner, Szenenbilder oder Ausstatter nur teilwie-
se libersetzen konnen, niher skizziert werden. Das Verstindnis fiir die
Eigenschaften des filmisch genutzten Umfelds stellt eine der wichtigen
und zentralen Aspekte im computergenerierten Spielfilm dar.

Die Problematik, die sich mit dem Themengebiet des Sets und der
damit verbundenen Begriffe wie Drehort, Schauplatz, Kulisse, Filmaus-
stattung oder Bauten verbindet, ist die geringe Greifbarkeit im Bewusst-
sein des Rezipienten. »Es ist eine dieser torichten Grundwahrheiten, zu
sagen, dass vieles, was als groBartige Kameraarbeit gilt, tatsédchlich ein
grofartiges Production Design oder eine wirklich gute Wahl der Drehorte
ist« (Stuart Dryburgh, zit n. Ettedgui 2001: 7). Midding bestitigt die
Aussage des Produktionsdesigners Dryburgh: »Der Zuschauer nimmt fiir
gewohnlich die Orte, an denen ein Film spielt, als selbstverstidndlich hin«
(Midding 2005: 86). Dryburghs und Middings Feststellung gibt zu Ver-

29 Der frithere deutsche Ausdruck »Bild« ist veraltet und heute nicht mehr ge-
brauchlich. »Bild ist die Bezeichnung im Drehbuch fiir einen Handlungs-
teil, der durchlaufend an einem Handlungsort spielt« (Bergmann 1977: 69).
Fiir diese vorliegende Betrachtung sollen alle Drehorte unter dem Sammel-
begriff »Set« zusammengefasst werden, da dieser Begriff nicht nur sowohl
AuBen- als auch Innenaufnahmen vereint, im amerikanischen als auch im
europdischen Sprachgebrauch iiblich ist, sondern auch der Vereinfachung
innerhalb der Arbeit dient.
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wunderung Anlass, wenn Olson den Rang des Produktionsdesigners auf
eine erhohte Position innerhalb des Stabes stellt: »In some productions, a
production designer can have as much authority as the director« (Olson
1993: 3). Aufgrund der nur rudimentér vorhandenen Vorstellung, die in
der 3-D-Computergrafik aber an Bedeutung gewinnt, wird das Berufsbild
des Produktionsdesigners zunichst naher beschrieben.

Léon Barsacq ordnet die Entwicklung des Filmdesigns in die Jahre
1910 bis 1915 ein. Das frithe Filmdesign vor 1910 bediente sich der
Techniken des Theaters, da die Kamera aufgrund ihres Gewichts ein un-
beweglicher Beobachter der Handlung war, und so wurden Kulissen ge-
malt, was den Illusionierungsaufgaben der stationdren Filmkamera ge-
niigte, bis zu dem Zeitpunkt, an dem die Kamera zu einem beweglichen
Teil der Handlung wurde (Barsacq 1976: 15). Von hier an waren Filme-
macher gezwungen, dreidimensionale Sets zu konstruieren, um die Per-
spektivtreue von einer sich bewegt abbildenden Kamera nicht zu verlie-
ren. »Produzenten und Regisseure mussten nun nach neuen Wegen su-
chen, wie sie den Hunger des Publikums nach Nie-zuvor-Gesehenem be-
friedigen konnten« (Ettedgui 2001: 8). Der Begriff »production designer«
tauchte filmhistorisch erstmalig im Abspann des Films Gone With The
Wind (USA 1939, Regie: Viktor Fleming) auf, in Anerkennung des Pio-
niers der Filmausstattung William Cameron Menzies.*® Preston schligt
folgende Definition eines sich damals etablierenden Berufsbildes vor:

The Credit Production Designer has been used in various ways: To recognize a
job that goes beyond the responsibilities of art direction by also directing the
work of the Costume Designer, the Property Master, the Makeup Artist and the
Hair Stylist; [...] the credit Production Designer come into use more and more
as a prestige credit, superior to that of Art Director, but the authority and re-
sponsibilities of the job are never really clearly definded. [...] Currently, identi-
cal statuettes are awarded to the Production Designer, the Art Director, and the
Set Decorator (Preston 1994: 150f).

Prestons ausfiihrliche Beschreibung impliziert, dass der Begriff im ame-
rikanischen Sprachraum nicht einheitlich definiert ist. Aufgrund der be-
grifflichen Diffusion soll hier auf den Definitionsvorschlag von LoBrutto
eingegangen werden, der das Berufsbild in Teilbereiche zerlegt: »In its
fullest definition, the process and application of production design

30 Die Begriffe »Ausstattung< und »Production Designer< werden noch immer
nicht klar getrennt. Um die Verwirrung zu steigern, vergibt die American
Academy of Motion Picture Arts and Sciences noch immer einen ihrer Os-
cars fiir die beste Ausstattung (vgl. Ettedgui 2001: 8).
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renders the screenplay in visual metaphors, a color palette, architectural
and period specifics, locations, designs, and sets. It also coordinates the
costumes, makeup, and hairstyles« (LoBrutto 2002: 1).*' Noch prignan-
ter zeichnet Midding das Berufsbild und setzt den Produktionsdesigner
gleich mit dem in Deutschland bekannten Begriff »Szenenbildner«: »Die
Aufgabe eines Szenenbildners besteht darin, das Drehbuch umzuschrei-
ben in Kategorien wie Farbpalette, Architekturdetails, Schauplatz-
auswahl, Dekorationen, Muster und Zeitkolorit« (Midding 2005: 91). Die
von LoBrutto formulierte Beschreibung erscheint fiir die Relation in der
CGI am geeignetsten, da er mit den erwéhnten Teilbereichen, die fiir die
spétere Betrachtung in der virtuellen Umgebung evident werden, den Un-
tersuchungsgegenstand begrifflich anspricht. Hier werden die dem Pro-
duktionsdesign inhdrenten Aspekte der CGI-bezogenen Bereiche Ma-
terial, Schattierung und Textur angesprochen. AuBlerdem inkludiert ihr
Einsatzbereich auch den zuvor behandelten Aspekt der Figuration, wie
schon in Abschnitt 4.1 angedeutet: »The costume designer and hair and
makeup crews are separate departments all under the supervision of the
production designer« (LoBrutto 2002: 43).

4.2.2 Komponenten des computergenerierten Sets

Die Kreation des virtuellen Filmschauplatzes beginnt in der Phase der
Preproduction, wenn Produktionsdesigner die erforderlichen Charak-
teristika der Szene aufgrund von Drehbuch und Storyboard analysieren.
Das 3-D-Layout stellt die Phase der Umsetzung handgezeichneter Skiz-
zen in virtuelle Landschaftsobjekte innerhalb der 3-D-computerbasierten
Terrainerstellung dar. In der Preproduction wird jede Sequenz des Films
iiber Storyboard vorgezeichnet. Die Methodik erinnert an die des klassi-
schen Zeichentrickfilms. Storyboard wird auch im Realfilm eingesetzt,
doch weisen die Storyboards eines Animationsfilms eine weitaus grof3ere
Detailfiille auf (Weishar 2002: 32). »An animated feature will have thou-
sands of storyboard drawings« (ebd.). Ein vollstindig computergenerier-
ter Film wird in Sequenzen eingeteilt, die wiederum aus einer zusam-
menhingenden Serie von Einstellungen bestehen. Jede Sequenz wird von
einem layout artist betreut. Seine Aufgabe ist es, die Proportionen des
gesamten Umfeldes und den darin befindlichen Positionen der Figuren zu
ermessen in Verbindung mit den Aktionen der Figuren und dem damit
verbundenen Platz- und Raumbedarf der Bewegung. Er erstellt eine gro-
be Animation, die mit dem Storyboard korrespondiert. Das 3-D-Layout
ist nicht zu verwechseln mit dem oben erwéhnten Storyboard. Dieses ent-

31 Hervorhebungen des Originals weggelassen.
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hélt Orientierungsangaben liber den Ablauf der Geschichte, enthilt aber
keine Informationen iiber Deteils wie Umgebung oder Figuren, wie etwa
ein drei Meter grofser Fels, zwolf Meter vor der Kamera mit einer Figur
einen Meter links (vgl. Weishar 2002: 32). Der layout artist erstellt ein
grobes 3-D-Modell der Landschaft, in denen auch grobe Figuren agieren.
Auch bei den Figuren handelt es sich lediglich um stark vereinfachte
Geometriekorper, die mit ihrer Platzhalterfunktion den Ablauf choreo-
grafieren. Somit erhalten die 3-D-Artists Anhaltspunkte iiber notwendige
Ausdehnung und Beschaffenheit der Gesamtumgebung. Dies schliefit die
gesamte Kamerafithrung mit ein. Die Kadrierung der Kamera verrit, we-
Iche Landschaftsgeometrie, die keiner weiteren Verarbeitung bedarf, au-
Berhalb des Blickfelds verbleibt.

Anders als bei gezeichneten Hintergrundmotiven eines Zeichentrick-
films kénnen computergenerierte Umgebungen interaktiv von beliebigen
Betrachterstandpunkten bzw. von alternativen, frei wahlbaren Kamerapo-
sitionen iuberpriift werden. Dies wird als signifikanter Unterschied zur
Flachigkeit von Zeichnungen angesehen.

Zeichnungen und fiir special effects benutzte matte paintings sind
traditionell zweidimensional. Zweidimensionale Motive beschrianken die
Kamerafahrten auf pan, zoom oder Standaufnahme. Der 3-D-Artist be-
sitzt dagegen die Moglichkeit, entweder ebenfalls Fotos fiir den Hinter-
grund einzusetzen oder voll ausgebaute 3-D-Umgebungen bzw. eine
Kombination von beidem zu nutzen. Die 3-D-layouter erstellen geren-
derte Standbilder der Sets, die mit denen des Storyboards in Vergleich
gesetzt werden. Die Environmental Designer spezifizieren den Stil der
Landschaft mittels Zeichnungen, die bei Ice Age vorrangig Felsen und
Bédume darstellen. Von da aus werden Storyboard, 3-D-layout sowie die
Set-Design-Zeichnungen an die Production Pipeline weitergegeben, die
das voll ausgestattete 3-D-Modell der Landschaft konstruieren. Falls gro-
Be Teile der Umgebung mit speicherplatzschonenden Bildhintergriinden
anstelle polygonaler Geometrie ausgestattet werden konnen, wird der di-
gital matte artist zur Durchfilhrung beauftragt. Weishar kommentiert
dazu: »In most cases, a full 3D set was needed, and specialists such as set
dressers were included in the production pipeline« (Weishar 2002: 38).

Die Aufgaben des von Weishar erwihnten Set Dressers ist vergleich-
bar mit der eines (Innen- und/oder AuBen-)Requisiteurs. Er untersucht
das Set dahingehend, ob Requisiten eingestellt bzw. herausgenommen
werden miissen, um die dramaturgische Konsistenz der Szene zu bewah-
ren, und modelliert Details, um die Szene zu ornamentieren: » Things like
a random handful of pebbles at the base of a boulder and a patch of grass
at the foot of a tree help the audience view the set as a believable place«
(Weishar 2002: 42). Weishar definiert die CG-Aufgabenbereiche des Set
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Dressers, wihrend O’Connell auf CG-spezifische Problematik eingeht:
In Toy Story sah das Drehbuch Sid Philips Kinderzimmer als einen Raum
vor, der angefiillt ist mit lose herumliegendem Spielzeug: »[TThe place is
layered with soda cans, discarded food, magazines, and [...] heaps of dir-
ty clothes« (O’Connell, zit.n. Lasseter/Daly 1995: 98). Den Raum mit
Kinderspielzeugobjekten aufzufiillen war die Aufgabe von Kelly O’Con-
nell. Sie sprach von ihrer Aufgabe genauso wie von der des Realfilms,
ging aber auch auf die Unterschiede zur CGI ein: »In real-world movie-
making, set dressers buy or fabricate suitable items and simply put them
in place with their own hands. When you’re appointing a virtual home-
stead, the process isn’t so straightforward« (ebd.: 99). Das Kinderzimmer
von Sid in Toy Story ist ibersét mit zahlreich verstreutem Spielzeug und
sonstigen wahllos verteilten Requisiten. Zu jener Zeit bestand noch keine
Moglichkeit, ein auf Zufall basierendes Verteilungssystem einzusetzen,
und O’Connell betonte die besondere Anstrengung, Requisiten nach ei-
nem scheinbar zufélligen Muster zu positionieren: »The hardest thing in
the world to do with the computer is make things look like they fell at
random« (O’Connell, zit.n. ebd.: 100). Hinzu kam der zu beachtende
Faktor der intersection von Objekten in der 3-D-Szene. Er besagt, dass
CG-Objekte keine solide Substanz besitzen, und zwei anstoende Ob-
jekte sich tiberlappen bzw. einander eindringen konnen. »There’s nothing
to tell the edges to bounce off each other« (ebd.: 101). O’Connell spricht
davon, dass es viele Objektiiberlappungen gibt, die aber aus der gewéhl-
ten Kameraposition nicht sichtbar bzw. verdeckt bleiben: »Hopefully you
won’t see them, because they’re all hidden under the objects at the tops
of the piles« (ebd.). 3ds max besitzt seit der Version 5.0 das sogenannte
reactor-Simulationsprogramm, das den Einsatz von Masse simulieren
kann. Es sieht vor, dass Objekten eine bestimmte Masse in kg zuge-
wiesen werden kann, worauf eine auf einen Gravitationsalgorithmus ba-
sierende Simulation von durch Masse gesteuerten Objekten vorberechnet
werden kann. Auf diese Weise konnen beispielsweise mehrere Objekte
durch die Simulation auf einen Boden fallen gelassen werden, worauf die
Objekte aufprallen und gemdss ihrer Gestalt und ihres Aufprallwinkels in
bestimmte Richtungen purzeln. Dieser Vorgang ist animierbar.

Materialien
Nach Abschluss der Modellierung rein geometriebasierter Formen wie
beispielsweise einer Strafle, eines Hauses bzw. der Rédumlichkeit inner-
halb eines Gebdudes stellen sich Fragen nach Vergabe der richtigen
Oberfldche bzw. des Materials aller in der Szene vorhandenen Motive.
Objektindividuelle Substanzzuweisungen liefern narrative Aussagen tiber
deren Alter, Zustand und Haufigkeit des Gebrauchs, was Abnutzungs-
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und Verschmutzungsgrade der Objekte regelrecht messbar werden las-
sen. Somit miissen Aufgaben gelost werden, die mit denen des Realfilms
und des Puppentrickfilms identisch sind.

Farbpalette

Alle im Film vertretenen Paletten werden nach LoBrutto einer Aufgabe
zugefiihrt, die sich in allen Gattungen des (Farb-)Films niederschlagt:
»Color is not only used to achieve verisimilitude in the images; color can
communicate time and place, define characters, and establish emotion,
mood, atmosphere, and a psychological sensibility« (LoBrutto 2002: 77).
LoBruttos Verstidndnis von Farbigkeit der Kulisse wird fiir den Filme-
macher zu einem einflussreichen Gestaltungsmittel. Die Sehstandards der
durch Hollywoodrezepte bedienten Kinozuschauer lassen einen visuellen
Anspruch auf aufwindige Filmproduktionen nach sorgfiltiger Planung
und Abwidgung der im Film eingesetzten Farbpalette entstehen, einem
Ensemble aller vertretenen Farben. Farben im Film werden von den Set,
von Kostiimen und von Requisiten vorgegeben.*

Die im Film dominante Farbpalette wird vom Produktionsdesigner
ausgewdhlt und erhidlt normativen Status. Sie wird zur Methode, um die
Erzéhlwelt des Films zum Ausdruck gelangen zu lassen und zu definie-
ren. Farben verschaffen den Kontext, der die Erzahlung des Films invol-
viert oder diesen kontrastiert. Die Frage nach der Farbauswahl wird nicht
zu letzt auch durch die physikalische Natur und Beschaffenheit des ver-
wendeten Auswertungsmediums beantwortet.”> Um die Rolle der Farbpa-
lette im live-action-Film zu veranschaulichen, die gleichermaf3en auf den
CG-Film anwendbar ist, sei LoBruttos Beispiel aus dem Film Black
Hawk Down (2001) von Ridley Scott angefiihrt. Der Film nutzt nach Lo-
Brutto ein sehr eingeschrinktes Farbspektrum, ausgefiihrt vom Produc-
tion Designer und vom Director of Photography. Der Film schildert wah-
re Ereignisse einer U.S. Mission in Somalia. Ausschlaggebend waren
vorgefundene Farbigkeiten der Originalschauplitze sowie der Auftritt
von Militdr. Die dominanten Farben bestehen aus Griin und einem sand-
farbenen Braunton. Das Militdr wird mit Olivgriin assoziiert, verursacht
durch die Farben der Uniformen und der Artillerie. Die Landschaften und
Gebédude in Somalia sind sandfarben. Die Festlegung dieses bildlichen

32 Die Farben von Korpern werden auch von der Farbtemperatur des Lichts
beeinflusst; ein physikalischer Vorgang, auf den nicht ndher eingegangen
wird.

33 Produktionsdesigner machen ihre Entscheidung auch von der Art des ver-
wendeten Mediums abhingig, welches von hoher oder niedriger Auflosung,
chemischer oder elektronischer Natur sein kann. Auf diese Kriterien wird
hier nicht weiter eingegangen.
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Farbspektrums sorgt fiir Konsistenz mit der mit der Umgebung, in der
der Film spielt (ebd.: 80).

Der subtile Einsatz von Farbpaletten und motivorientierter Farbigkeit
transportieren narrative Botschaften, die LoBrutto schlussfolgernd mit
folgenden Wirkungen konnotiert:

Warm colors tend to represent tenderness and humanity. Cool colors represent
cold, lack of emotion, and distant feelings. They can also express power and
force. Hot colors represent sexuality, anger, and passion, as well as physical
and visceral heat. A monochromatic palette is a limited range of colors that can
establish a colorless world, sameness, masked emotion, or a sense of simplicity
and unity (LoBrutto 2002: 81f).**

Wiahrend LoBrutto Farbigkeit fokussiert, muss das 3-D-Environment ne-
ben dieser auch auf die Oberflichenhaftigkeit ausgedehnt werden, die
simuliert werden muss, um eine Interdependenz mit der Farbpalette ein-
zugehen. Die beiden Komponenten Substanz und Farbigkeit spielen im
virtuellen Schauplatz identische Rollen. Sie werden in der CGI von
Schattiereralgorithmen bestimmt, die nachfolgend beschrieben werden.

Schattierer (Shader)
3-D-Anwenderpakete bieten eine Vielzahl von Materialdefinitionen an,
die Eigenschaften von Oberflichen und damit ihr Verhalten in ver-
schiedenen Lichtbedingungen simulieren. Diese Algorithmen werden
Schattierer (shader) bezeichnet. Fiir jedes Material wird ein individueller
shader benutzt, der nach Erfordernissen parametrisch gestaltet werden
kann.

Shader spielen in der CGI eine zentrale Rolle. Indem sie das Verhal-
ten von auf das Objekt auftreffende Lichtstrahlen bestimmen, beschrei-
ben sie Oberfldchencharakteristika visuell. Oberflicheneigenschaften re-
flektieren die Substanz und den Zustand des Materials. Holz, Metall,
Plastik, Papier, Glas sind oft gebrauchliche Beispiele dafiir. Fiir die Er-
stellung von Materialien steht in der 3ds-max-Awendung der Material-
Editor zur Verfiigung. Dieses Instrument stellt eine Ansammlung von
Werkzeugen zur Bearbeitung der shader zur Verfiigung, mit deren Hilfe
shader schrittweise modifiziert und somit Materialien erstellt werden
konnen. Materialien entstehen unter Verwendung von Schattierern sowie
unter Einsatz etlicher Kombinationen von Streu-, Umgebungs-, To-
nungs-, Glanzfarben-, Hochglanz- und Reflexionsmaps®® sowie Glanz-

34 Auf die Kunstfertigkeit der Schwarzwei3fotografie wird nicht eingegangen.
35 Zum Begriff YMapping« siche 4.1.3.
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farbenstirke. Innerhalb des Editors befinden sich verfiigbare Muster-
felder, in denen fiir verschiedene Anforderungen differenzierte Materia-
lien abgespeichert werden kénnen. Der 3-D-Artist muss sich vor der Ma-
terialerstellung iiber die Beschaffenheit eines Materials im Klaren sein.
Bell entwickelt ein Fragemodell, die Geschichte des Materials zu ana-
lysieren unter Zuhilfenahme folgender Fragestellungen: »Wie alt ist das
in Frage kommende Objekt? Wie oft wurde es benutzt und welche Aus-
wirkungen hat die Abnutzung? Ist es nass, trocken, staubig oder rissig«
(Bell 2000: 67)? Das von Bell vorgeschlagene Fragemodell hat die Ent-
wicklung eines charakteristischen Aussehens fiir einen Gegenstand zum
Ziel.

Die frithe 3-D-Computergrafik wird gekennzeichnet durch den zahl-
reichen Einsatz zweier besonders verbreiteter Shader. Der Algorithmus
des tiberaus bekannten Phong Shading wurde 1973 von Bui-Tuong
Phong entwickelt. Er berechnet innerhalb des Renderprozesses den
Farbwert fiir jedes Pixel des Objekts einzeln, wodurch mehr Farbvaria-
tionen entstehen. Die Pixel-fiir-Pixel-Berechnung kann somit extrem
glatt dargestellt werden und erscheint durch einen korrekt berechneten
Glanzpunkt auf der lichtzugewandten Seite der Oberflache realistischer
und vor allem plastischer, was das dreidimensionale Erscheinungsbild
erst denkbar macht.*® Der zweite oft gebriuchliche shader ist der Blinn-
Shader, entwickelt von Jim Blinn, der &hnlich arbeitet wie der Phong
shader, jedoch den Glanzpunkt anders berechnet. Beide lassen eine Ober-
fliche simulieren, die an glanzendes, blank poliertes Plastik erinnert.

Die Zuweisung von eingescannten Fotografien aus der realen Umge-
bung und sonstigen Bildvorlagen, die die rein visuelle Information des
Materials in Farbigkeit und Muster wiedergeben, stellt eine viel benutzte
Methode dar, um Objekten ihr gewiinschtes Aussehen zu verleihen. Sie
werden als Textur zunédchst in den shader eingebunden, um sie zusam-
men mit der vom shader definierten Oberfliche dem Objekt zuzuweisen.
Nicht selten werden bereits vorgefertigte Texturen aus einer Materialbi-
bliothek herangezogen, da Materialien wie Holz, Metall und Stein immer
wieder bendtigt und mit geringfligigen Verdnderungen individualisiert
werden zum Zwecke der Darstellung von Feinstrukturen der Oberfléiche.

Mitte der 90er Jahre, als der erste computergenerierte Film Toy Story
inszeniert wurde, konnten die 3-D-Artists noch auf keine ausgewachsene
Bibliothek von Schattierern und Texturen zuriickgreifen. Hier schrieben
Informatiker die erforderlichen Algorithmen fiir gesuchte Shader, iiber
die die heutigen 3-D-Applikationen standardmBig verfiigen. Uber Toy

36 Watt vergleicht den Phong shader mit anderen frith entwickelten shaders
(Watt 1990: 87fY).
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Story berichtet der fiir Materialien zustdndige Artist Tom Porter, dass es
zu seinem Aufgabenbereich gehorte, einen flir jede Materialitit ange-
passten, mathematischen shader zu programmieren, um einem bestimm-
ten Objekt die Materialeigenschaft zuweisen zu konnen, was dem Zweck
diente, die vielen Spielzeugobjekte von Sids Kinderzimmer real aussehen
zu lassen: »Before Porter worked on it, Sid’s room looked like a collec-
tion of smooth, abstracted shapes; when he was done, the place over-
whelmingly conjured the wretched, stuck-in-the->70s mood [...] — right
down to the bits of glitter in the stucco ceiling« (Lasseter/Daly 1995:
102). Mittlerweile ist die Zahl an verfiigbaren shader in den lieferbaren
3-D-Anwenderprogrammen umfangreich.

Textur

Jedes Objekt besitzt eine bestimmte Patina, deren Wirkung durch das Zu-
weisen einer Textur (texture) erzielt wird. Der Einsatz von Texturen be-
ruht vorrangig auf korperorientierten Authentizititsanforderungen. Dar-
stellung von Alter, Aussehen, Gebrauchsspuren und Abnutzung werden
als Umgebungseigenschaften einer Oberflache reflektiert. Einsatzgebiete
von Texturen finden sich beim Erstellen von Gebiduden, bei Stoffen fiir
Kleidung, Mdobel und andere Einrichtungsgegensténde, deren Einsatzziel
sich mit der Schaffung von Kontrasten sowie vor allem von Realismus
verkniipft. Dramaturgischer Hauptanspruch einer Textur ist sowohl die
Spiegelung als auch deren Einbettung in die Epoche oder Zeit in Kon-
sistenz mit den dramaturgischen Erfordernissen der Filmhandlung. Das
Material von Baustoffen kann beispielsweise folgende Eigenschaften be-
sitzen: Holz, Metall, Glas, Stein, Plastik. Wenn das Material iiberzeu-
gend erscheint, weil es entweder real existiert oder vom Art Department
erstellt wurde, verleiht es der Geschichte die erforderliche Glaubwiirdig-
keit. Ein Gebdude aus Holz am Set kann durch gezielten Einsatz einer
Verkleidung mittels eines anderen Materials die Illusion erzeugen, es be-
stiinde aus Stein bzw. einer Variation von Edelholz.

Im Realfilm gelten Materialien und Texturen als narrative Werk-
zeuge. »Materials and texture are storytelling devices« (LoBrutto 2002:
89). Man benutzt diese Mittel, um dem Zuschauer Informationen zu ver-
mitteln {iber 6konomischen Status, Ort und Zeit, sowie soziale bzw. po-
litische Bedingungen des Handlungsschauplatzes. Materialien werden zu
Metaphern. Als Beispiel nennt LoBrutto Terminator 2. Judgement Day
(USA 1990, Regie: James Cameron). Sowohl die Terminator- als auch
die T1000-Figur bestehen aus Metall. Das Produktionsdesign von Joseph
Nemec III ist ausgefiillt mit Metalloberflichen in allen Variationen, ein-
schlieBlich geschmolzenem Metall. Samtliche Metalleigenschaften von
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Objekten bzw. Requisiten des Films bewirken die visualisierte Macht
und Kraft des Cyborgs (ebd.).

Teil der Kunstfertigkeit eines Produktionsdesigns ist die Suche und
der Einsatz von verfiigbaren Materialien. Fiir den Realfilm miissen er-
hiltliche Materialien gefunden werden, die sich durch leichte ergonomi-
sche Handhabung auszeichnen, ohne den Bezug zur Geschichte des
Films zu verlieren. Oberflichen werden bemalt, beschichtet, verkleidet.
Das Material muss verfiigbar sein und innerhalb einer begrenzten Zeit-
spanne dem jeweiligen Objekt zugewiesen werden kdnnen.

Texture does not only apply to age. Surfaces, clothes, and architectural mate-
rials, like most other elements of production design, involve texture: smooth,
rough, patterned, ribbed, nappy, shiny, dull — the full range as found in life. It is
texture that brings life to a design. If a set is flat in tone and texture, it will ap-
pear as artificial. Texture represents materials, status, wealth, and poverty (Lo-
Brutto 2002: 92).

Die Zielsetzung der Materialitit ist nach LoBrutto dichotomisiert: die
Zuweisung eines bestimmten Materials zu einem Objekt sowie die resul-
tierende narrative Aussage, wie z.B. Alter des Objekts, welches eine au-
thentische Kongruenz zum Plot aufweisen muss.

Haare (hair) und Felle (fur)

Wie bereits in Abschnitt 4.1 erwéhnt, erfordert die Figureninszenierung
wie in den computergenerierten Filmen Ice Age, Shrek oder Monsters,
Inc. (USA 2000, Regie: Peter Docter, David Silverman) den Einsatz von
Haaren und Fellen. Eine Modellierung von Haaren mittels tausender
kleiner Strdhnenobjekte wiirde die Rechenleistung eines jeden PCs tiber-
fordern. Nicht nur wiirde die Szene rechenintensiv werden, die Anima-
tion von Haaren, die vom Wind beeinflusst werden oder vom Luftzug ei-
ner rennenden Figur, wire ein ungelostes Problem fiir jede Rechen-
kapazitit. Eine dem &hnelnde Darstellung von Fell wiirde zu einem da-
tenintensiveren Unterfangen werden als bei der Geometrie der ibrigen
Gesamtszene. Erst mit Beginn des Jahres 2000 gelang bei Monsters, Inc.
der Einsatz eines Haar- und Fellalgorithmus, der die hohe Anzahl von
Haaren nicht auf polygonaler Ebene, sondern als Rendereffekt generiert.
Hierbei fiigt erst der Renderer in seinem Prozess der Bildberechnung die
Haare oder Felle bildlich ein und erhélt somit eine objektgenerierende
Sonderfunktion.
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4.2.3 Relation realer/virtueller Umgebung

Die Beschreibung des Berufsbildes Produktionsdesigner fokussiert die
Arbeit am Realfilm und die des 3-D-Modellers am Computer auf einen
gemeinsamen Problemlosungszusammenhang. Die Aufgaben, die der
Produktionsdesigner an Architektur, Ausstattung der Schauplitze in
Form, Material, Farbe und Zustand 16sen muss, sind dieselben, wie sie
dem Modellierer in seiner Rolle als Produktionsdesigner beziiglich der
Erstellung von Geometrie und Materialzuweisung am Computer gestellt
werden. Zu dieser Feststellung gelangt auch LoBrutto:

A new generation of animators well-versed in live action films and cinematic
grammar are approaching animation design not differently than their colleagues
in live action. Animation films are now bringing production designers on their
projects, and this will lead to even more exciting possibilities for the animated
movie (LoBrutto 2002: 169).

LoBrutto beginnt die scharfe Abgrenzung zwischen realem und virtuel-
lem Produktionsdesign zu verwischen, indem er eine Hybridisierung
vornimmt. Der digitale Prozess zur Erstellung von Environment geht
iiber eine einfache »click-and-drag version« (Parisi 1995: 144) von matte
paintings hinaus und 6ffnet so der CGI Tore, die der Kunst und Kunst-
fertigkeit des Kulissenbaus oder Motivbaus vorbehalten waren. Unter-
schiede werden zu Detailfragen. So ist das dem digitalen Set gegeniiber-
stechende Realset beispielsweise nicht fiir Permanenz gebaut, muss aber
trotzdem Standfestigkeit fiir die arbeitende Crew aufweisen. Es muss
6ffnenden und schlieBenden Tiren und Fenstern standhalten sowie an-
deren Aspekten von Brachialgewalt, die sich oft aus der Handlung erge-
ben, wie z.B. eine Schldgerei. Dartiber hinaus miissen einzelne Wénde
des Sets ab- und wieder aufbaubar sein, um Kamerapositionen zu er-
moglichen. Der Kameramann benétigt sehr oft mehr Bewegungsfreiheit
fur Kamerafahrten als es der verfiigbare Raum erlaubt. Der Stab hinter
der Kamera sowie lange Brennweiten der Kameraobjektive bendtigen
Platz und Distanz, um ihren Effekt erreichen zu konnen. Der Produk-
tionsdesigner der CGI-Filmproduktion sieht sich von setabhéngigen Ein-
schrinkungen weitgehend befreit: »Digital filmmaking offers unprece-
dented visual and narrative possibilities. It is a medium that embodies the
physical properties of both live action and animation« (LoBrutto 2002:
168f). Hier rdumt LoBrutto den digitalen Filmemachern gegeniiber dem
Realfilmer Freiheiten ein, ihre visuellen Einschrinkungen zu sprengen,
und legt die artistische Kontrolle in die Hinde von Designern, die iiber
die uneingeschrénkte Kontrolle des Sets verfiigen. Diese neue Art von
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kiinstlerischer Freiheit entspricht dem Wunsch von Realfilm-Ausstattern
dahingehend, dass sie zwecks Kontrollmoglichkeit Dreharbeiten im Stu-
dio vorziehen: »Meiner Meinung ist die Arbeit im Studio stets vorzuzie-
hen, wenn man die Gelegenheit dazu hat. Jeder Dreh on location steckt
voller potentieller Kompromisse (die Stellung zur Sonne zum Beispiel ist
nicht die gewollte). Man kdmpft immer irgendwie gegen die ganze Welt«
(Stuart Craig, zit.n. Ettedgui 2001: 77). Craig betont, dass die umfas-
sende Kontrolle iiber die Umgebung ausschlaggebend ist. Der Realfilm
verlegt aus diesem Grund das Set in das Studio, um groflere Kontroll-
moglichkeiten zu erhalten, doch diese erhalten erst in der virtuellen Um-
gebung ihre addquate Vollkommenheit. Zahlreiche traditionelle Restrik-
tionen, die Einfluss auf die Entscheidungsfindung des Designers bei Re-
alaulenaufnahmen nehmen, entfallen: »Wann immer ich eine Wes-
ternstral3e entwerfen muss, lasse ich sie von Osten nach Westen laufen,
um dem Kameramann zu erméglichen, bei Tagesanbruch und bei Dam-
merung mit Gegenlicht zu arbeiten« (Henry Bumstead, zit.n. ebd.: 23).
Der Realausstatter wird mit einer Frage stets erneut konfrontiert, wie sie
Henry Bumstead®’ stellt: »Wenn ich ein Drehbuch auseinander nehme,
ist eines der wichtigsten Dinge, die ich entscheiden muss, was im Studio
und was on location gedreht wird« (Bumstead, zit.n. ebd.: 20). Bei solch
einer Entscheidung spielen Faktoren mit wie die Meinung des Re-
gisseurs’® oder erteilte bzw. verwehrte Drehgenehmigungen.*

Die Wahl der Drehorte im virtuellen Film wird genuin nach drama-
turgischen Gesichtspunkten entschieden, was gleichzeitig einen Idealfall
fiir den Produktionsdesigner darstellt. Nach dieser Annahme wiirde die
Idee einer bestimmten Auflenaufnahme nie aufgrund nicht erteilter Dreh-
genehmigungen ins Studio verlegt bzw. an einen artfremden Drehort ver-
legt werden miissen, der nicht mehr der urspriinglichen Idee des Desig-

37 Henry Bumstead wirkte u.a. bei einigen der wichtigen Hitchcock-Filmen
mit: Vertigo (USA 1958), The Man Who Knew Too Much (USA 1956), To-
paz (USA 1969), Family Plot (USA 1976).

38 Hierzu fithrt Bumstead eine Erinnerung an Alfred Hitchcock an: »Hitch
schitzte die Bequemlichkeit des Studios. Er mochte es, aus dem Auto zu
steigen und mit zwei, drei Schritten im Regiestuhl zu sein« (zit.n. Ettedgui
2001: 20).

39 Hierzu ein Beispiel von Ken Adam, der Ausstatter bei James-Bond-Filmen
war: »Als Goldfinger [England 1964, Regie: Guy Hamilton] herauskam,
bekamen wir Briefe von Leuten, die wissen wollten, wie es uns gelungen
sei, eine Zugangsberechtigung zu Fort Knox zu bekommen, wohin doch
selbst der US-Président nicht gelange. Nun, wir hatten keine. Mir wurde ge-
stattet, das AuBlengeldnde zu studieren, das dann in den Pinewood Studios
reproduziert wurde. Aber die Innenaufnahmen waren eine komplette Erfin-
dung« (Ken Adam, zit.n. Ettedgui 2001: 26, Hervorhebungen ausgelassen).
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ners entspricht. Der Produktionsdesigner Dante Feretti schildert aus sei-
nem Erfahrungsschatz eine dem Idealfall kontridre Sachlage, wie sie oft
im Realfilm anzutreffen ist. Feretti berichtet, »wie die indischen und chi-
nesischen Behorden verhinderten, dass Kundum ([USA] 1997, [Regie:]
Martin Scorsese) in Indien gedreht werden konnte. In einem solchen Fall
muss der Designer die Location an einem anderen Ort aufbauen: Bei
Kundum fungierte schlieflich Marokko als Tibet« (Dante Feretti, zit.n.
Ettedgui 2001: 10).%

Zeigen sich im Aufgabenstellungszusammenhang in Realfilm und in
der CGI Parallelen, so unterscheiden sich realfilmbasiertes und compu-
terbasiertes Produktionsdesign auf den Gebieten der Anforderungen und
der Methodik, die den Entscheidungsfindungsprozess, ausgelost durch
verfiigbare Moglichkeiten, in Form ausformulierter Algorithmen beein-
flussen.

Die Filmhandlung des live-action-Films ist eingebettet in eine Um-
gebung, bestehend aus Landschaften, Gebdaude, Kulissen, ausgewéhlten
Requisiten, deren kleinster gemeinsamer konnotativer Nenner sich in der
Rhetorik des »Vorhandenseins< befindet. Dagegen ist in der CG-Welt ein
Preis fiir die unbegrenzte Entfaltungsfreiheit zu zahlen in Form der um-
fassenden Ausgestaltungsnotwendigkeit der Umgebung, die sich dadurch
kennzeichnet, stets ex nihilo ausmodelliert werden zu miissen. Die Be-
dingung, in der 3-D-Szene von einem Nullniveau beginnen zu miissen,
kann sich zu dem Nachteil eines erhohten Arbeitsaufwandes wandeln. Im
Unterschied zum Realfilm muss in der Welt des Trickfilms alles von
Grund auf neu erschaffen werden, »von majestitischen Bergen bis hin zu
klitzekleinen Kieseln« (Hopkins 2004: 104). Die Reichhaltigkeit der
Umgebung erschwert proportional die Umsetzbarkeit einer Idee in ein 3-
D-Rendermodell. Sdmtliche Objekte in der realen Welt weisen viele ver-
schiedene Oberflichentexturen auf, subtile Farbabstufungen, Schatten,
Spiegelungen und kleine UnregelméBigkeiten. Foley erwihnt Beispiele
wie die »Muster auf zerknitterter Kleidung [...], die Beschaffenheit von
Haut, zerzauste Haare, die abgewetzten Stellen auf dem Boden oder die
abgesplitterte Wandfarbe« (Foley 1994: 481). Diese Faktoren tragen zu
einer realen optischen Erscheinung bei. Die véllige Restriktionsfreiheit
des virtuellen Sets muss erkauft werden durch die »camera rasa« (Lunen-
feld 2000: 88)*' — dem leeren Raum zu Anbeginn der 3-D-Szene — und
der kohdrenten Aufgabenstellung, die gesamte Szenerie von Grund auf

40 Hervorhebungen des Originals ausgelassen.

41 Lunenfeld gebraucht den Begriff in Analogie zu fabula rasa, einer blanken
Fldche, die — indem sie in die dritte Dimension extrudiert wird — zur camera
rasa wird (Lunenfeld 2000: 88).
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erstellen zu miissen, was der ununterbrochene, environmentale Blick auf
reale Drehorte verlangt:

»To our way of thinking, we build real sets. They just happen to exist
in virtual space instead of physical space. You’ve got to keep that live-
action outlook in your head if you want this to look like an actual work-
ing place, and not some hermetically sealed illustration« (Damir Frko-
vic*?, zitn. Lasseter/Daly 1995: 89). Frkovic negiert Unterschiede zwi-
schen realem und virtuellem Set. Er erhélt Unterstiitzung durch einige in
Hollywood ansdssige Animationsstudios, die keinen Hehl daraus ma-
chen, die Aufgabe des Produktionsdesigns fiir wichtig genommen und
einen Ruf dafiir entwickelt zu haben, ein grofles Aufwandspotenzial in
die Gestaltung von Ausstattung und Dekor zu investieren:

Often character designers like to design the objects and environments that en-
compass the chacacter as a means of exploration to defining the bigger picture
[...]- Studios like Disney, Pixar, and DreamWorks spend just as much time on
the environments as they do on the characters that populate them (Ford/Lehman
2002: 48).

Subtextuell lasst sich in Ford/Lehmans Beschreibung eine interdiszipli-
ndre Aufwertung des hybrid werdenden Umgebungssachverhaltes durch
die CGI erkennen. LoBrutto verleiht dem Produktionsdesign inszenier-
ungstechnische Briickenfunktionen, die die Nachbarschaftlichkeit von
realem und computergeneriertem Film verstarken:

The most revolutionary aspect is the ability to create design elements, including
virtual sets that a camera can pan, move through, and around. Backgrounds and
views out of windows and doors can be added. Architectural elements can be
added to a set or location. Telephone poles, television antennas, and other mod-
ern aspects of design can be erased or replaced for a period film. [...] New sets
can be digitally aged and textured. Signs and text on windows and buildings
can be altered. Special effects like exploding, burning down, or shooting up a
set can be achieved without rebuilding or having replacements on hand during
shooting (LoBrutto 2002: 167).

Die Austauschbarkeit der CGI als Werkzeug fiir das Produktionsdesign
des live-action-Films und dessen Umkehrung — wie im Falle der Vormo-
dellierung von Figuren aus Ton zum Einscannen — deckt einen filmorien-
tierten Synkretismus auf. Die computergenerierten Bilder, die potenziell
schon als Erginzung in den Realfilm iiber Nachbearbeitungsprozesse

42 Damir Frkovic war modeler in Toy Story.
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eingebaut werden, halten Einzug in das Werkzeugrepertoire des Pro-
duktionsdesigners mit sich wandelndem Berufsbild. Die neue Generation
von ihnen arbeitet verstarkt mit den Moglichkeiten, die ihnen die dreidi-
mensionale, computergenerierte Virtualitit verschafft. Das Berufsbild
wird im Zuge der digitalen Revolution (Craig, zit.n. ebd.: 77) verandert.

Die digitale Revolution hat im Blick auf das Filmdesign enorme Mdoglichkeiten
geschaffen. Zweifelsohne werden kiinftig mehr und mehr Elemente des Films
computergeneriert werden. Der Designer wird den Computer zu seinen Werk-
zeugen rechnen, aber auch die Zeitpldne werden sich dndern, weil mehr Special
Effects wihrend der Dreharbeiten produziert werden und der Production De-
signer bis in die Phase der Post-Production hinein mit einem Film beschéftigt
sein wird (LoBrutto 2002: ebd.).*

Wihrend die Designer der fritheren Generationen trainiert waren, ihre
Kreation auf flachem Papier zu betrachten, bictet die CGI gegenwirtig
die Moglichkeit, ihre Filmumgebung aus allen Blickwinkeln zu sehen.
»This ability can be helpful if those involved — especially investors —
have difficulty in »seeing« what the set will look like in all its dimensions
and from every conceivable angle« (LoBrutto 2002: 165).

Die Wirkung des Sets schligt sich auf die Asthetik des 3-D-compu-
terbasierten Films neben den Protagonisten am nachhaltigsten nieder. Die
Umgebung fiillt den groften Raumanteil neben der Figuration aus und
wird zu einem bildkompositorischen Faktor. Oftmals sind es nicht nur
einpridgsame Figuren, die rezeptiv zum Nachdenken anregen, sondern
auch Beschaffenheit und Gestaltung von Stadtlandschaften, von Griinan-
lagen und von Naturschauspielen.* Im Realfilm kann die Gestaltung des
Produktionsdesigns grofe Dimensionen annehmen, fiir die selbst nach
kapitalstarken HollywoodmaBstiben nicht immer schnelllésbare Kon-
zepte bereitstehen. Der Problemzusammenhang in der CGI entfaltet sich
in der Problematik von Materialien und der damit verbundenen Weiter-
entwicklung der Software und der Rechenleistung sowie der Kompe-
tenzen der 3-D-Artists. Die Speicheranforderungen beziiglich der Umge-
bung sind auflerordentlich intensiv aufgrund der Vielzahl von Polygonen,
die gebraucht werden, um einen Wald mit vielerlei Baumen, die zudem
noch von Regen oder Schnee iiberschiittet werden sollen, zu generieren.

43 Stuart Craig arbeitete fiir Filme wie The Godfather-Trilogie (USA 1972-
1990, Regie: Francis Ford Coppola), Bonnie and Clyde (USA 1967, Regie:
Arthur Penn), Apocalypse Now (USA 1979, Regie: Francis Ford Coppola).

44 Der Realfilm Day After Tomorrow (USA 2003, Regie: Roland Emmerich)
legt seine Wirkung auf Extremdarstellungen von digital erstelltem 3-D-En-
vironment.
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Der Fotorealismus steht dabei in einem Bedingungszusammenhang, der
von der Grofie der Detailtreue und -tiefe maf3geblich bestimmt wird.

Auf kreativer Ebene miissen im computergenerierten Film subtil die-
selben Fragen nach der Umsetzbarkeit gestellt werden. Die Wirkung der
computergenerierten Objekte werden zu einem nicht unwesentlichen An-
teil von ihren Materialeigenschaften bestimmt. So wird anhand des Ma-
terials die Wirkung eines Objekts beispielsweise als fabrikneu, gepflegt
und sauber betrachtet, was in #sthetischer Perfektion miindet, wihrend
dagegen Eigenschaften wie alt, ungepflegt und abgenutzt auf eine er-
kennbare Absicht nach Realismus hindeutet. Fotorealismus von Oberfla-
chen kann durch geeignete Materialvergabe angestrebt oder wie bei car-
toonorientierter 3-D-Stilistik auch bewusst negiert werden. In allen Fil-
len muss jedes neue, zu simulierende Material erstellt werden. Substanz-
visualistik ist eingebettet in einen sukzessiven Entwicklungszusammen-
hang der Schattierungsalgorithmik.

Zu Beginn des Zeitalters der Computergrafik sahen alle gerenderten
Objekte aufgrund des eingesetzten Algorithmus nach »Blech und Plas-
tik« (Giesen 2000: 36) aus. Fiir den Regisseur des ersten computergene-
rierten Films 7oy Story mag dies — um damit einen Gedanken aus Ab-
schnitt 4.1 erneut aufzugreifen — der Grund gewesen sein, einen Film
iber Plastikfiguren als Protagonisten zu inszenieren (ebd.). Die Eigen-
schaften der damals verfligbaren Schattierer waren begrenzt und er-
innerten in ihren bildlichen Resultaten stets an den Phong-Schattierer.
Die Umsetzung mit phongbasierten Schattierern fithrte zu Auftritten von
computergenerierten Filmlebewesen, die rigide Hautstrukturen besaBen
und von denen der Zuschauer idealerweise keine exakte Vorstellung hat-
te. Die Folge war die Visualisierung nicht nur von Spielzeug aus Blech
und Plastik, sondern auch von Sauriern, Insekten und auf3erirdischen Fi-
guren ohne Haare, ohne realistische Hautfarbigkeit und ohne wehende
Kleidung. Insekten besitzen eine harte Hautstruktur, die sich mit Phong
fiir eine kommerzielle Eignung glaubhaft darstellen l4sst. Die Auslassung
von Haaren und Fellen erleichtert auch die Umsetzung von nichtmensch-
lichen Wesen fiir ein breites Publikum. Furniss spricht iiber das Resultat
hierbei treffend von einer »infestation of insects« (Furniss 1998: 188) im
gerenderten Film.

Der daraus resultierende Riickgriff auf den Cartoonstil im CG-Film
fiir die Figuration wirkt sich normativ auf die Gestaltung der Umgebung
aus. Wihrend digitale special effects beispielsweise Figuren in fotografi-
sche Bildhintergriinde einbetten, gehort die vollstindige Umgebungskon-
struktion zun einem CG-Aufgabenbereich, der durch figurale Stilrichtung
mitbestimmt wird. Der Regisseur des computergenerierten Filmes Ice
Age Chris Wedge beschreibt die Anforderungen des Films: »[We] tried
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to create a world that was not real, yet believable and somewhat familiar.
[...] it is still a stylized place that is not reality« (Wedge, zit.n. Weishar
2002: 38). Wedge bestitigt mit seiner Aussage die in Abschnitt 4.1 be-
schriebene Normativitdt der Comicstilfiguren fiir das damit harmonie-
rende Set. Eine Wirkungsanalyse von CG-Filmschauplitzen kann an die-
ser Stelle nur punktuell geschehen, da die Vielzahl zu rezensierender
Szenerien in einem CG-entwicklungsbedingten Zusammenhang gesehen
werden muss, was in Kapitel 6 ausgefiihrt wird. Es sei auf eine Schilde-
rung von Robertson verwiesen, die die Umgebung in den Kontext des
konventionellen Trickfilms setzt:

Einer der Griinde, warum CG-Filme die Zuschauer oft mehr fesseln als ihre
traditionell Cel-animierten Pendants, sind die Umgebungen, die immer so de-
tailreich und einladend wirken: Woodys Schlafzimmer in »>Toy Storyx, die Son-
nenblumenfelder und der Sumpf in »Shreks, die Untergrundkammer in >Antz,
das Flussbett in »A Bug’s Life« [...] und die Fabrik in yMonsters Inc.< [...] — sie
alle sind stilisierte Versionen einer 3D-Realitdt. Und sie machen es dem Zu-
schauer leicht, seine Ungldubigkeit zu tiberwinden und sich in die Geschichte
hineinziehen zu lassen (Robertson 2003: 38).

Robertson spricht einigen Environments des CG-Films eine besondere
Asthetik zu, die im Gegensatz zu den Pendants des Zeichentrickfilms
»fesselnder< und »einladender« seien. Am Beispiel des Films Shrek (2001)
soll hier die Umgebung niher beleuchtet werden, die von den beiden
Quantitativkontrasten »Wald«< und >Stadt< bestimmt wird. Der figural do-
minierende Comicstil in Shrek stellt die Waldumgebung vor besondere
Aufgaben. Zu den narrativen Eigenschaften der Waldumgebung gehéren
Sumpf, Morast, Schlamm und Wasser. Glanzeigenschaften dieser z&h-
flussigen Oberfliachen lassen die Feuchtigkeit und Nisse eindringlicher
werden, als es Zeichnungen im Trickfilm zu tun vermogen. Beim Publi-
kum stellt sich bei Shreks morgendlicher, iiberzeugend liquider Schlamm-
dusche ein Gefiihl von Ekel und Abscheu ein. Sie charakterisiert die Fi-
gur als ein im Miill und Moder lebendes, iibelriechendes Individuum.
Das Sumpfwasser, das als Bad fungiert, besteht aus vielerlei Schmutzpar-
tikeln, die die Szenerie aufgrund ihrer animierten Wellenreflektion zu ei-
nem abschreckenden Tumpelmilien werden lassen. Dieses Ambiente
wird kontrastiert durch die gepflegt-poliert wirkenden Wohngefilde der
Dorfarchitektur. Straen wirken aufgerdumt und gefegt, Hauser sauber
und gepflegt. Shreks Waldumgebung und die Wohngefilde des Schloss-
ambientes werden zu einem filmischen Oxymoron. Anders argumentiert
die Umgebung von Finding Nemo. Die Unterwasserwelt des Films ba-
siert auf 3-D-Fliissigkeitssimulationen, prozeduralen Oberfldchen und
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animierten Partikelsystemen. Keuneke vergleicht dieses Umgebungs-
motiv mit dem des zeichentrickfilmisch hergestellten:

Obwohl die Disney-Zeichner von >Little Mermaid< ebenfalls ihr Handwerk ver-
standen — die Animationen der schuppigen Meeresbewohner in »Nemo« sind
von der Perfektion und Glaubwiirdigkeit her [...] besser gelungen. Schnelle Be-
wegungsianderungen und ruckartiges Schwimmen in perspektivischen Verén-
derungen — fiir jeden traditionellen Phasenzeichner ein Albtraum — gelang mit-
tels CGI [...] tiberzeugender (Keuneke 2003: 37).

Keunekes Feststellung bedeutet, dass die zeichnerische Gestaltung von
Wassermassen mit der Vielzahl an sublimen Bewegungsstreuungen dem
Repertoire der schwer umsetzbaren Sets zuzurechnen ist. Mit der Ent-
deckung einer filmischen Wasserwelt betritt der Animationsfilm erstma-
lig ein vollstdndig liquides Terrain. Ihre Erscheinung wird von den Envi-
ronmentalgestaltern schillernd bunt kreiert. Kaustische Lichtreflexe, ver-
standen als »Resultate spiegelnder Lichtfortpflanzungen« (Birn 2001:
242), welche von den durch die Meeresoberfliche dringenden Sonnen-
strahlen auf den Meeresgrund hervorgerufen werden, lassen die Umge-
bung in ein hell-bewegtes Szenario voller permanenter Vitalitdt tauchen.
Zu den Lichtmustern gesellen sich die schillernd bunten Zierfische, wel-
che die von der Beleuchtung vorgegebene Vitalitit durch ihr individuell-
schimmerndes Schuppengeflecht reflektieren. Die Buntheit der vitalbe-
leuchteten Wasserwelt verstirkt den Comicstil in Form und Farbe, iiber-
trifft ihn in dessen Substanz.

Der Ansatz von Robertson impliziert, dass sich bestimmte, filmisch
genutzte Environments in der CG als ein geeigneteres Darstellungsfeld
offenbaren als im Zeichentrickfilm. White weist darauf hin, dass Umge-
bung, die im Zeichentrickfilm mit »Hintergrund« (background) bezeich-
net wird, oft mehr als 90 Prozent der Leinwand ausfiillt (White 1988:
156). Somit wird der Umgebung im CG-Film grofe dsthetische und sub-
tile Bedeutung zugerechnet.

4.2.4 Exkurs: Der Material-Editor

Das computerorientierte Erstellen und Verarbeiten von Materialien soll
in diesem Exkurs kurz angerissen werden. Der Material-Editor ist das
Werkzeug, mit dem Materialien erstellt und den in der 3-D-Szene vor-
handenen Objekten individuell zugewiesen werden. Verdeutlicht werden
die Schritte an dem Objekt Vase, das in Abschnitt 3.4 modelliert wurde,
dessen Modellierungsarbeiten gemifl dem in Kapitel 3 aufgezeigten Sta-
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Abbildung 8: Benutzeroberfliche des Materialeditors von 3ds max
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tus besitzt und als abgeschlossen betrachtet werden soll. In dieser Phase
konnen keine Aussagen iiber das Material des Objektes gemacht werden.
Die Farbigkeit des Objekts entspricht nicht der Realitdt, und die Ma-
terialbeschaffenheit des Objekts ldsst keine eindeutigen Aussagen zu. Es
handelt sich um ein unidentifizierbares Blau, das in groben Ziigen ent-
fernt an Plastikmaterial erinnern mag. Bis zu diesem Status entsprach
diese Bildasthetik zumeist den Erscheinungen in CG-Grafiken vor Ende
der 90er Jahre. Im Zuge der heutigen Materialerstellung soll Keramik als
Substanz fiir Vase angenommen werden. Im Materialeditor kann die Ma-
terialitdt von Keramik erstellt und der Vase zugewiesen werden. Hierzu
kann der 3-D-Artist im Materialeditor eine Oberfldchencharakteristik er-
stellen, die den Eigenschaften von Keramik in Bezug auf Porositit und
Glanzeigenschaften nahe kommt. Die Materialien lassen sich abspei-
chern und erméglichen so die Kopierbarkeit und damit die Ubertragung
auf eine Vielzahl anderweitiger Objekte. Dariiber hinaus liefert der Soft-
warchersteller eine Materialbibliothek mit, in der auf einen Vorrat ver-
schiedenster gebrauchlicher Materialien zuriickgegriffen werden kann.
Im Materialeditor von 3ds max stehen einzelne Farbkanister (material
slots) zur Verfiigung. Jeder Kanister, der das Material wie in der Ab-
bildung auf eine Kugelgeometrie projiziert, stellt ein Material dar, das ei-
nem oder mehreren Objekten in der Szene zugewiesen werden kann.
Zugrundeliegend fiir jedes Material ist der Schattierer (shader), der die
Lichtverteilung und -reflexion des auf die Oberfliche einfallenden Licht-
sim Wesentlichen definiert. Dieser shader kann durch zahlreiche Parame-
ter in seinem Wirkungsgrad variiert werden. Auflerdem konnen Bildtex-
turen dazu verwendet werden, die Oberfldche nicht nur in der Homogeni-
tat ihrer Beschaffenheit zu verdndern, sondern auch mit einem Farbmus-
ter zu versehen. Mit Hilfe der sieben vorhandenen Schattierer lassen sich
nahezu alle in der Natur vorkommenden Materialien simulieren. Glanz-
punkt und Rauheit der Oberfliche miissen addquat eingestellt werden.
»Um der Wirklichkeitsndhe eines Materials zu entsprechen, sollte man
sich nicht nur iiber die Farbe Gedanken machen, sondern auch iiber
Glanz, Rauheit und Abnutzung, die den meisten natiirlichen Materialien.
zu eigen ist« (Bell 2000: 67). Wihrend des Renderprozesses wird das
Material dem Objekt in der Renderpipeline zugewiesen; Licht bzw.
Schatten werden anhand des Polygonmodells ausgerechnet, ein Vorgang,
der eine gewisse Zeit in Anspruch nimmt. Das Bild muss, um das Ma-
terial und das Licht in der oben abgebildeten Qualitdt sehen zu konnen,
erst die Prozedur des Renderings durchlaufen, was in Abschnitt 3.3 aus-
fiihrlich erldutert wurde. Diese Restriktion erinnert ein wenig an die Ein-
schrinkung des Chemiefilms, fotografierte Bilder erst nach Entwicklung
des Filmmaterials begutachten zu konnen. Die Ansichtsfenster zeigen da-
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gegen das Objekt in skizzenhaft reduzierter Qualitdt, dafiir jedoch inter-
aktiv, so dass der 3-D-Designer ohne Zeitverlust seinen Modellierungs-
prozess ausfiihren kann. Kommen die Materialkomponenten sowie das
Licht- und Schattenspiel hinzu, sind die rechnerischen Anforderungen an
das System derart gestiegen, dass eine Echtzeitdarstellung nicht mehr im
Bereich des Moglichen liegt. Dies erklirt auch die Notwendigkeit nach
immer leistungsfdhigeren Rechnern, um schneller die Ergebnisse der 3-
D-Arbeit begutachten zu kdnnen. Je nach Umfang, Komplexitit und Be-
leuchtung kann sich die Renderzeit einer Szene betréchtlich erhdhen.

Abbildung 9: Gerendertes Bild des texturierten Vasenobjekts.

4.3 Kamera

Bordwell und Thompson gliedern die Kamera und deren Rolle in der
filmischen Bilderwelt als Aspekt der mise-en-scéne ein: »Mise-en-scene
[sic!] is at bottom a theatrical notion: The filmmaker stages an event to
be filmed. But a comprehensive account of cinema as an art cannot stop
with simply what is put in front of the camera« (Bordwell/Thompson
1993: 185). Bordwell/Thompson avancieren die Rolle der Kamera, die
die filmische Inszenierung von der einer Theaterinszenierung unter-
scheidbar werden ldsst. Trotz Objekthaftigkeit wird die Kamera im Spiel-
film zum dramaturgischen Teilhaber. Empirisch scheint dieser Ansatz
auf die Virtualitdt der 3-D-Computergrafikkamera tibertragbar und iiber-
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priifbar zu sein. Obgleich die von der Softwarekamera vermittelten Ren-
derings einmal mehr das Resultat algorithmisch basierter Rechenopera-
tionen sind und zunichst als weiteren Beitrag zur »Entmaterialisierung
der Bildproduktion« (Hoberg 1999: 37) betrachtet werden diirfen, ist das
mit der 3ds-max-Terminologie bezeichnete Kameraobjekt mit Parame-
tern ausgestattet, die es ihm erlauben, sich beziiglich des abbildenden
Funktionsumfanges dem apparativen Pendant des Realfilms anzunihern.
Dies zu untersuchen und der Frage nachzugehen, inwieweit sich im com-
putergenerierten Spielfilm durch Einsatz des Kameraobjekts potenzielle
Riickbeziige auf die diachrone Aufnahme oder feststellbare Abwendun-
gen von ihr ergeben, ist Ziel dieses Kapitels.

4.3.1 Die Aufgaben des Kameramanns im Realfilm

Abschnitt 4.2.1 erwdhnt Dryburgh mit seiner These, dass das Produk-
tionsdesign in der Rezeption auf eine nur geringe Greifbarkeit stof3t (Stu-
art Dryburgh, zit n. Ettedgui 2001: 7). Priimm greift denselben Gedanken
auf und wendet ihn auf den Beitrag der Kameraarbeit an, der in der letzt-
giiltigen Fassung des Films verschwindet:

Die Filmkritik, die sich in der Regel mit dem abgeschlossenen Ganzen abfindet,
geht zu selten gegen dieses Verschwinden an, verzichtet darauf, die Prozehaf-
tigkeit der Bildproduktion zuriickzugewinnen. Fiir gewo6hnlich werden die Leis-
tungen dem Regisseur oder den Schauspielern zugeschrieben (Priimm 1999:
17).

Angesichts der Bedenken von Priimm erscheint es angebracht, die Rolle
der Kamera interdisziplindr hervorzuheben, was mit Hilfe einer Be-
schreibung des Funktionsumfanges der Realfilmkamera geschehen soll,
der bei der anschlieBenden Untersuchung der mise-en-scéne Verwendung
findet. Dies wird auch im Hinblick auf die Frage evident, ob sich die
Softwarekamera von der Kunstfertigkeit des Kameramanns 16st, einer
Sichtweise, die Computerisierungsstromungen und ihre Automatisie-
rungsstrategien nicht nur innerhalb des Medialen nahe legen.

Zu einer eigenstindigen Kunstform wird der Spielfilm aufgrund der
Gestaltungsmoglichkeiten der Kamera, deren Aufgabe axiomatisch iiber
einen lapidaren Abbildungsvorgang der Motivik hinausgeht, um Bord-
wells/Thompsons eingangs des Kapitels erwdhnten Gedanken weiterzu-
fithren.

Dieser Schritt wird von Kiihnel iibernommen, der die vorldufig als
interdisziplindr anzusehende Kameraarbeit in drei Aufgabenbereiche ein-
teilt. Sie wird praktiziert (1) unter dem Gesichtspunkt der rdumlichen
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Wirkung: »Die Ubertragung der dreidimensionalen fiktionalen Welt der
ymise-en-scéne< [sic!] in das zweidimensionale Filmbild muss so gesche-
hen, dass die Illusion eines dreidimensionalen Raums entsteht« (Kithnel
2004: 87); (2) unter dem Gesichtspunkt der Bildkomposition und (3) un-
ter dem Gesichtspunkt der Dramaturgie, »d.h. im Hinblick auf die folge-
richtige Entfaltung der Filmhandlung« (ebd.). Der von Kiihnel triadrisch
ausgelegte Aufgabenbereich wird in der Rezeption wieder zu einem fil-
mischen Ganzen zusammengefasst, wie Priimm konstatiert:

Die Kamera faB3t alle Elemente der filmischen Inszenierung zusammen. Nur
was in ihrem Bildfenster erscheint, wird auf der Leinwand tiberhaupt sichtbar,
und auf dieses Erscheinen im cadre der Kamera hin werden alle Elemente ent-
worfen: Architektur, Raum, Requisiten, Kostiime, die Bewegungen der Schau-
spieler (Priimm 1999: 17).%

Die Ansitze von Kithnel und Priimm liefern geeignete Bedingungen fuir
einen Gestaltungsrahmen, innerhalb dessen sich Kameraménner gegebe-
nenfalls mit Stilelementen intermedial begegnen konnen. Neben den von
Kiihnel und Priimm erwihnten Punkten ist fiir den praktisch arbeitenden
Kameramann auch der work flow — verstanden als Komfortabilisierung
der Kameraarbeit — interessant, auf den einzugehen sein wird. In der
Preproduction beginnt die Arbeit des Kameramanns und damit die Fest-
legung der Bereiche, in denen nach Fertigstellung des Films Wirkungs-
felder zu suchen sind. Motive werden besichtigt, Drehorte auf ihre Eig-
nung tberpriift. Oft ist es tblich, anhand des Drehbuchs ein Storyboard
zu erstellen, das jede Sequenz in Einstellungsgrofien auflost. Dies ge-
schieht in Gemeinschaftsarbeit mit dem Regisseur, jedoch sind auch Bei-
spiele in der Filmgeschichte bekannt, in denen der Regisseur die meiste
Anzahl der Sequenzen und deren Auflésung dem Kameramann vertrau-
ensvoll tberldsst. In vielen Fillen wird die Auflosung erst kurz vor
Drehbeginn festgelegt. Am Set tiberwacht der Kameramann die Licht-
setzung, die Requisite, die Ausstattung und die Bedienung der Kamera
oder die Videoausspiegelung der Kamera am Monitor vor Ort.

Werner Bergmann®® ergiinzt das Aufgabenfeld eines Kameramanns:
Zu Beginn der Dreharbeiten, noch bevor die erste Klappe fillt, sucht der
Kameramann nach einer »Stilvorstellung« (Bergmann 1977: 64). Nicht
selten finden sich die Uberlegungen der Stilvorstellung auch fixiert in ei-
nem optischen Drehbuch in Form von Grundrisszeichnungen, Bildwin-
keleintragungen, Motivfotos, Einstellungsskizzen und den Angaben, die

45 Hervorhebungen des Originals.
46 Werner Bergmann arbeitete als Kameramann fiir die DEFA-Studios.
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zur Organisation einer Dreharbeit notwendig sind (ebd.: 72). Im An-
schluss daran trifft er eine Entscheidung fiir das richtige Filmmaterial.
Hier differenziert er verschiedene Empfindlichkeiten und Eigenschaften
fur die Nuancierung der Farbgebung. Das Drehbuch gibt meist dramatur-
gisch-pragnante Lichtsituationen vor: »Auflen Tag, Sonne¢, >Innen
Nachts, »Tag triib< sind in jedem Drehbuch jeweils vermerkt, hergeleitet
von den Handlungsnotwendigkeiten« (ebd.: 68). Als nichster Schritt ist
es notwendig, »die beniitzte »>AuBen<«-Stimmung (bei Landschafts- und
Naturmotiven), wenn der Handlungsgang beide verkniipft, auch >Innenc
(Original- oder Atelierdekorationen) durch die Art der Beleuchtung her-
zustellen« (ebd.: 69). Die Wahl des richtigen Objektivs entscheidet iiber
subjektive Wahrnehmungen. Zur Arbeit des Kameramanns duflert sich
Billy Williams*:

Als Kameramann muss man seine Technik kennen und ein vollstdndiges Ver-
standnis fiir all die Elemente und die chemischen Prozesse der Fotografie ent-
wickeln. Man muss wissen, was verschiedene Objektive und Filter bewirken,
man muss die Emulsionen und das Licht kennen. So wie ein Maler verschie-
dene Farben und Pinsel benutzt, so miissen auch wir wissen, wie man verschie-
dene Elemente verwendet. Mittlerweile ist solches Wissen sogar noch wichti-
ger, weil die Mittel, iiber die ein Kameramann verfiigen kann, enorm an-
spruchsvoll geworden sind. Die Objektive sind schneller und schirfer gewor-
den, was sehr gut fir Action- und Science-Fiction-Filme ist, aber manchmal zu
hart fiir romantischere Themen. Es ist wichtig zu wissen, wie man mit Netzen
und Unschirfe arbeitet, um das Bild weicher zu machen. Wihrend der Kamera-
mann in den siebziger Jahren nur einen Typ von Filmmaterial hatte (100 ASA),
verfugt er heute iiber vielfiltige Mittel in Sachen Geschwindigkeit, Kontrast
und Kornigkeit (Billy Williams, zit.n. Ettedgui 2000: 94).

Williams nennt dsthetisch-tiefgreifende, aber auch chemisch-technische
Aspekte des fotografischen Abbildungsprozesses. Die beschriebene Hand-
habung der Filmkamera und ihre Gestaltungsweise schiarfen den Unter-
suchungsblick auf die synthetisch arbeitende Kamera. Bevor aber der
Einfluss materieller bzw. immaterieller Abbildungsinstrumentarien be-
schrieben wird, soll der diachrone Abbildungsraum der Kamera im Real-
film und im Trickfilm differenziert werden.

47 Billy Williams fungierte als Kameramann bei Filmen wie The Wind And
The Lion (USA 1975, Regie: John Milius), Gandhi (England 1982, Regie:
Richard Attenborough), Billion Dollar Brain (USA 1967, Regie: Ken Rus-
sell).
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4.3.2 Disposition des Abbildungsraums
der interdisziplinaren Kamera

Jeder Kameramann komponiert wie alle visuellen Kiinstler in drei Di-
mensionen. Monaco bezeichnet sie als »die drei Codes der Bildkomposi-
tion« (Monaco 1980: 171): ein Code betrifft die »Bildebene«, ein zweiter
die »Geografie des Raums«, der gefilmt wird, und der dritte betrifft den
»Bereich der Tiefen-Wahrnehmung« (ebd.). Monaco erklart, dass — wenn
es sich nicht um einen Zeichentrickfilm handelt — der Kameramann unter
anderem die Bildebene in der geografischen Ebene aufbauen muss, wo-
bei die geografische Ebene und die der Tiefen-Wahrnehmung aufeinan-
der abgestimmt sind (ebd.). Monacos Abbildung der Drei-Kompositions-
Ebenen (ebd.: 174) kongruiert mit dem Weltkoordinatensystem von 3ds
max. Die Bildebene wird durch die x/y-Achse, die geografische Ebene
durch die x/z-Achse und die Tiefenebene durch die y/z-Achse definiert.
Es darf daher abgeleitet werden, dass der 3-D-Artist sich derselben Co-
des bedient, wie es der visuell arbeitende Maler in der Tradition seit Eta-
blierungsbeginn fluchtpunktbezogener Grafiken tut. Die Anwendersoft-
ware ist so konzipiert, dass sich der mit dem Kameraobjekt arbeitende
CG-Artist in einem durch die Ansichtsfenster der Benutzeroberflidche er-
fahrbaren Raum wiederfindet. Dies ermdglicht ihm, sich den Gesetz-
miBigkeiten der diachronen Aufnahme zu nihern. Will der 3-D-Artist
die im virtuellen Raum existierende 3-D-Szene mittels eines Kameraob-
jekts betrachten, unterwirft er sich historisch vorherrschenden Normativ-
en der perspektivischen Wahrnehmung. Der 3-D-Artist muss sich infol-
gedessen gemeinsam mit dem real arbeitenden Kameramann identischen
Fragen iiber Entfernung zum Motiv, Winkel, Bewegung und Standpunkt
der Kamera (Monaco 1980: 182) stellen. Die Aspekte der Fragestellung-
en beider Kameraménner erstrecken sich also auf die Teilgebiete (1)
Standpunkt (2) Einstellungsgrofen/Brennweiten, (3) Bewegungen der
Kamera. Diese Oberbegriffe decken detailliertere Faktoren ab wie Ka-
merafahrt, -schwenk, Betrachtungsposition und -winkel, Einstellungs-
groflen und Tiefenschéirfe. Monaco betont, dass die Teilbegriffe in der
Praxis recht unterschiedlich verwendet werden*®, aber dennoch »inner-
halb gewisser Grenzen ihre Giiltigkeit« (ebd.: 183) besitzen. Er gliedert
diese Begriffe unter dem Sammelbegriff der diachronen Aufnahme ein.

48 »Die Nahaufnahme des einen ist fiir den anderen eine »GroBaufnahme«, und
keine Filmakademie hat (bis jetzt) den genauen Punkt festzulegen versucht,
an dem eine halbtotale Einstellung eine Totale wird oder die Totale sich in
eine Panorama-Einstellung verwandelt« (Monaco 1980: 183).
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Abbildung 10: Perspektivviewport 3ds max

Abbildung 11: Die drei Kompositionsebenen nach Monaco.

Der erste Aspekt der diachronen Aufnahme, die Perspektive, hingt von
der Beziehung zwischen Kamera und Objekt im Raum ab. Die Schwenk-
achse (vertikal) ist die Achse des Anndherungswinkels, sie ist entweder
rechtwinklig oder schrig. Die Neigungsachse (horizontal von links nach
rechts) bestimmt, von welcher Hohe die Kamera das Motiv aufnimmt:
Vogelperspektive, Obersicht, Augenhohe, Untersicht und eventuell
Froschperspektive sind hier verwendete Grundbegriffe. Die dritte Blick-
variante verlduft in Richtung der z-Achse, also die zum Kameraobjektiv
parallel verlaufende Achse (ebd.: 187). Die Brennweite des Objektivs der
Kamera nimmt Einfluss auf die Tiefenwirkung und Abbildungsgréfie von
Motiven im Bildausschnitt (vgl. Bordwell/Thompson 1993: 191). Die
Brennweite bezeichnet die Distanz des Zentrums des Objektivs zur Ebe-
ne des zu belichtenden Films und wird in Millimeter angegeben. Ka-
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meras besitzen entweder Objektive mit einer festeingestellten Brennweite
oder Varioobjektive, die die Brennweite innerhalb eines bestimmten Be-
reiches verdndern. In der Kinematografie haben sich drei verschiedene
Brennweiten als normativ herausgestellt: Weitwinkel bezeichnet alle
Brennweiten von weniger als 35mm.*’ Diese Brennweiten bewirken u.a.
den Effekt, dass die Entfernung von Vordergrund und Hintergrund grof3
zu sein scheint (vgl. ebd.). Objekte, die sich der Kamera nidhern oder von
ihr wegbewegen, erfahren abruptere GroBenwandlungen. Die Wahl der
Brennweite ist individuell. So erzihlt Harris Savides: »All our wide shots
were filmed on the 27 mm lens and the close-ups were on the 75 mm
lens. It gives the movie its own palette and atmosphere and by driving
that across, it has this visceral integrity I want to impart on the audience«
(Harris Savides, zit.n. Ballinger 2004: 161). Die beiden anderen Brenn-
weiten sind die normale Brennweite (50mm) sowie die sogenannte Tele-
brennweite, in der weit entfernte Objekte nah herangeholt werden koén-
nen mit der Wirkung, dass relative Entfernungen zwischen den Objekten
nicht mehr als solche erkannt werden kénnen. Vorder-, Mittel- und Hin-
tergrund scheinen zu einer Ebene zu verschmelzen.

Der zweite Aspekt der diachronen Aufnahme ist die Einstellungs-
groBe einer Kamera, die die Distanz von Kamera zum Motiv (Zielobjekt)
beschreibt. Die Spannweite dieser Einstellungsgrofien lautet wie folgt:
Panoramaeinstellung oder Totale, Halbtotale, Halbnah, Nah, Amerika-
nisch, Grof3, Detail (vgl. Hickethier 1975: 45ff). Dem zuzurechnen ist
auch die Abbildungsschirfe der Kamera. Die Schirfe ist eine weitere
wichtige Variable in der Syntax der Einstellung (ebd.: 185) und wird un-
ter den Bezeichnungen Schirfentiefe bzw. Tiefenschirfe zu einem Ge-
staltungsmittel. Sie beschreibt den Bereich vor der Kamera, innerhalb
dessen ein Motiv noch scharf abgebildet werden kann. Verlédsst das Ob-
jekt den Bereich nach vorne zur Kamera hin oder nach hinten auf den
Hintergrund zu, so wird das Objekt mit zunehmender Entfernung aus
dem Schirfebereich unschirfer (vgl. Bordwell/Thompson 1993: 194).
Schirfentiefe ist eines der wichtigsten Kennzeichen der Asthetik, die die
mise-en-scéne betont. Monaco unterscheidet zwei Arten von Schérfe-
wechseln: Schérfenmitfithrung — die Schirfe wird gewechselt, damit die
Kamera ein sich bewegendes Objekt im Schéirfebereich behalten kann —
und Schirfeverlagerung — die Schirfe wandert vom Hintergrund zum
Vordergrund bzw. umgekehrt, um die Aufmerksamkeit des Rezipienten
von einem Objekt zum anderen zu lenken. »Scharfenmitfithrung war ei-

49 Die Wirkung der Brennweitenangabe ist auch abhéngig von der verwen-
deten Filmformatsgr6fe. Die hier angegebenen Zahlen von Bordwell und
Thompson beziehen sich auf das 35-mm-Filmformat.
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nes der grundlegenden Mittel des Hollywood-Stils, wegen ihrer Fahigkeit
bewundert, die Aufmerksamkeit auf dem Gegenstand zu belassen« (ebd.:
185).

Als dritten und letzten Aspekt der diachronen Aufnahme besitzt die
Kamera neben Schwenkeigenschaften Fahreigenschaften. Im Realfilm
kommen hier Werkzeuge wie der sogenannte Kamerawagen Dolly oder
der Kran zum Einsatz. Neben der Hand- bzw. Schulterkamera ist seit ca.
Anfang der 80er Jahre das SteadiCam-System hinzu zu zdhlen. Meist
geht es bei den Kamerafahrten um Verfolgung, Zentrierung oder Verin-
derung eines Motivs (ebd.: 189). Die Aspekte der Betrachtungsposition
und Brennweite konnen auch unter dem Sammelbegriff »Bildausschnitt«
zusammengefasst werden. Ebenso bilden Kamerafahrten und -schwenks
einen gemeinsamen Oberbegriff yKamerabewegungc.

Alle Aspekte der diachronen Aufnahme koénnen auf den kleinsten
gemeinsamen Nenner der Beseitigung korperlicher Beschrankungen zu-
riickgefithrt werden. Die diachrone Aufnahme nutzt und erweitert ihre
Moglichkeit, den Zuschauer zu entkorperlichen und ihn auf eine Reise
mitzunehmen, auf die er sich — so der suggestive Grundappell — aufgrund
seines eigenen Sehvermdgens nicht hitte begeben kénnen. Filmhistorisch
ist deswegen eine Entwicklung der Bewegungs- und Kamerafiihrungsin-
strumentarien genauso beobachtbar und erklirbar wie eine immer kleiner
und ergonomischer werdende Apparativkamera.

4.3.3 Die synthetische Kamera in der 3-D-Applikation

Eine realexistierende Filmkamera mag der Leser womdglich schon ein-
mal gesehen haben; dem gegeniiber steht die virtuelle, nicht greifbare
Kamera als Objekt innerhalb des von der 3-D-Applikation zur Verfiigung
gestellten Raumes. Der Sachverhalt der synthetischen Kamera bedarf ei-
nerseits Erlduterung ihrer Funktionalitédt und andererseits einer Prézisie-
rung ihrer Resultate. Wiahrend der Film »eine Reproduktion der von der
Kamera reingefangenen< Realitit« (Kandorfer 1987: 75) ist, stellt die
synthetische Kamera ein Ubergabemittel von der dreidimensionalen Vir-
tualitdt zu den fiir die zweidimensionale Ansicht verantwortlichen Ren-
derinstrumentarien dar. Dies geschieht sowohl in Echtzeit innerhalb des
Software-Ansichtsfensters als auch nach vorberechneten Renderings in
eine einschldgige Bilddatei. Die dadurch entstehenden bzw. die vom Re-
zipienten wahrgenommenen computergenerierten Bilder mittels Synthe-

50 Hervorhebungen des Originals.
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tikkamera sind also keine Fotografien.’' Das Bildmotiv war im Gegen-
satz zur Fotografie bzw. zum Film als »Erweiterung der Fotografie«
(Kracauer 1973: 11) nicht schon vorher als »fotografische Realitit«
(Kandorfer 1987: 75) vorhanden. Dennoch wird in der Terminologie der
CGI stets von einer Kamera gesprochen:

Der Begriff der synthetischen Kamera hat sich bei der Erzeugung dreidimensio-
naler Szenen als hilfreiche Metapher erwiesen [...]. Wir stellen uns vor, dafl wir
die Kamera an jede beliebige Stelle bewegen und in jede Richtung drehen kon-
nen und durch Betdtigen des Verschlusses ein zweidimensionales Abbild eines
dreidimensionalen Objekts erzeugen konnen [...]. Die Kamera wird bei Bedarf
auch zu einer Filmkamera. Damit kénnen wir eine animierte Sequenz erzeugen,
die das Objekt in einer Vielzahl von Richtungen und VergroBerungsstufen
zeigt. Die Kamera ist natiirlich nur ein Computerprogramm, das eine Darstel-
lung auf einem Bildschirm erzeugt (Foley 1994: 223).3

Foleys Beschreibung legt die Sicht nahe, eine virtuelle Kamera besitze
die programmatische Aufgabe, den Standpunkt der Betrachtung (point of
view, vgl. Monaco 1980: 199) in der Gesamtszene zu bestimmen, um
dann die so gewonnene Perspektive an den Renderer weiterzuleiten. Sie
selbst fungiert jedoch nicht als Speicherinstrument und dhnelt damit in
ihrer Funktionalitdt eher einer elektronisch arbeitenden Fernsehiibertra-
gungskamera. Doch nicht nur der point of view ist in der 3-D-Szene zu
simulieren, sondern vielerlei Parameter ihres realen Pendants sind der
virtuellen Kamera zuzuweisen, die einen kausalen Zusammenhang mit
der Bildung einer eigenen bildkompositorischen Wirkung besitzen und
im Einklang mit dem o.g. Ansatz von Bordwell/Thompson stehen. Dabei
hat ihre Synthetik keinen unmittelbaren Einfluss auf die visuelle Asthetik
des CG-Films, was im Gegensatz beispielsweise zu einer Videokamera
steht, deren elektronisches Konzept nicht ohne Wirkung auf das Erschei-
nungsbild ihrer Aufnahmen bleibt.

Neben der orthografischen Darstellung von Netzobjekten im virtuel-
len Raum mit Hilfe der Ansichtsfenster ist eine perspektivische Wieder-
gabe unabdingbar. Ohne die Bestimmung eines meist durch das Kamera-
objekt vermittelten Betrachterstandpunktes kann die bildliche Darstel-
lung einer 3-D-Szene nicht ermdglicht werden.

51 Zu einer Fotografie im weitestem Sinn wird der im Kinosaal vorgefiihrte
computergenerierte Film hochstens insofern, als die digitalen Bildserien im
Kopierwerk auf einem 35-mm-Internegativ ausbelichtet werden zur Ferti-
gung von 35-mm-Theaterkopien.

52 Hervorhebungen weggelassen.
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Der Bezugspunkt Kamera bzw. Zuschauerauge wird in der 3-D-Um-
gebung simuliert mit Hilfe des Kameraobjekts. Auch die Einbringung
mehrerer Kameras in dieselbe Szene ist moglich, Kerlow spricht hierbei
von multiple cameras (Kerlow 1996: 122).

Die Kamera ist in 3ds max ein selbst nicht renderfahiges Objekt, das
in die Szene gesetzt wird und dieselben transformatorischen Einsatz-
moglichkeiten wie jedes andere Objekt besitzt. Die Kamera kann frei po-
sitioniert werden und ihr Standpunkt auf Zeit verdndert bzw. animiert
werden. Thr Blickfeld wird tiber das Viewport angezeigt. Ihre Position als
auch die Einstellung von Brennweite und Orientierung kann mit der
Maus oder mit numerischer Tasteneingabe getétigt werden. Die virtuelle
Kamera ist mit verdnderbaren Parametern ausgestattet, die es erlauben,
die Eigenschaften einer realen Kamera exakt nachzuvollzichen bzw. zu
simulieren.

Abbildung 12: Das Kameraobjekt in der Szene und das angezeigte
Kameraansichtsfenster sowie die Palette der verdnderbaren Parameter.

Zu den Kameraparametern nennt Miller vorrangig das Blickfeld der Ka-

mera. Das Blickfeld (field of view) beschreibt den Bereich einer Szene,
den man in einer realen Kamera durch den Sucher iiber das Kameraob-
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jektiv sehen wiirde. Dieses Blickfeld wird in einem der Ansichtsfenster
angezeigt (vgl. Miller 2000: 655). Neben einem bestimmt festgelegten
Blickfeld besitzt die Kamera als Abbildungsparameter auch eine be-
stimmte Brennweite. Die Brennweite ist ebenso wie bei der realen Film-
kamera »die Entfernung des Objektivmittelpunktes vom Brennpunkt der
Kamera« (ebd.: 656). Der Wert der Brennweite ist ein verdnderbarer
Zahlenwert und wird in Millimeter gemessen. Werte unter 5S0mm be-
schreiben ein Weitwinkelobjektiv, Werte iiber 50mm werden zum Tele-
objektiv. Wird die Brennweite in 3ds max liber Zeit verdndert bzw. ani-
miert, so erhilt man einen Zoomeffekt.

Neben der Wahl des Blickfeldes und der Brennweite ist die Bewe-
gung der Kamera ein entscheidendes Gestaltungsmittel der Szene. Alle
Verdnderungen hinsichtlich der Position, Drehung oder Skalierung, die
in 3ds max nicht nur die geometrischen Objekte betreffen, werden als
Transformationen bezeichnet: »Diese Transformationen werden verwen-
det, die relative Position, Drehung oder Skalierung eines Objekts beziig-
lich seiner Ausgangswerte zu berechnen« (Miller 2000: 668). Diese
Transformationen sind animierbar.

Die synthetische Kamera kann alle Bewegungen einer realen Kamera
in ihrem Raum simulieren: »Because computer animation creates fully
dimensional settings, the [...] »camera< could go above, below, in and
around the action as well as simply stand still« (Lasseter/Daly 1995: 64).
Wird die Kamera gefahren, so kann dies geschehen, um einen endgiilti-
gen Betrachtungsstandpunkt anzusteuern und sie dort zu belassen, oder
die Fahrt wird von Position A nach Position B animiert, um eine Kame-
rabewegung in der 3-D-Szene auf Zeit zu erhalten; die Kamera bewegt
sich so in der gewiinschten Bahn innerhalb der festgelegten Zeitspanne.

Wenn sich die Begriffe auch unterscheiden mégen, so verdeutlicht
die Konzipierung des Kameraobjekts in 3ds max, dass der Artist auf die-
selben Steuerelemente zuriickgreift, die auch fiir die Realfilmkamera gel-
ten. Es gilt festzuhalten, dass funktionale Grundparameter einer Film-
kamera sich in der virtuellen Ausfiihrung erkennbar wiederfinden lassen.
Die Entwickler der 3-D-Software etablieren eine treffende Metapher des
digital-szenischen 3-D-Betrachterstandpunktes fiir die klassisch arbeiten-
de Filmkamera. Die oben erlduterten Stichpunkte der diachronen Auf-
nahme und des Transformationspotenzials zeigen auf, dass die 3-D-Ap-
plikation als Metapher fiir das Filmstudio gesehen werden kann (vgl.
Miller 2000: 652). Die CGI-Kamera sieht und filtert alles, was sich in der
Szene befindet, sofern die Objekte renderfihig und nicht explizit von der
Kamera ausgeschlossen sind.>* »[J]ede Lichtquelle, jedes Kostiim, jedes

53 Weitere Moglichkeiten der CG-Kamera werden im Anschluss beschrieben.

136

14.02.2026, 08:30:26. https://www.inlibra.com/de/agb - Open Access - Tz


https://doi.org/10.14361/9783839406359-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

ARBEITSFELDER DER COMPUTERGENERIERTEN INSZENIERUNGSFORSCHUNG

Utensil und jede Handlung ist der Interpretation durch die Kamera un-
terworfen« (ebd.). Nach Millers Ansatz zeigen sich in der diachronen
Aufnahme zunichst keine sich dramaturgisch auswirkende Differenzen
beider Kameraauspridgungen. Daraus wird ableitbar, dass sich visualisti-
sche Entscheidungen eines CG-Animators im Grundsatz ebenso auswir-
ken wie die des am Realfilmset arbeitenden Kameramanns. Diese Fest-
stellung wird von Jones/Bonney bestitigt: »All the methods of cinema-
tography [...] are also valid in CG animation« (Jones/Bonney 2000:
409). Die globale Hauptaufgabe des cinematographers und des virtuell
arbeitenden CG-Kameramanns wird identisch: »to involve the audience
in the scene through the use of a camera« (ebd.).

Die von Miller und Jones/Bonney zitierten Feststellungen legen die
Sicht nahe, apparative und virtuelle Filmkameras seien auf dramaturgisch
genutzter Ebene synkretistisch. Demgegeniiber stehen AuBerungen bei-
spielsweise von Veltman, der beziiglich des elektronischen Perspektiv-
raumes die »Situation grundlegend verdndert« und »den Prozef3 der Illu-
sionserzeugung fragmentiert« sieht (Veltman 1995: 40). Dies ist als iso-
lierendes Verhalten gegeniiber anderen filmischen Kunstfertigkeiten zu
verstehen, insbesondere gegeniiber dem erweiterten, noch zu beschrei-
benden Funktionsumfang der synthetischen Kamera, den reale Kameras
innerhalb ihres linsenbasierten Abbildungsprozesses nicht aufweisen
konnen. Die Vermutung soll nachfolgend iiberpriift werden anhand der
diachronen Aufnahme, die Betrachtungen fallbezogener Kameraeinsitze
einschlieft. Um dem Ziel der diachronischen Aufnahme — der Loslosung
von der Bodenstindigkeit — gerecht zu werden, wichst der Aufwand von
filmtechnischen Manévriergeriten, die die Kamera iiber bestimmte Min-
destanforderungen hinaus bewegen, im live-action-Film an. Ein Kame-
rawagen auf Schienen, der die Kamera zusammen mit ihrem Kamera-
mann (operator) féhrt, wird als Dolly bezeichnet. Er wird gefahren vom
Dolly Fahrer (dolly grip), dessen Aufgabe es ist, diesen Wagen sanft an-
zuschieben und abzubremsen, um die Kamera mit dem Geschehen ge-
mifl den Anweisungen des Regisseurs zu synchronisieren. Wenn die
Kamera parallel zu ihrem Objektiv gefahren wird, bezeichnet man dies
als dolly move. Dagegen steht die Seitwirtsbewegung, genannt tracking
shot. Ein tracking shot wird effektiv eingesetzt in Coppolas The God-
father Part II (USA 1974, Regie: Francis Ford Coppola). Hier verfolgt
die Kamera den jungen Vito Corleone, der sich zum Ziel gesetzt hat, ei-
nem Gegenspieler vor dessen Wohnung aufzulauern. Die Kamera ver-
folgt ihn unterwegs tiber den Déchern.

Der tracking shot beschrinkt sich nicht auf eine stringente Linie. Die
Kamera kann um Ecken fahren, vorwirts sowie riickwérts, zum Stehen
kommen und sich wieder weiter bewegen bzw. dabei die Geschwindig-
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keit verdndern. Neben den Bewegungen auf geografischer Ebene bzw.
auf der Tiefenebene (Monaco 1980: 171) sind auch die vertikalen Bewe-
gungen auf der Bildebene (ebd.) zu untersuchen. Diese werden als Ka-
merahochfahrt oder Kranaufnahme (crane shot) bezeichnet. Der bekann-
teste crane shot der Filmgeschichte diirfte die Einstellung aus Gone With
The Wind (USA 1939, Regie: Viktor Fleming) sein, als Scarlett O’Hara
einen Schritt auf den Platz neben den Eisenbahnschienen voller verwun-
deter Soldaten wagt. Die Kamera folgt ihr nicht, sondern gewinnt lang-
sam an Hohe und enthiillt somit das ganze Ausmal} des Schreckens auf
dem Platz, wo hunderte von verwundeten Soldaten wahllos verteilt her-
umliegen; schlieBlich endet die Hochfahrt der Kamera, als sie sich auf
gleicher Hohe wie die an einem Mast wehende Flagge der Konfoderier-
ten befindet und diese mit ins Bild nimmt. Eine Kamerahochfahrt ver-
setzt den Zuschauer gegeniiber der Filmfigur in eine avanciertere Posi-
tion mit zweifacher Auswirkung. Sie wirkt zum einen >enthiillend< und
deckt Verborgenes auf, verleiht zum anderen das Gefiihl, {iber den Er-
eignissen zu stehen. Die Wirkung kann durch eine Kombination aus
Krankamera und fahrender Kamera potenziert werden, wie es die An-
fangssequenz von Touch of Evil (USA 1958, Regie: Orson Welles) zeigt,
die aus einer langen Kamerafahrt besteht. Die Kamera verfolgt anfangs
einen Wagen auf der néchtlichen Strafle. Sie nimmt gréere Distanz zu
dem fahrenden Auto ein, gewinnt an Héhe und bewegt sich tiber Dacher
der Hauser hinweg. Sie endet auf den Protagonisten, die Zeuge werden
von einer Explosion des vorher gezeigten Autos.

Die Wirkung, wie sie in der Kamerahochfahrt beschrieben wurde,
wird erweitert um den Faktor Dynamik. Das Verborgene wird nicht nur
stationdr aufgedeckt, sondern auch interszenisch ausgedehnt und damit
die Dominanz iiber das Geschehen erlangt. Um eine solche Kamerabe-
wegung zu erreichen, bedurfte es des Einsatzes zahlreicher filmtechni-
scher Gerite.

Die materielle Gebundenheit der Filmkamera bestimmt entscheidend
die daraus resultierende Bildgestaltung, die Auswirkungen auf die Re-
zeption transportiert. Der Apparatismus des Realfilms kann — meist be-
dingt durch Budgetierung der Filmproduktion — bescheiden sein oder ko-
lossale Ausmalfle annehmen. In beiden Fillen bleibt der Apparatismus nie
ohne Auswirkung auf das Gesamtbild des Filmwerks, denn er beeinflusst
stets Szenenauflosungsprozesse und point-of-view-Entscheidungen. Der
Kameramann Jost Vacano gibt Einblicke in den ungeheuren Material-
aufwand sowie den Einsatz von Personal.’® Vacano steht fiir bestimmte

54 Vacano geht in seinem Aufsatz vorrangig auf die Unterschiede von ame-
rikanischer und deutscher Produktion ein. Vacano setzt den amerikanischen
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Spielfilmprojekte als director of photography” einem Team von vier
Leuten vor, neben dem Operator noch drei weiteren Assistenten, die fiir
Filternotwendigkeiten oder Filmmaterialanforderungen bereit stehen.
Dariiber hinaus steht dem Kameramann ein »Licht-LKW« (Vacano
1999: 93) zur Verfligung: »Das ist eine Art Sattelschlepper, eine Zugma-
schine, auf die ein Riesenkasten draufmontiert wird. Er ist vergleichbar
mit einem riesigen Mobelwagen. Bestiickt ist er mit allem, was man sich
an Beleuchtungsgegenstinden und sonstigen Utensilien vorstellen kann«
(ebd.). Die Ausriistung wirkt der Gefahr entgegen, dass man ein licht-
technisches Werkzeug entbehren muss, obwohl Dramaturgie und Hand-
lung der Szene es bedingen. »Die Situation, dal man eine bestimmte
Lampe braucht, die aber nicht bekommen kann oder erst holen muf3, da
schon alle eingesetzt sind, ist unvorstellbar« (ebd.).

Der Materialaufwand findet seine Fortsetzung im »Biithnenequip-
ment«: »Man hat grundsitzlich einen grofen und einen kleinen Dolly
[...]. Auch Kran und Schienen in allen Ausfithrungen sind immer dabei«
(ebd.). Da aufwindige Apparatur auch mit hoheren Kosten verbunden ist,
zeigt den Einfluss des Apparatismus auf einen weiteren Aspekt, der eine
filmisthetische Entscheidungsfindung beinhaltet. Der mit der Apparatur
untrennbar verbundene Kostenfaktor, das Budget, stellt ein Merkmal dar,
das von Kameraménnern in bestimmten Situationen ein Umdenken er-
fordert. Improvisationen am Drehort zur Vermeidung kostenintensiver
Bauten und Techniken sind unvermeidbar. Der Kameramann sucht nach
Auswegen. Hilgart berichtet diesbeziiglich iiber ein Problem des Kame-
ramanns Jost Vacano bei den Dreharbeiten zu dem Film Das Boot
(Deutschland 1980, Regie: Wolfgang Petersen): In der Enge des Bootes —
es wurde fiir diesen Film komplett in einem Stiick gebaut — sollte Vacano
Kamerafahrten durch alle Bootsektionen durchfithren. In diesem spe-
ziellen Fall gab es keine herausnehmbaren Winde, was fiir eine Filmde-
koration uniiblich ist. Dies bedeutete fiir Vacano, die Kamera durch die

Standard als MalBstab, der hier wiedergegeben werden soll, im Gegensatz
zum deutschen Standard, wo die MaBstabe und Budgets wesentlich geringer
sind.

55 In Amerika wird zwischen director of photography und camera-operator
unterschieden, zwei Berufe mit klar getrennten Aufgabenbereichen. Jedoch
sind Aussagen bekannt, in denen diese strikte Teilung wieder verwéssert
wird. So berichtet John Seale: »Ich arbeitete zundchst als zweiter Kamera-
assistent, zustdndig fiir die Schirfeeinstellung, bevor ich selbst begann, als
Operator die Kamera zu fiihren. [...] Noch heute, als Director of Pho-
tography, versuche ich so oft als moglich, die Kamera selbst zu fithren«
(John Seale, zit.n. Ettedgui 2000: 135).
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engen, runden Luken tragen zu miissen, durch die die einzelnen Sektio-
nen unterteilt sind (Hilgart 2000: 9).°¢

Das von Hilgart angesprochene Raumproblem wird zu einem stilbe-
einflussenden Element der mise-en-scéne, da sich Stil »aufgrund von
subjektiven Zwidngen entwickelt, denen man sich unterwerfen mufB«
(ebd.: 27). Dies untermauert Hilgart mit dem Bericht iiber weitere Dreh-
situationen, die sich dem Kameramann Axel Block ergaben und ihn »zu
einer Art Gewohnheit« (ebd.) bei der Wahl der Optiken oder Beleuch-
tung fiihrte: Block war in den USA bei dem von ihm gedrehten Film
Highway 40 West (Deutschland 1980/81, Regie: Hartmut Bitomsky) fest
davon tiberzeugt, lange Brennweiten zu bendtigen, weil er aufgrund des
groflen Platzangebotes es sich leisten konnte. Zuriick in Deutschland
wurde plotzlich, aufgrund der beengenden Situation, unter anderem auch
bei Innendrehs, das Weitwinkel-Objektiv zum unentbehrlichen Werk-
zeug. Das war die Ursache, um alle folgenden Nachteile wie Vorteile der
Objektivwahl »einfach zu akzeptieren« (ebd.).

Von groBeren Strapazen war die Arbeit des Kameramanns Jack Car-
diff geprdgt. Er berichtet, dass nicht nur kamerarelevante Einschrin-
kungen die Filmarbeit und damit das spitere Filmwerk beeinflussen,
sondern auch das notwendige Zubehor:

Im Falle von African Queen [USA 1951, Regie: John Huston] erkrankte die ge-
samte Crew an Ruhr und Malaria, weil wir nicht bemerkten, dass der Wasser-
filter nicht funktionierte, und wir deshalb verseuchtes Wasser tranken — abge-
sehen von John Huston und Humphrey Bogart, die nur Whisky zu sich nahmen.
Doch wir mussten nicht nur mit Krankheiten klarkommen, sondern auch mit
geféhrlichen Drehbedingungen, zum Beispiel Stromschnellen, bei denen wir
riskierten, von Holzstimmen zerschmettert zu werden. Eine Einstellung in ei-
nem Strudel wurde zum Desaster. Pl6tzlich bemerkte ich, dass all meine Lam-
pen und Reflektoren sich im Kreis drehten. Wenn wir einmal aus der Turbulenz
herausgeraten wéren, hitte es keine Moglichkeit zum Nachdrehen gegeben. Mit
aufrichtigem Gesichtsausdruck erklérte ich John Huston, dass es schon wire,
den Take zu nehmen — und niemand scheint jemals die Méangel gesehen zu ha-
ben. Unter solchen Umstdnden kann es sich der Kameramann nicht leisten, Per-
fektionist zu sein. Man muss sich anpassen (Jack Cardiff, zit.n. Ettedgui 2000:
21).%7

56 Der Einsatz einer SteadiCam war hier ebenfalls nicht moglich, da das Ge-
stell zu grof3 gewesen wire fiir die Luken (Hilgart 2000: 9).
57 Hervorhebungen des Originals weggelassen.
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Die gesammelten Einblicke praktisch arbeitender live-action-Kamera-
minner offenbaren Restriktionen, die apparative Kameras — insbesondere
am Beispiel ihrer Bewegung — durchlaufen miissen. Materialaufwand,
Equipmentvoraussetzungen und Budget bedingen sich gegenseitig und
wirken sich in finaler Umsetzung auf den kameraorientierten Aspekt der
mise-en-scéne aus.

Der Materialaufwand entfillt bei der virtuellen Kamera vollig. Der
zum Kameramann spezialisierte 3-D-Artist verzichtet in der CGI auf den
Materialassistenten, der fiir Aufgaben wie Filmwechsel in der Dunkel-
kammer, Objektivwechsel und Reinigung der Mechanik zustindig ist.
Ebenso die Dollyfahrer entfallen vollstiandig.

Kostenintensive Lieferung und Einsatz von Kamerakrinen, um in die
Vogelperspektive zu fahren, sowie die dazu benotigten Helfer entfallen
ebenso. Diese Fakten lassen die Gebundenheit der virtuellen Kamera an
physikalische Gesetze aufheben. So ist es moglich, die Kamera bzw. das
Zuschauerauge Positionen einnehmen und Fahrten vollziehen zu lassen,
die im Realfilm nicht denkbar sind. »Das Sehen aus unmdoglichen Posi-
tionen heraus, das Einnehmen immaterieller Standpunkte, die mit dem
Korper oder einer Kamera nicht zu besetzen wiren, macht einen Grofteil
der soghaften, faszinierenden Wirkung [...] aus« (Hoberg 1999: 35).
Dies duBert sich in Transformationen, d.h. die Synthetikkamera kann
Distanzen in beliebig kurzer oder langer Zeit tiberbriicken, in allen Rich-
tungen, wo beispielsweise bei Realfilmarbeiten auf teuer einzusetzendes
Geridt wie Kamerakran, Dolly oder SteadiCam zuriickgegriffen werden
muss, um vergleichbare Aktionen zu erreichen.

Der nahezu frei wihlbare Standpunkt sowie die unkompliziert ein-
setzbare Bewegung der Kamera im virtuellen Raum werden zum we-
sentlichen Hauptargument bei der Beantwortung der Frage nach Charak-
terisierung, Einordnung und Klassifizierung der computergenerierten Fil-
me im Kontext des Spielfilms. Die zuvor beschriebene Wirkung des
crane shot und des tracking shot erhélt durch die CGI Steigerungspoten-
zial. Sie wird durch den Wegfall apparativer Einsatznotwendigkeiten er-
moglicht. Materielosigkeit wird zu einem Synonym fiir Unabhingigkeit
von technischem Gerit. Dies ermdglicht dem Kameraobjekt, Betrachter-
standpunkte einzunehmen, die an den Sehgewohnheiten des Kinopubli-
kums riitteln lassen.

Der vollstindig computergenerierte Film Back to Gaya (Deutschland
2004, Regie Fritz Krawinkel, Holger Tappe) zeigt Kamerafahrtbeispiele,
die die masseunabhingige Beweglichkeit einer synthetischen Kamera
wirkungsvoll einsetzen. In der Sequenz des Autorennens kurz nach Be-
ginn des Filmes wird eine Plansequenz gezeigt, die mit apparativer Ka-
mera nicht hétte bewerkstelligt werden konnen: Das Autorennen beginnt
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auf dem Gipfel eines kleinen Berges. Die Rennstrecke verlduft spindel-
formig um den Berg herum nach unten ins Tal. Vom Gipfel starten die
Teilnehmer. Die Kamera verfolgt bei Beginn der Einstellung zuerst den
zu spét gestarteten Protagonisten Boo in seinem Rennauto sowie Zino,
der an einem Seil an Boos Wagen gebunden ist und mitgezogen wird.
Die Kamera 16st sich nach kurzer Verfolgung vom Auto und verbleibt
hinter einem Baum, fihrt felsentief nach unten zur darunter befindlichen
Wegstrecke des Berges, wo die weibliche Hauptfigur Alanta in ihrem
Wagen gerade an der Kamera vorbeifdhrt. Die Kamera fahrt weiter um
den Berg herum nach unten, bis sie den Wagen der Gegenspieler ins Vi-
sier nimmt, um sich diesem soweit anzundhern, dass sich die Kamera auf
der Motorhaube des schnellfahrenden Rennautos niederldsst mit Blick
auf die Fahrer, um den anschlieBenden Dialog der Figuren verfolgen zu
konnen.

Diese Sequenz wird mittels einer einzigen Einstellung ausgefiihrt.
Der Aufwand, um eine Sequenz im Realfilm nachstellen zu kénnen, in
der die Kamera vom Gipfel eines Berges schnell fahrende Rennautos ins
Visier nimmt, um danach in derselben Einstellung mehrere Meter den
Abhang hinunter zu fahren, hitte einen immensen Aufwand verlangt; die
rasante Bewegung und Verfolgung der Rennautos mit abschlieBender Di-
alogszene wire unmoglich zu realisieren gewesen. Die Beispielsszene
zeigt auf, dass der Funktionsumfang der virtuellen Kamera beziiglich der
Transformation ungewo6hnliche, turbulente Bewegungen erlaubt. Die Ka-
mera wird in dieser Sequenz von ihren Fesseln befreit, fihrt, schwebt
oder fliegt zum néchsten Motiv den notwendigen Handlungsstationen
gemil, um sich danach uniform, geschickt, scheinbar >freiwillig« wieder
in die Bildkonventionen einer tradierten Stativkamera einzuordnen. Die
Akrobatik eines ungehemmt eingesetzten Kameraauges wird in einem
Mal praktiziert, dass die bestehenden Sehgewohnheiten einer durch Hol-
lywood geprigten klassischen Kinobildiiberlieferung neu formiert wer-
den. Sie besteht aus den schon erwidhnten Kranfahrten und verarbeitet
Konzepte wie den im Filmdiskurs bekannten Einsatz der entfesselten
Kamera<. Wihrend die entfesselte Kamera ebenso dem Apparatismus un-
terliegt und im Spielfilm meist als Methode zur Subjektivierung (vgl.
Kandorfer 1987: 88) eingesetzt wird, wirkt sich die synthetische Kamera
nicht nur dynamisierend auf den Enthiillungsfaktor und stimulierend auf
die Sichtdominanz des Zuschauers aus, sondern ihm wird auch die Frei-
heit eines Vogels vermittelt, mit der er in nie gekannter Akrobatik zwi-
schen den Stationen des Plots wechselt.

Bonney/Jones duflern Bedenken gegeniiber einem ausufernden Ein-
satz der allzu befreiten oder gar entfesselten CG-Kamera: »Keep in mind
that the viewer of your animation has probably viewed thousands, if not
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millions, of hours of moving images and should be considered an expert
in deciphering those images« (Bonney/Jones 2000: 409f). Es sei zwar
verlockend, die Ziigellosigkeit einer virtuellen Kamera auszunutzen,
doch gegen den ungehemmten Einsatz der entfesselten Kamera sprechen
die Sehgewohnheiten des Massenpublikums, das nur pointiert Visualisie-
rungsextreme akzeptiert. Dem Duktus festgefahrener Sehgewohnheiten
des Publikums unterwirft sich auch Lasseter, der dhnliche Warnungen
ausspricht, die Seherwartung des Publikums zusammenhangslos in Abre-
de zu stellen: »Keeping the camera moves as simple as possible was part
of a conscious effort to make the audience feel like they’re watching a
typical live-action movie, not a piece of technical wizardry. That con-
servative approach [...] is essential for drawing audiences into the story’s
emotional core« (Lasseter/Daly 1995: 65). Aufgrund dessen wird erklér-
bar, dass sich — sieht man von den wenigen Sequenzen in Back to Gaya
ab — im CG-Spielfilm empirisch eine Kamera manifestiert, deren Einsatz
sich visualistisch nicht von dem einer Realfilmkamera unterscheidet. Der
Regisseur von Toy Story spricht hierbei von einer freiwilligen Ein-
schrinkung der Kamera: »To infuse the sequence with the sense of action
an audience expects from a >real< movie, restraint was the byword« (ebd.:
173). Zuriickhaltung im ziigellosen Einsatz der befreiten Kamera gilt als
bildkompositorische Empfehlung. Die betrifft iiber die Transformation
hinausgehend auch andere Eigenschaftsebenen einer Kamera. Craig
Good erwihnt das Beispiel der Brennweiten einer CG-Kamera, die in der
3-D-Software einfach nur als Zahlenwert in Millimetern eingetippt wer-
den miissen, um jede gewiinschte Brennweite zu erhalten. Good weist
darauf hin, dass ein Kameramann im Realfilm nur eine bestimmte An-
zahl verschiedener Brennweiten nutzt, was fiir Toy Story normativ wur-
de: »A good director only uses a fixed set of lenses to give his film a
cohesive look, so that’s all we wanted [...]. We’ve only created four or
five [...] lenses to »shoot< our chase locations, even though we could use
an infinite variety of focal lengths« (Craig Good, zit.n. ebd.: 173).

Das apparativunabhéngige Synthetikpotenzial erweitert den Funk-
tionsumfang der virtuellen Kamera iiber transformatorische Expansion
hinaus. Sie kann durch Winde hindurch fahren, sie kann unerwiinschte
Objekte von ihrem Abbildungsprozess ausschlieBen. Sie kann ab einer
gewissen Distanz zum Hintergrund Motivik negieren und wird mehr
denn je zu einem visuellen Selektionsinstrumentarium. Dies wird ermdg-
licht durch parametrisch einstellbare Standardeigenschaften der syntheti-
schen Kamera: (1) Point of view, wie oben schon erldutert. Das Kamera-
objekt zeigt den darstellbaren Sichtbereich (line of sight) in Form einer
horizontal ausgerichteten Pyramide, die den Sichtkegel der Kamera re-
prasentiert. (2) Clipping planes. Die Clipping Planes definieren die op-
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tionale Sichtdistanz, gemessen in Blickrichtung der Kamera. Die Sicht-
distanz besitzt linear zu ihrer Blickrichtung einen Anfangspunkt im Vor-
dergrund und Endpunkt im Hintergrund. Objekte, die sich vor dem An-
fangspunkt bzw. hinter dem Endpunkt befinden, bleiben fiir die Kamera
unsichtbar und werden ignoriert. Dieser Aspekt ist der Realfilmkamera
unbekannt, da diese einen Abbildungszwang fiir alle Motive besitzt, die
sich in ihrem Sichtbereich befinden. Sie kann nur tiber den Bildausschnitt
in den Koordinaten x und y eine Selektion betreiben. Hingegen kann die
synthetische Kamera auf Aktivierungsbefehl zusitzlich auf der z-Achse
vor einer bestimmten Distanzschwelle bzw. hinter ihr Objekte ausblen-
den und die Weiterleitung an den Renderer unterbinden. Die Sichtdistanz
ermoglicht die Selektion eines Bildausschnitts entlang der z-Achse. (3)
Depth of field. Die Moglichkeit, Tiefenschirfe zu simulieren, stellt eine
jiungere Errungenschaft dar. In der virtuellen Kameraarbeit kann ein
Punkt in einer Distanz angegeben werden, hinter dem oder vor dem es
beginnt unscharf zu werden. (4) Exclude Objects. Neben der Aktivierung
von zu bestimmenden clipping planes kénnen aufgrund der objektorien-
tierten Programmstruktur von 3ds max auch selektierte Objekte von der
Abbildungsaufgabe der Kamera ausgeschlossen werden. Diese Objekte
sind in den Ansichtsfenstern zu sehen, aber die Kamera leitet ihre Sicht-
barkeit nicht an den Renderer weiter. Ausgeschlossene Objekte bleiben
im finalen Rendering der 3-D-Szene unsichtbar.

Diese genannten Punkte sind im CG-Spielfilm als Resultat ihres Ein-
satzes empirisch nicht feststellbar bzw. latent. Neben der entfesselnden
Wirkung einer akrobatisierten, apparativ-unabhingig gewordenen Film-
kamera ist daher ihr erweiterter Funktionsumfang zunichst als >Ar-
beitserleichterung« der CG-Artists und nicht als Stilmittel zu betrachten.
Es mag fiir viele Kameramanner des Realfilms schlichtweg ein Traum
sein, wenn storende Gegenstdnde im Film einfach per Mausklick vom
Abbildungsraum der Kamera ausgeschlossen werden konnen. Auf diese
Weise wiirde der Kameramann in der Lage sein, storende Mikrofone
oder Stative bis hin zu storenden architektonischen Konstrukten ausblen-
den zu koénnen, um der Gefahr zu begegnen, dass aufgrund nicht er-
wiinschter Objekte im Bild Einstellungen nachgedreht werden miissen
bzw. in ihrer urspriinglichen Konzeptionierung nicht realisierbar sind.
Diese Arbeitserleichterung sorgt fiir eine konsequente Umsetzbarkeit von
visuellen Ideen, Bildkompositionen und wirkt sich somit — um die oben
genannten These wieder zu entkriften — dennoch latent auf das Pro-
duktionsdesign aus.
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4.3.4 Kamera im konventionellen Trickfilm

Kameraarbeit mit realer und virtueller Kamera kann nicht ohne einen
Vergleich mit der Kamera im konventionellen Trickfilm vorgenommen
werden.

Waihrend im Puppentrickfilm eine reale Kamera mit einer noch zu
untersuchenden Funktionalitédt eingesetzt wird, lasst die Empirie die Ka-
mera des Zeichentrickfilms zunéchst nur als Ablichtungsinstrumentarium
fiir die Zeichnungen auf den Film erkennen. Hier besitzt die Kamera kei-
nerlei Autoritit als Gestaltungsmittel im Film, dessen Visualistik nicht
technisch, sondern zeichnerisch erreicht wird. Diese Punkte zu eruieren,
ist Gegenstand der nachfolgenden Abschnitte.

4.3.4.1 Zeichentrickfilm
Die Wirkung einer entmaterialisierten Kamera kennt der Zeichentrick-
film in verwandten Ansdtzen. Schon in fritheren Jahrzehnten versuchte
er, Kamerakiinste zu visualisieren, die aufgrund der (damals noch ausge-
pragteren) sperrigen Fiihrungstechnik im Realfilm nahezu undenkbar
bzw. nur mit gewaltig grolem Budget zu bewiltigen gewesen wiren. Die
fur den Zeichentrickfilm arbeitenden Kiinstler gelangen dagegen meist
an die Glaubwiirdigkeitsgrenze der perspektivischen Moglichkeiten, die
zeichnerisch die Animatoren vor Aufgaben immensen Schwierigkeits-
grades setzen. Aus diesem Grunde kennt der Zeichentrickfilm meist nur
die Art von Kamerafahrten linear zur Seite, die lediglich ein Verschieben
der Hintergrundzeichnungen nach rechts oder nach links erforderten. Ei-
ne vollige Negation erfihrt die Kamera des Zeichentrickfilms in Bezug
auf Fahrten durch den Raum. Der Raum ist im Zeichentrickfilm nicht
existent. Er wird durch Zeichnungen angedeutet. Es findet jedoch keine
Auseinandersetzung mit einem physisch begreifbaren Raum statt; die
Kamera ist im Zeichentrickfilm nicht in der Lage, die z-Achse zu durch-
laufen. Die Inszenierung auf Flachigkeit manifestiert sich in defizitirer
Tiefenerfahrung bei bewegter Kamera. Eine Zeichnung kann im 2-D-
Raum nur in zwei Richtungen transformiert werden. Auf das Koordina-
tensystem iibertragen ist es fiir die Kiinstler naturbedingt stets leichter,
gezeichnete Objekte entlang der x- und y-Achse zu bewegen. Die z-Ach-
se kann nur durch geschicktes Zeichnen von Perspektivenvariation, und
Plastizitdt nur durch zeichnerische Verlagerung des Fluchtpunktes ange-
deutet werden. Dies ist bei vorhandener Bewegung nur méglich unter
Einsatz einer gigantischen Serie von Hintergrundbildern bei gleich-
zeitiger Verdnderung der dimensionalen Ausmalle der gezeichneten Mo-
tive und Requisiten, ein schweres Unterfangen, was selbst den Animato-
ren von Disney selten gelang. Aus diesem Grund sind Kamerafahrten
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vorwirts bzw. rickwérts auf der z-Achse bzw. entlang von Monacos Tie-
fenebene (Monaco 1980: 174) im Zeichentrickfilm nur als rar eingesetzte
Versuche erkennbar. Dem Zeichentrickfilm bleibt eines der wichtigsten
Kriterien des Films versagt, ndmlich die Erfahrbarkeit im Raum. David
Smith fasst die resultierende Wirkung dieses Problems der fehlenden
Tiefenerfahrbarkeit im Zeichentrickfilm anhand eines Beispiels wie folgt
zusammen:

[TThere was a problem in trucking shots, when a character ran toward a back-
ground. It was necessary for the artist to draw large series of backgrounds, each
background depicting a step forward, to create the effect of a change in distance
between the character and that background. Also, if the camera simply moved
forward toward a single background as, say, the character moved toward a
cabin, the cabin would naturally become larger as he approached, but so would
the moon painted above the cabin. Audiences were quick to notice these incon-
sistencies and it did create damage to the illusion of reality (Smith 1987: 39).

Smith beschreibt damit ein Szenenbeispiel, das im Zeichentrickfilm auf-
grund der hohen Anfilligkeit fiir Fehler oft vermieden wird. Deswegen
arbeitet der Zeichentrickfilm, um die Illusion bewegter Kamera zu schaf-
fen, meist ausschlieBlich mit reiner Seitenbewegung oder Aufwirts- bzw.
Abwirtsbewegung, die keine substanzielle Perspektivinderung der Figu-
renproportion oder der Hintergrundzeichnungen erfordern. Ein wenig ab-
gemildert wird das Defizit durch eine Erfindung des Zeichentrickanima-
tors Bill Nolan. Er entdeckte in den 20er Jahren als erster Zeichentrick-
kiinstler eine Methode fiir den vorbeifahrenden Hintergrund, um Zeich-
nungen einzusparen, die gebraucht wiirden, um eine rennende Figur mit-
zuverfolgen:

Nolan is said to have been the first animator to use a panorama (>pan<) back-
ground, a background whose width is two or three times the size of the cels
containing the character drawings. By sliding a long pan background frame by
frame under a series of cels that repeat — »cycle< — a character walking or run-
ning, the number of cels necessary for the action is reduced (Canemaker 1991:
72).

Nolans Methode kann das Defizit des fehlenden Tiefenraums jedoch
nicht ersetzen. Dagegen ist sie auf alle Animationsfilme anwendbar, die
auf einer Fliache animiert werden, worunter auch Flachfiguren- und Sil-
houettenfilme fallen. Hier »gibt es prinzipiell nur seitliche Bewegungs-
richtungen, der Mangel an Rédumlichkeit muf3 geschickt {iberspielt wer-
den«, so konzediert Georgi (Georgi 1997: 8). Doch gerade die Bewegung
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in der z-Achse vermittelt dem Rezipienten die Orientierung im Raum
und befdhigt ihn zur besseren Unterscheidung zwischen Vorder-, Mittel-
und Hintergrund. Furniss betrachtet sie als »aesthetically desirable type
of action« (Furniss 1998: 78) und spricht damit ein offenbar latent vor-
handenes Rezipientenbediirfnis an, den auf der Leinwand filmisch darge-
stellten Raum durchdringen zu wollen. Disney erkannte die Notwendig-
keit der Bewegung auf der z-Achse und begann 1935 mit dimensionalen
Effekten (vgl. Wells 2002: 9; Smith 1987: 39) fiir den Cartoon Three
Orphan Kittens (ebd.) zu experimentieren.

Dem groBbudgetierten Trickfilm von Walt Disney gelang es wie
kaum einer anderen Filmproduktion, sich der Barriere der Perspektivin-
derung in mutiger Weise anzunihern, jedoch nur mit Hilfe von Zusatz-
techniken, die eine Dreidimensionalitdt lediglich suggerierten. Er entwi-
ckelte 1937 dazu die Multiplane-Kamera, die Defizite der uniiberwindba-
ren z-Achse zu iiberbriicken half. Zeichnungen fiir Vorder-, Mittel- und
Hintergrund wurden im Multiplane-System auf getrennten Ebenen auf-
gebaut. Somit erhielt vom Standpunkt der Kamera aus betrachtet der
Vordergrund eine andere Dimensionalitit, die sich z.B. auch auf die Tie-
fenschirfe auswirkte. Die Raumlichkeit wurde mit dem Einsatz mehrerer
tibereinander gelegter Fliachen simuliert. Der Einsatz der Multiplane-Ka-
mera gab dem Zeichentrickfilm von Walt Disney eine neue dimensionale
Perfektion. Thr erstmaliger Einsatz fand in dem Silly-Symphony-Cartoon
The Old Mill (1937) statt, und der zweite Einsatz folgte im selben Jahr
mit Snow White And The Seven Dwarfs.

Die Konstruktion besteht aus einem Geriist mit sechs Glasplatten als
Ebenen untereinander angelegt. Dariiber befindet sich die Kamera, die
von oben nach unten alle sechs Ebenen ins Visier nimmt. Die zur Ka-
mera am ndchsten befindliche Ebene bildet den Vordergrund bzw. die
vordergriindigen Bildmotive ab. Jede weitere Ebene beinhaltet weitere
Motive in perspektivischer Reihenfolge tiber Mittel- bis hin zum Hinter-
grund bzw. zur sechsten und letzten Ebene, die sich in grofiter Entfer-
nung zur Kamera befindet und somit Motive mit Hintergrundcharakter
aufnimmt. Jede dieser Ebenen ist verstellbar in ihrer Position und er-
moglicht somit {iber Animation einen grétmoglichen Grad an authenti-
schen Bewegungen durch den Raum.”® Eine weitere Moglichkeit zur Er-
zeugung von Tiefenwirkung ist bei Kamerafahrten das Vorbeirticken der
vorderen und hinteren Ebenen mit unterschiedlichen Geschwindigkeiten.

58 Disneys Streben nach »anatomical and environmental authenticity« ver-
schaffte ihm den kritischen Ruf des »hyper-realism« (Wells 1998: 25,
Wells 2002: 9) seiner Filme ein, auf den jedoch nicht weiter eingegangen
werden soll.
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Eine Kamerafahrt zur Seite wird perspektivisch unterstiitzt durch einen
schnell vorbeiriickenden Vordergrund und einem langsamer vorbeizie-
henden Hintergrund.

Durch ihren Einsatz werden viele Sequenzen zu »minute, decorative
copies of reality« (Bendazzi 1994: 65). Ihr Einfluss erstreckt sich auf die
mise-en-scéne einer jeden Animation, wie sie in diesem Kapitel unter-
sucht werden, Figuration, Umgebung, Kamera und Animation. Bendazzi
beschreibt die Wirkung der Multiplane-Kamera: »According to Disney’s
recipe, in front of a believable character, acting in a believable way and
in a plausible environment, viewers feel perfectly comfortable and accept
even the most impossible dream as normal behaviour« (Bendazzi 1994:
65f). Der erhohte Raumeindruck bewirkt eine gleichzeitige Milderung
des Fliachigkeitscharakters von Zeichentrickfilmen. Der Zuschauer ver-
bleibt nicht nur als Betrachter animierter Zeichnungen, sondern wird
durch suggerierende Kamerafahrten zum Teil der Handlung.

Obwohl Disney mit Hilfe der Multiplane-Kamera eine meilenstein-
setzende Verdnderung des Zeichentrickfilms einfiihrte, ist im jiingeren
Diskurs ein Einsatz der Multiplane-Kamera bei Walt Disney und generell
bei Zeichentrickfilmen nicht mehr besonders hervorgehoben. Einen Er-
klarungsansatz bildet der erstmalige Einsatz von eingebundenen compu-
terbasierten Perspektivzeichnungen im Zeichentrickfilm Anfang der 90er
Jahre im Hause der Disney Company. Der Disneyfilm The Little Mer-
maid (USA 1989, Regie: John Clements, Ron Musker) kniipfte an die Er-
folge der goldenen 30er Jahre an (Schoemann 2003: 248) und lieB die
Animatoren in neue Gebiete vordringen:

[Eline Unterwasserwelt sollte moglichst real aussehen und die »Konsistenz«
Wasser darstellen. Die Computeranimation ermdoglichte hierbei eine immer gro-
Bere Flexibilitdt. Einzelne Szenen liefen sich in Minuten verdndern, Stim-
mungen, Atmosphére und der gesamte Look eines Films konnten nachtraglich
neu konfiguriert werden. Dreidimensionale Objekte sorgten in Kombination mit
Computeranimation fiir eine erhéhte Raumdarstellung (ebd.).”

Schoemann geht in ihrer Schilderung auf die besondere Methodik fiir ei-
nige Wasserszenen in The Little Mermaid nur marginal ein: computerge-
nerierte Sequenzen bilden nur als Richtschnur dienende Vorlagen fiir
manuell angefertigte Zeichnungen.

Erst im Disney-Nachfolgefilm The Beauty And The Beast wurde der
Einsatz von Computeranimation intensiviert; allgemein versuchte man
mit ihr, Kamerafahrten durch Rdume zu inszenieren. In der Ballsaalszene

59 Hervorhebungen des Originals.
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fliegt die Kamera vom Kronleuchter an der Decke in kreisformiger Be-
wegung durch den Raum auf das tanzende Paar hin — nach klassischen
Inszenierungsmethoden des Zeichentricks wire solch eine Einstellung
kaum mit einer so realistischen Perspektivvollkommenheit moglich ge-
wesen (vgl. Furniss 63f). Bill Reeves, supervising technical director von
Toy Story, betrachtet den im CG-Trickfilm moglich gewordenen Raum-
aspekt als Vorteil:

It’s not like drawn animation, where you have to paint a new background every
time you want a different angle. Our sets get built once, to fixed dimensions. As
you position and move your camera, you see the changing view you’d have
walking through an actual physical space (Bill Reeves, zit.n. Lasseter/Daly
1995: 66).

Der zweidimensional angelegte Trickfilm ist damit von physikalischen
GesetzmiBigkeiten befreit, doch er besitzt keinen befahrbaren Raum, der
perspektivisch motivierte Kamerabewegungen auf der Tiefenebene ge-
nuin zulassen wiirde. Erst postmoderner Riickgriff auf computergenerier-
te Bilder befihigt ihn zu Kamerafahrten, die an jene des live-action-
Films erinnern.

4.3.4.2 Puppentrickfilm

Die Vermittlung oben erwéhnter Sehgewohnheiten im Puppentrickfilm
ist aufgrund der einzusetzenden Realfilmkamera im Gegensatz zum fl4-
chigen Trickfilm theoretisch denkbar, was den Puppentrickfilm kinema-
tografisch wie einen live-action-Film wirken ldsst. Dennoch verhindern
der notwendig werdende Equipmentbedarf und das Budget nicht selten
die filmisch-addquate Umsetzung bekannter Sehmuster des Realfilms.

Modernen Puppentrickfilmen, zu denen neben den Knetfigurenfil-
men des Briten Nick Park als bedeutendster Vertreter Tim Burton'’s
Nightmare Before Christmas (USA 1993, Regie: Henry Selick) gezihlt
werden kann, gelingt die Wendung von einer meist statischen Kamera
hin zu Kamerafahrten mittels aufwéindigen Riickgriffs auf die motion
control camera (Thompson 1993: 147), einer computergesteuerten Ka-
meraeinrichtung. » The motion control (ymocon«) camera is a distant cou-
sin of the industrial robot that revolutionized the auto industry« (ebd.).
Thompsons Begrifflichkeit, die mocon-Kamera als Cousine der >Fabrik-
roboter der Automobilindustrie< zu bezeichnen, impliziert den dahinter-
stehenden hochkomplexen, elektronisch gesteuerten Systemaufwand. Die
Lange der zu animierenden Einstellung, die Fahrtrichtung und die Ge-
schwindigkeit der auszufithrenden Kamerabewegung wird in einen Rech-
ner eingegeben, und jedes Mal, nachdem ein Einzel-Filmbild belichtet
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wurde, bewegt der vom Computer gesteuerte Roboterarm die Kamera um
eine beinahe unsichtbare Gradzahl.

Fiir den Film Tim Burton’s Nightmare Before Christmas wurden aber
auch althergebrachte Kamerafahrttechniken eingesetzt. Diese bestanden
zundchst in der Ermittlung der Einstellungsdauer, um damit die Anzahl
der zu belichtenden Einzelbilder zu errechnen. Im Anschluss daran wur-
de ein langes Stiick Klebeband auf dem Boden des Studios entlang des
Pfads angebracht, den die Kamera zu durchfahren hat. Markierungen
wurden am Band befestigt, und nach jedem Belichten eines Filmbilds
wurde die Kamera manuell ein Stiick entlang des Pfads verschoben.

Trotz des vergleichsweise grofler werdenden apparativen Aufwands
lasst damit der (angloamerikanische) Puppentrickfilm im Gegensatz zum
Zeichentrickfilm eine Bewegung auf der Tiefenebene erkennen. Doch
Pete Kozachik, director of photography von Tim Burton’s Nightmare Be-
fore Christmas, kommentiert die Einschrinkungen von althergebrachten
Kamerafahrten im Puppentrickfilm: »It’s a bit more limiting [...]. You
can’t be quite as sculptural or as specific about the feel of the camera
movement« (Kozachick, zit.n. Thompson 1993: 149). Diese Fahrten be-
schrianken sich auf die Bodenhaftigkeit, die Aufwirtsbewegungen ne-
gieren. »When we get into a major flying camera move, [...] it’s really a
lot more expeditious to let the robot do it« (ebd.).

4.3.5 Wirkungsfelder der virtuellen Kamera

Die vollige Unabhéngigkeit von technischem Zubehor befihigt das CG-
Kameraobjekt zu einer Wirkungsweise, die sich im computergenerierten
Trickfilm in faszinierender Art gleichsam als befreites Auge manifestie-
ren kann. Die Befreiung von Ballast mag mit der Wirkung vergleichbar
sein, die in den frithen 80er Jahren durch Einfiihrung des SteadiCam-
Systems im Spielfilm entstand, mit dem sich der Kameramann tiber Hin-
dernisse hinweg bewegen kann bei gleichzeitiger Wahrung einer sanft-
gleitenden Fahrwirkung. Seine Popularisierung im Spielfilm implizierte
unter Kameraménnern den Wunsch nach einer Gewichts- und Massenre-
duktion der Kamera. Die Befreiungstendenz miindet in der CGI zur Per-
fektion, weil kein Verzicht auf Raum-, Bewegungs- und Korperhaftigkeit
stattfindet. Die bedingungslos frei wihlbare Positionierung des Kamera-
objekts im Raum, losgelost von der Sperrigkeit ihres Apparats, sowie der
Einsatz entfesselter Bewegungen sind empirisch feststellbare Wirkungs-
kriterien computeranimierter Filmsequenzen. Die Kamera als nichtsubs-
tanziertes Objekt setzt sich iiber die physikalische Gebundenheit ihres re-
alen Gegenstiicks hinweg und konfrontiert den Rezipienten innerhalb des
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Betrachterstandpunktes mit einer bis dahin im Film nie gekannten Akro-
batik.

Im dreidimensionalen Raum iibernimmt sie auch Tendenzen ihres re-
alen Gegenstiicks. Crane shots und tracking shots streben im live-action-
Film eine Uberwindung des Bodenstindigen an, und fithren zu einer per-
spektivischen Sichtweise, die in der virtuellen Umgebung zu simulieren
ist. Die mediale Wirkungsanleihe beim Realfilm manifestiert sich oft im
Begriff »Kameraauge« (vgl. Palm 2004: 73, Hoberg 1999: 43), einer
Charakteristik, die auch schon von Fernsehiibertragungskameras her be-
kannt ist.*’

Als Besonderheit im Trickfilm kann die virtuelle Kamera mit ihrer
Bewegung eine Verinderung des Raumeindrucks erwirken. Fiir den
Trickfilm bedeutet dies die ungehinderte Expansion auf der im Zeichen-
trickfilm nicht existenten z-Achse. Die Manovrierung auf der Tiefen-
ebene ist Voraussetzung fiir das vom Hollywood-Spielfilm oft eingesetz-
te dramaturgische Kochrezept der Verfolgungsjagd. Schon der erste CG-
Film Toy Story greift zu Beginn seines »Showdowns«< unmittelbar jene
Stilmittel auf, denn die Figuren jagen mit atemberaubender Geschwin-
digkeit auf einem Spielzeugauto einem LKW auf der StraBe hinterher.
Die soghafte Wirkung und das durch Geschwindigkeit vermittelte Raum-
erlebnis sind bisher dem Realfilm vorbehalten geblieben, wihrend der
Zeichentrickfilm das im Realfilm oft umgesetzte Sujet der Verfolgungs-
jagd bisher kaum kennt, zumindest besitzen seine Versuche nie die sinn-
betdubende Imposanz und schwindelerregende Wirkung.

Mit Begehung der z-Achse werden irreale Fantasie-Figuren befdhigt,
Verfolgungsjagden in Richtung Horizont aufzunehmen, unterstiitzt von
einer Geschwindigkeit, die der Zuschauer nur von Realinszenierungen in
der wiederkehrenden Konzeption beispielsweise eines James-Bond-Films
gewohnt ist. Durch den Einsatz einer alles dominierenden Kameraposi-
tion wird der Betrachter nicht nur zum Herr iiber die Szene, sondern auch
zum Beherrscher der filmischen Gesamtwelt.

Eine perfekt vermittelte Fahrt in den Raum begiinstigt die Abkehr
vom Abstraktionsgedanken des Zeichentrickfilms und die Hinwendung
zur perfektionierten Wahrnehmungsgewohnheit des Realfilms. Dagegen
ist die Theorie einer volligen Loslosung der Kamera vom Kameramann
aufgrund des oben beschriebenen kongruierenden Aufgabenbereiches
nicht haltbar. Die Softwarekamera strebt ein simulativ durchgefiihrtes,

60 Derartige Kameras werden meist bei live-Ubertragungen eingesetzt. Der
operierende Kameramann bewegt die Kamera und kiimmert sich um den
Bildausschnitt, wihrend Schéirfe und Blende von einem Techniker am Re-
giepult gesteuert werden. Aus diesem Grund werden diese Art von Kameras
oft nur Kamerakopfe bezeichnet.

151

14.02.2026, 08:30:26. https://www.inlibra.com/de/agb - Open Access - Tz


https://doi.org/10.14361/9783839406359-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

DER COMPUTERANIMIERTE SPIELFILM

realausgerichtetes Einfangen der Raumerfahrung an und entspricht damit
dem Aufgabenspektrum der elektrisch-mechanischen Kamera. Es findet
innerhalb der 3-D-Umgebung keine Infragestellung der Zentralperspek-
tive statt, und auch Hobergs These, »Teile des Raums koénnen wachsen,
schrumpfen oder sich verformen« (Hoberg 1999: 45) mit Hilfe des Ka-
meraobjekts, wird nicht verifizierbar. Jedoch wird erkennbar, dass eine
Differenzierungsnotwendigkeit der Softwarekamera vorherrscht, zum ei-
nen eingesetzt als special effect im Realfilm zur Deckung evidenter, sur-
realer oder hyperrealer Visualisierungsaufgaben, zum anderen als klas-
sisch-filmisch fungierende Kamera, die im vollstindig computergene-
rierten Film mimetisch die Sinnesleistungen eines begleitenden Betrach-
ters abdeckt.

4.4 Licht und Beleuchtung

Licht ist eine wahre Schatztruhe: einmal richtig verstanden, verschafft es dem
Medium eine neue Dimension. In seiner Autobiografie schrieb Ingmar [Berg-
mann] dartiber, wie wir beide ganz und gar vom Licht gefangen genommen
wurden: Das milde, geféhrliche, traumhafte, lebendige, tote, klare, diesige, hei-
Be, heftige, kahle, plotzliche, dunkle, frithlingshafte, einfallende, nach auflen
dringende, gerade, schrige, sinnliche, bezwingende, begrenzende, giftige, be-
ruhigende, helle Licht (Sven Nykvist, zit.n. Ettedgui 2000: 34).

Jeder Film ist ein Spiel zwischen Licht und Schatten. »Licht und Schat-
ten sind das Material dieser Kunst wie die Farbe das der Malerei, wie der
Ton das der Musik« (Balazs 1926: 139). Um das Filmmaterial zu be-
lichten, muss am Drehort Licht vorherrschen, Licht, das von Lichtquellen
herriihrt und das Motiv beleuchtet. Die davon reflektierenden Lichtstrah-
len, die in die Kamera fallen, werden von dieser festgehalten. Im Zeit-
alter der Stummfilmer war viel Licht zunéchst fiir die ausreichende Be-
lichtung des damals noch niedrigempfindlichen Filmmaterials essenziell,
man war fast immer auf die unerreichbar helle Lichtmenge der Sonne an-
gewiesen. Die Entwicklung Hollywoods zur Filmmetropole in den USA
wurde schon im ersten Jahrzehnt des vorigen Jahrhunderts aufgrund der
Tatsache begiinstigt, dass dort fast das ganze Jahr iiber die Sonne scheint.

Zum reinen Interesse der Lichtintensitit gesellte sich schnell auch die
Ambition, mit Licht die Aufmerksamkeit des Betrachters lenken zu wol-
len. »[L]ighting can make your work look better than you had hoped, or
it can destroy your many hours of hard work and enthusiasm« (Olson
1993: 13). Die Moglichkeiten reichen von der Imitation des natiirlichen
Lichts, der Akzentuierung von Formen und Oberflichen, der Kontrolle
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der Aufmerksamkeit des Betrachters, der Stimmungsverstirkung, dem
Vorspielen subjektiver Erfahrungswerte bis hin zum Vermitteln symboli-
scher Details. »Film ist nicht zuletzt die Kunst der Beleuchtung« (Gans
1995: 5). »Das durch Licht erzeugte Spannungsfeld belédsst Figuren im
Halbdunkel, macht sie vielschichtig und gegensitzlich, befordert die
Verwicklung der Erzdhlstringe, unterwirft Figuren den Gesetzen des
Raums« (Faulstich 2002: 147).

Die Aufgabenbereiche des Lichts im Film, die tiber das lapidare Er-
hellen einer Szene wie von Faulstich angerissen hinausreichen, sind indi-
viduell von Stileigenschaften des Beleuchters bedingt und unter anderem
von den Erfordernissen der Motivik, dem cadre und dem am Drehort be-
reits vorhandenen Licht abhéngig. Ein Versuch, Aufgabenstellungen fiir
das eingesetzte Filmlicht zu reglementieren, muss allein an der Vielzahl
der Drehsituationen scheitern, denen die gemeinhin praktizierte grobe
Einordnung in Tages- und Kunstlicht bei weitem nicht gerecht werden
kann. Aus diesem Grund kann sich dieses Kapitel nicht zur Aufgabe ma-
chen, die Beleuchtungsstile sowohl des Realfilms als auch des computer-
generierten Films, von denen der high-key- bzw. low-key-Stil die be-
kanntesten sind, systematisch zu dokumentieren. Dagegen erscheint eine
punktuelle Skizzierung des Aufgabenbereichs von Licht im Realfilm
sinnvoll, um die dispersen Anforderungen gerenderter Illumination im
CG-Film zu verdeutlichen. »Computergrafiken bieten fast unendliche
Moglichkeiten, eine Szene auszuleuchten« (Bell 2000: 44). Begrifflich
steht yBeleuchtung« des Films der »Illumination< der CGI gegeniiber. Die
CGI verwendet den Begriff durchaus in dsthetischem Versténdnis, jedoch
isolierend gegeniiber der Natur dadurch, dass sie nicht auf deren physika-
lischen Lichtmodellen basiert.

In der Analogie zum Lichteinsatz des Realfilms werden Illumini-
sierungsmethoden als ein Aspekt der mise-en-scéne auf ihre Klassifizie-
rung, Schwerpunktsetzung und entwicklungsbedingte Problematik {iber-
priift und den Simulationsanforderungen an die filmische Kinematografie
gegeniibergestellt. Beleuchtung im Film und Illumination in der CGI zie-
len beide auf denselben Wirkungsbereich und begegnen sich in Fragen
nach der Stimmung und bzw. oder der Atmosphire der Szene. Dabei sol-
len in diesem Kapitel die technisch-physikalischen Eigenschaften des
Lichts als elektromagnetische Wellen im sichtbaren Bereich nicht weiter
behandelt werden, da das CG-Licht, wie noch aufgezeigt werden soll, ei-
ne Abkehr von dieser GesetzmifBigkeit darstellt und diese somit keine
Rolle spielt. Die Charakteristik des virtuellen Lichts und die Frage, in-
wieweit die Anndherung zum Realfilmlicht gelingt, ist Analysefeld des
Kapitels und steuert damit gegen filmwissenschaftliche Vernachléssi-
gungstendenzen an, die sich beziiglich des Themas >Beleuchtung im
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computeranimierten Film¢ im Vergleich zu >Beleuchtung im Realfilmc«
ergeben. Ahnlich wie Dryburgh und Priimm Rezensionsdefizite beziig-
lich ihrer oben behandelten mise-en-scéne auBlerhalb des Wissenschafts-
bereichs feststellen, so ist auch der Lichtanachronismus innerhalb der
medienwissenschaftlichen Kritik beobachtbar.

4.4.1 Anmerkungen iiber Ausleuchtungsgrundlagen

Zundchst werden klassische Grundlagen der Ausleuchtung von Motiven
im Realfilm und der Fotografie beschrieben, die den Gegenstand iiber-
schaubarer werden lassen. Die Ausleuchtung eines Sets ist immer das
Zusammenspiel einer oder mehrerer, gleicher oder unterschiedlicher
Lichtquellen. Man teilt den Lichtquellen bestimmte Funktionen zu und
gelangt so zur klassischen Hierarchie: Hauptlicht, Aufhellung, Spitzen-
licht und Hintergrundlicht (vgl. Dunker 1993: 35f). Das Hauptlicht bzw.
Fuhrungslicht entscheidet iiber den grundsitzlichen Eindruck der Szene,
es bestimmt Tageszeit und Stimmung und legt als stdrkste Lichtquelle
die dramaturgische Intention fest. Bei Tageslichtaufnahmen unter freiem
Himmel handelt es sich hierbei meist um die Sonne. Die Sonne als wan-
dernde Lichtquelle und ihre mogliche Okklusion durch Wolken zéhlt zur
klassischen Ausleuchtungsproblematik fiir AuBBenaufnahmen, die oft in-
nerhalb eines 6konomisch eng bemessenen Zeitfensters abgedreht wer-
den miissen. Zusitzlich kommen noch eine Reihe ergénzender Licht-
quellen zum Einsatz, deren Anzahl von stilistischen Normativen abhéngt.
Das Aufhelllicht bzw. Fiilllicht dient zur Aufhellung des vom Hauptlicht
verursachten Schattens. Es kommt dann zum Einsatz, wenn der Schatten
einer Lichtquelle, verstanden als Abwesenheit von Licht (vgl. Boughen
2005: 11), als storend empfunden wird. Grundsitzlich ist das Authelllicht
in seiner Stirke dem Hauptlicht untergeordnet.

Neben der Aufhellung wird in der klassischen Beleuchtungsanord-
nung das Spitzenlicht eingesetzt, um die Person oder das Objekt optisch
besser vom Hintergrund zu trennen, was dem Bild mehr Tiefe verleiht.
So erwidhnt Dunker das Beispiel eines Portraits, bei dem das Spitzenlicht
von hinten auf den Hinterkopf scheint. Dadurch entsteht ein leichter
Lichtkranz auf den Haaren, der sogenannten Spitze (Dunker 1993: 39).
Die klassische Beleuchtungsanordnung findet gleichermaBen bei Auflen-
und Innenaufnahmen Verwendung. Wird beispielsweise bei Dreharbeiten
unter freiem Himmel die Sonne als Hauptlicht benutzt, werden zusétzlich
Tageslichtscheinwerfer eingesetzt, die die Funktion der Aufhelllichter er-
fiilllen.

Neben dieser tradierten Beleuchtungsanordnung werden weitere
Lichtquellen einbezogen, die den Wiinschen des Beleuchters bzw. des
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Regisseurs entsprechen und meist aus choreografierten Bewegungsabléu-
fen der Figuration bzw. Motivik herrithren. Darunter fallen auch soge-
nannte Streu- oder Reflexionslichter. Dieses indirekte Licht, welches
durch lichtstarkes Anstrahlen von Wénden oder eigens dafiir aufgestell-
ten Reflektoren entsteht, liefert einen wichtigen Beitrag zum Gesamtein-
druck des Lichts und ist dem Bereich der indirekten Illumination zuzu-
ordnen. Dies stoft in der CGI auf Simulationsschwierigkeiten, auf die
noch einzugehen sein wird.

Der konsequente Einsatz der Beleuchtungsanordnung wird in Fach-
kreisen stets hinterfragt. Dazu erldutert der Kameramann Axel Block®',
wie er die Insistenz von Beleuchtungsregeln negiert:

Ich kenne [...] die Interviews mit alten Kameraleuten, die immer gesagt haben,
sie wiirden streng logisch ausleuchten. Wenn rechts das Fenster war, dann kam
natiirlich das Fithrungslicht von rechts und so weiter. Schaut man sich aber die
Filme an, dann merkt man, da3 das so konsequent von vorn bis hinten auch
nicht stimmt. Beispielsweise kommt zwar der Scheinwerfer durch das Fenster,
fillt aber nur auf den Hintergrund. Das Gesicht wird von der anderen Seite her
beleuchtet (Axel Block, zit.n. Dunker 1993: 105).

In gleichem Sinne &ufert sich Roll:

Das sind Dinge, von denen ich mich schon vor zwanzig Jahren geldst habe.
Klar, ich bin in meinen Anféingen auch nach dem Prinzip verfahren: Es muf ir-
gendeine Art Hauptlicht her, dann muf3 es aufgehellt werden, und man muf ei-
ne Spitze setzen. [...] So, wie man es sich von den alten »Meistern< abgeguckt
hat. Davon habe ich mich liangst gelst, das als Prinzip existiert iberhaupt nicht
(Gernot Roll, zit.n. Dunker 1993: 114).

Block und Roll®* stimmen darin iiberein, sich von der Regelhaftigkeit
von Beleuchtungsanordnungen entfernt zu haben. Thre Aussage stehen
stellvertretend fiir die Auffassung, dass Licht nicht nach bestimmten
Mustern angeordnet werden kann, sondern stets auf individuelle Bediirf-
nisse der Szene einzurichten ist. Dies erschwert eine Beschreibung der

61 Axel Block ist der Kameramann zu Filmen wie Schlaf der Vernunft
(Deutschland 1984, Regie: Ula Stockl) oder zu Serien wie Auf Achse
(1978).

62 Gernot Roll war Kameramann bei u.a. den Filmen: Jenseits der Stille
(Deutschland 1996, Regie: Caroline Link), K/eine Haie (Deutschland 1992,
Regie: Sonke Wortmann), Rossini (Deutschland 1997, Regie: Helmut
Dietl), Der bewegte Mann (Deutschland 1994, Regie: Sonke Wortmann).
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Einsatzfunktion des Lichts als Aspekt der mise-en-scéne im Gegensatz
zu jener der Kamera.

Ahnlich argumentiert Roger Deakins bei seiner Arbeit als Beleuchter
iiber Abkehr von standardisierten Beleuchtungsanleitungen:

Da gibt es diese weit verbreitete Schulmeinung, man miisse mit Fithrungslicht,
Gegenlicht, Fiill-Licht und Seitenlicht arbeiten. Nun, wie viele Gemilde von
Rembrandt haben mehr als ein natiirliches, weiches Licht? Grundsitzlich sind
sie mit Nordlicht beleuchtet, das durch ein groBes Studiofenster einfillt. Das ist
alles! Kein Seitenlicht. Kein Gegenlicht. Ich sage nicht, dass man die Lehrbii-
cher wegwerfen soll, aber ich glaube, dass jede Situation ein anderes Aussehen
verlangt (Roger Deakins®, zit.n. Ettedgui 2000: 158).

Die hier dargelegten Verlautbarungen lassen erkennen, dass Beleuchtung
nur bedingt einer bodenstindigen Regelhaftigkeit unterliegt. Beleuch-
tungsregeln im Spielfilm, die dramaturgischen Zwecken dienen, werden
aufgehoben, die Ausnahme von der Regel wird zur Regel selbst.

4.4.2 Anmerkungen iiber Normativen
des Lichteinsatzes im Realfilm

Die Funktion des Lichts hilft, den Eindruck von Tiefe im Raum fiir die
zweidimensionalen Rezeptionsflichen Leinwand bzw. Fernsehschirm
zusammen mit dem point of view der Kamera zu konstruieren, was in
den Aufgabenbereich des Beleuchters fillt. Die Bewahrung des Plastizi-
titseindrucks innerhalb eines zweidimensional prisentierten Bildes von
einem dreidimensionalen Motiv ist sowohl fiir das Medium Film als auch
fur die Fotografie ein Prozess der avancierten Lichtgestaltung. Dies ge-
schieht durch den Einsatz einzelner Spotlichter, um z.B. Glanzlichter an
Kanten oder Rundungen entstehen zu lassen, die sich von ihrem Hinter-
grund optisch 16sen sollen. Gegenstinde unterscheiden sich aufgrund ih-
rer Farbe, ihrer Lichtreflexion und ihrer Schattenverteilung. Somit ist ei-
ne Kugel mit einem Glanzpunkt eindeutig gew6lbt, denn eine gleich-
miBig aufgehellte Kugel kénnte auch wie eine Scheibe aussehen.

Neben der Darstellung von optischer Tiefenwirkung dient das Licht
auch zur Hervorhebung von Oberflachenstrukturen:

63 Roger Deakins ist der Kameramann von The Big Lebowski (USA 1998, Re-
gie: Joel Coen), Dead Man Walking (USA 1995, Regie: Tim Robbins),
Kundum (USA 1997, Regie: Martin Scorsese).
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Denken Sie nur an Werbespots. Eine schweinslederne Aktentasche muf so aus-
geleuchtet werden, daf3 die Lederstruktur plastisch hervortritt. Das Gesicht ei-
ner Frau — man denke dabei nur an Aufnahmen fiir Kosmetika — muf} glatt und
makellos aussehen, obwohl dies keineswegs der Realitét entspricht. Dieses Her-
vorheben [...] von Oberflachenstrukturen 148t sich nur durch die entsprechende
Lichtgestaltung erreichen (Dunker 1993: 11f).

Ein deutlich hoherentwickeltes Kriterium fiir Lichteinsatz ist die Mog-
lichkeit, Stimmungen zu schaffen. Die Lichtfarbe signalisiert dem Be-
trachter die jeweilige Stimmungslage der Szene. Dunker schildert ein
treffendes Beispiel:

Stellen Sie sich einen Friihlingstag vor, den ersten nach dem Winter. Diese
Lichtstimmung 16st bei den Menschen in unseren Breiten eine bestimmte posi-
tive Gefithlslage aus. Dagegen kann sich die Lichtstimmung eines dunklen,
regnerischen Novembertages negativ auf das Gemiit auswirken (ebd.: 14).

Zur Etablierung bestimmter Stimmungs- und Gemiitslagen ist weniger
eine Regelhaftigkeit der Beleuchtungsanordnung notwendig, dafiir um so
mehr die Unterscheidungskenntnis von verschieden gearteten Lichtquel-
len. Der Kameramann Sven Nykvist nennt prédgnant Kriterien, die der
Unterscheidung von Lichtern in Bezug auf Wirkungsbereich dienen:

Freundliches Licht benutzt man vielleicht, wenn man eine Frau fotografiert und
man sie gerne schon und sanft zeigen mochte. Trauméhnliches Licht ist auch
sehr weich. Ich erreiche diesen Effekt lieber durch die Ausleuchtung als durch
den Gebrauch von kontrastarmen Filtern. Lebendiges Licht besitzt mehr Kon-
traste und Vitalitit, wihrend totes Licht sehr flach und schattenlos ist. Klares
Licht ist ein wenig kontrastreicher. Verhangenes Licht kann den Gebrauch von
Rauch bedeuten. Gewalttitiges Licht hat mehr Kontraste als die Realitit — sol-
che kleinen Unterschiede beeinflussen die Wahrnehmung der Zuschauer und
ihre Reaktion auf die Bilder (Sven Nykvist, zit. n. Ettedgui 2000: 34).

Nykvists Begrifflichkeit deckt Themen ab wie >Freundlichkeit¢, >Traum-
ghnlichkeit¢, »Weichheit¢, »Kontrast¢, »Vitalitit«, »Verhangenheit¢, »Ge-
walttitigkeit<. Diesen teilweise emotionalen Stimmungsbeschreibungen
muss, wie noch zu zeigen sein wird, die 3-D-Applikation in Form ada-
quater Lichtsimulationen begegnen. Die vorausgesetzte Réumlichkeit
beispielsweise ist eine notwendige, aber noch keine hinreichende Be-
dingung fur Plastizitit, wie Arnheim bereits erkannte: »Man erzielt die
plastische Wirkung, indem man den Grundton des Gegenstandes einer-
seits durch Glanzlichter aufhellt, andrerseits durch Eigenschatten ver-
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dunkelt« (Arnheim 1979: 118). Arnheim formuliert Ansétze, mit deren
Hilfe derer sich Lichtaufgaben besser beschreiben lassen. Er teilt Licht
als kiinstlerisches Element in vier Aufgabenbereiche ein: (1) Losung und
Etablierung von Plastik und Tiefe, (2) Stimmung und Charakter der Sze-
ne, (3) Blickfuhrung, Auswahl, Konzentration sowie (4) ornamentale
Flachenaufteilung (ebd.). Plastizitdt ist gegeben, wenn in der naturalis-
tisch orientierten Filmfotografie »die Korper kérperlich, die Riume
raumlich« wirken (ebd.). Tiefenwirkung entsteht, wenn sich Helligkeit
nach dem Hintergrund steigert (ebd.: 119). »Unheimlich, gefahrvoll und
bose« ist fiir Arnheim in der von ihm begutachteten Schwarzweif3foto-
grafie die Finsternis (ebd.: 120), Sonne ist dagegen »erfreulich, freund-
schaftlich und foérderlich«. Unter ornamentaler Flichenaufteilung ver-
steht Arnheim ein Verhéltnis der im Bildausschnitt vertretenen Motiv-
schwerpunkte zueinander: »Die Komposition eines Filmbildes [...] muf3
[...] ein harmonisches Gleichgewicht innerhalb des rechteckigen Bild-
rahmens schaffen« (ebd.: 122). Die dazu benétigten Faktoren sind:
»Grofe, Lage, Form und Helligkeit der [...] [Bild-]Fldchen« (ebd.). Arn-
heim geht auch auf das aus seiner Sichtweise zu wenig verwendete Prin-
zip der bewegten Lichtquelle ein. Er nennt Beispiele wie die Lichter von
Autoscheinwerfern und das Licht eines Eisenbahnzuges, das auf die Ge-
sichter der Menschen fillt: »Bewegtes Licht kann ruhende Dinge leben-
dig, aus einer statischen Situation eine dynamische, einen Vorgang, ma-
chen« (ebd.: 123).

Arnheims Beleuchtungsmodell antizipiert Aspekte der computerba-
sierten Lichtsetzung. Obwohl urspriinglich fiir die Schwarzweifotogra-
fie entworfen, haben Aufgabenldsungen der Lichtsetzung nach ihrer Um-
setzung in die CGI keine wesentlichen Verdnderungen bewirkt, mehr
noch, sie besitzen uneingeschrinkte Giiltigkeit. Daraus leitet sich ab,
dass sich die Lichtsetzung in der CGI konzeptionell und strukturell an die
Fragestellungen und Wirkungsmodelle des fotografischen Films anlehnt.
Die verfiigbaren und anwendbaren Algorithmen dienen zur Umsetzung
von Beleuchtungsmodellen, die mit traditionellen Wirkungsmodellen
kongruieren bzw. kongruieren miissen. Nachfolgend sei Arnheim zitiert,
der sinnbildartig den Lichteinsatz im live-action-Film zusammenfasst:

Ein unheimliches Motiv oder Milieu zeigt man gern in dunklen Bildern. Hei-
terkeit, Reinheit und Schonheit dagegen kleiden sich hell (ebd.).

Kontrastreiche Beleuchtung [...] dient [...] zur Charakterisierung stark drama-
tischer, dynamischer Szenen; wihrend Kontrastarmut, Beschrankung der Hel-
ligkeitspalette auf relativ schwach voneinander verschiedene Schattierungen
Ruhe und GleichméBigkeit bringt [...]. Der moderne Film [...] bestellt das
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Licht gern zum Fremdenfiihrer. [...] [Die] Beleuchtung wirkt geradezu als Aus-
wahlinstrument, indem sie [...] eine zweite, feinere Aussonderung des Wesent-
lichen trifft. [...] Ohne in den Bildvorgang zerstorerisch einzugreifen, trennt ei-
ne geschickte Beleuchtung das nach dem subjektiven Willen des Regisseurs
Wichtige vom Beiwerk (ebd.: 120f).

Im krassen Kontrast dazu stehen frithere Rezensionen computergene-
rierter Filmclips aus der Zeit vor Toy Story, die — wie den Worten Zie-
linskis entnommen — zunichst keine Anndherung an Arnheims Beleuch-
tungsmodell erwarten lieen:

Eine mathematische Berechnung der unendlichen Komplexitit von Lichtver-
héltnissen und -gestaltung, der wesentlichen Dimension filmischer Illusionie-
rung, ist bisher noch nicht vorstellbar. Was Computeranimation, auch auf ab-
sehbare Zeit, anzubieten hat, ist eine gleichméafBige Einheitsbeleuchtung der si-
mulierten Objekte, bei der differenzierte Spiele von Licht und Schatten aufge-
hoben sind. Der Eindruck von kalter und nackter Nihe, den das Animierte beim
Betrachter hervorruft, resultiert entscheidend aus diesem Mangel (Zielinski
1989: 258).

Zielinskis Betrachtung wird zum Nullpunkt einer Messlatte, entlang de-
rer sich CG-Beleuchtung emporzuklimmen hat, will sie sich den Aufga-
ben stellen, die in Arnheims Modell reflektiert werden. Im Folgenden
werden Ursachen bzw. Mittel der CGI untersucht, die Betrachtungen wie
die von Zielinski erkliren bzw. entkréften.

4.4.3 Problemzusammenhang von
Licht und lllumination

Der vorige Abschnitt zeigte auf, dass computergenerierte Illuminations-
modalitdten in der 3-D-Softwareumgebung im Wesentlichen traditionel-
len Lichtwirkungen entsprechen sollen. Die Kongruenz der Lichtsetzung
in Real- und CG-Film soll im folgenden néher betrachtet werden.

Die Diachronie der 3-D-Computergrafik durfte in der Zeit vor den
90er Jahren das ungeloste Problem der Lichtbrechung im Zuge auf-
kommender Realismusanspriiche nicht linger negieren. Die Komplexitit
des Verhaltens von Licht in der realen Umgebung wird gesteigert durch
eine Vielzahl verschieden gearteter Oberflichen der Motivik. In der Zeit
vor Ende der 90er Jahre bemiihte sich die 3-D-Computergrafik, mit den
wichtigsten Eigenschaften des Verhaltens von Licht umzugehen.

Der gegenwirtige Ausleuchtungsprozess in der 3-D-Szene konstru-
iert sich durch das Einbringen von Lichtquellen an gewiinschten Posi-
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tionen im Raum. Die Lichtquelle selbst ist nicht sichtbar bzw. wird nur
durch ein nicht renderfahiges Symbol gekennzeichnet. Empirisch ist im
berechneten Abbild nur ihre Auswirkungen als Illuminationseffekt auf
die Objekte feststellbar, die sich im Leuchtkegel des Beleuchtungsob-
jekts befinden.

Die Ausleuchtung geschieht nach der Lichtstimmung und den Licht-
verhdltnissen gemidB dem festgelegten Beleuchtungsstil und den Er-
fordernissen des Drehbuchs. Vor Erstellung der Beleuchtungsobjekte
muss die 3-D-Szene fertiggestellt sein, die Kameraeinstellung und die
Positionen der Motivik miissen definiert sein. Aus der Beschreibung im
Drehbuch lassen sich Stimmungsvorgaben und Illuminationsanforder-
ungen entnehmen. Der Einsatz von Licht als Beleuchtung verwendet Al-
gorithmen, die konzipiert sind, um Lichteinstrahlungs- und Verteilungs-
situationen parametrisch zu steuern. Hierbei spielen nicht nur die Wahl
verschiedener Lichttypen, der Einstellung ihrer Parameter, die zu eru-
ieren sind, und die Eigenschaften der oben behandelten Texturen und
Schattierer eine Rolle, sondern auch deren Abhingigkeit von der Berech-
nungsweise des Renderers, da das finalédsthetische Zusammenspiel von
Licht und Schatten in seinen Verantwortlichkeitsbereich fillt.**

Ein Blick auf Lasseters/Dalys Ausfihrung zeigt Drehbuchvorgaben
der Lichtbestimmung in Toy Story:

Before a single sequence in the movie was lit, Eggleston mapped out an overall
progression of dominant hues for the entire film, usually choosing one or two
key colors for each scene. Andy’s room, for instance, is flooded with sun and
»all warm yellows¢; the gas station where Buzz and Woody lose Andy is >lit by
a blue moon and by green fluorescents above the pumps« (Lasseter/Daly 1995:
151).

Wie Lasseters/Dalys Intensionsbeispiel aufzeigt, das sich denen der oben
erwihnten im Realfilm dhnelt, kann die einfache Rhetorik, Lichtobjekte
in die 3-D-Szene zu installieren, um Licht aus geeigneter Richtung strah-
len zu lassen, weder der Verhaltenskomplexitit von Licht noch der
Kunstfertigkeit des Lichtdesigns im Spielfilm genligen. Aus diesem
Grund sind Lichtobjekte in der CGI ghnlich wie beim Funktionsumfang
der Kamera mit einer umfangreichen Parameterpalette ausgestattet. Diese
ist dem Verhalten der Natur entnommen: Intensitit, Farbe, Richtung,

64 Hier kommen neben den standardisierten Algorithmen fiir [llumination und
Schattenwurf spezielle Algorithmen wie raytracing (vgl. Bell 2000: 214)
zum FEinsatz, sobald rechenintensive Lichteigenschaften wie Reflexionen
und Refraktionen bestimmter Materialien wie Metalle oder Glas zu berech-
nen sind.
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Streuung, Schatten, Ausbreitungsform, Kontrast, Lichtabfall sind hierbei
die bestimmenden Parameter, die die Illumination von Geometrie ent-
scheidend beeinflussen.

Der 3-D-Computergrafik ist es bis heute nicht moglich, die Vielzahl
der beeinflussenden Eigenschaften algorithmisch in einem einzigen Illu-
minationstypus zu vereinigen und sie sieht darin auch keine Notwendig-
keit. Die Computergrafik lehnt sich ihrem Vorbild der Natur an, wo ver-
schiedene Lichtquellen sowohl natiirlichen als auch kiinstlichen Ur-
sprungs in Tageslicht bzw. Kunstlicht (interior und exterior) unterteilbar
sind. Die Bemiihung, sich dem Licht der Natur anzundhern, umfasst drei
Stufen. Innerhalb der Stufe 1 haben sich in der 3-D-Grafik wihrend der
90er Jahre als Lichtensemble drei Auswahlmuster etabliert, die sich
durch ihre Ausbreitungsform unterscheiden, aus denen der 3-D-Beleuch-
ter wihlt: (1) Das Standard-Punktlicht strahlt illuminierendes Licht
gleichméBig kugelformig in alle Richtungen ab. (2) Das Spotlicht hinge-
gen strahlt Licht auf einen Kegel beschrinkt in eine zu wihlende Rich-
tung, und (3) das Direct-Licht strahlt Licht in eine Richtung, ist aber
nicht auf die Ausbreitungsform des Kegels beschriankt, sondern strahlt
Licht flichendeckend aus. Neben den Standardbeleuchtungsobjekten
wurden in einer zweiten Stufe ca. 1999 die fotometrischen Lichtobjekte
eingefiihrt, deren Eigenschaften fiir spezielle Lichtsituationen bestimmt
sind. Sie sollen die Szene nicht nur zu erhellen, sondern ein physikalisch
akkurates Lichtmodell liefern, welches unter anderem in der Eigenschaft
Farbtemperatur realem Licht nahe kommt. Nachteilig wirken sich diese
Lichter auf eine immens gesteigerte, produktionsékonomisch zu vertre-
tene Renderzeit aus. Zudem werden Bedingungen an die bestehende Ge-
ometrie gestellt, die unbedingt dem realen MaBstab entsprechen muss.®
Auflerdem sollten sie nicht mit den Standardlichtern kombiniert werden,
da die Akkuratesse sonst nicht mehr gewihrleistet ist.

In der Frithphase der 3-D-Grafik war lediglich der Einsatz von di-
rektem Licht moglich mit der Auswirkung, dass alles auflerhalb des Spot-
lichtkegels vollkommen finster blieb. Die Anstrengungen auf diesem
Gebiet reichten nicht an die Akkuratesse realer Lichtwirkung heran.

Erst mit dem Aufkommen von Algorithmen zur Berechnung globaler
Illumination etwa zu Anfang des Jahrtausends gewinnt als dritte Stufe
die Analogie von Licht in der Computergrafik zu dem physikalischen
Naturverhalten Zuwachs, was gleichzeitig auch eine komplexere Steu-
erung und Handhabung innerhalb der Software bedingt. Reflexionsver-

65 Die Langeneinheiten sind in der Software u.a. in Metern und Zentimetern
einstellbar; die virtuelle Geometrie hat dabei den Mallen der Realitit zu
entsprechen.
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halten wird in der CGI als globale Illumination bezeichnet, eine pro-
grammtechnische Leistung, die auBlerhalb als selbstverstindlich betrach-
tet wird, aber immense Losungsprozesse abverlangt: das von einer Licht-
quelle ausgestrahlte Licht im Innenraum wird an den Zimmerwénden
oder anderen Objekten reflektiert. Globale Illumination gilt als Errungen-
schaft, die erst Ende der neunziger Jahre als Radiosity Einzug in die Ren-
dersoftware erhielt. Unter Radiosity versteht man das durch environ-
mentale Objekte reflektierte Licht: »Radiosity occurs when photons
strike a material and bounce off it in another direction. In the real world,
radiosity light reflections happen hundreds or thousands or millions of
times until all the energy is absorbed« (Boughen 2005: 191). »Radiosity
ist eine Moglichkeit zum Rendern von indirektem Licht, bei der sich
Licht zwischen Oberflichen durch diffuse Reflexionen ihrer Oberfla-
chenfarbe fortpflanzt« (Birn 2001: 239).°° Neben Radiosity haben sich
im Zuge der Softwareentwicklung weitere Global-Illumination-Techni-
ken etabliert, und die bekannteste Alternativmethode zu Radiosity ist das
Photonmapping (vgl. ebd.: 241). Da auf die verschiedenen Algorithmen
nicht weiter eingegangen werden soll, ist fortlaufend vom tibergeordne-
ten Begriff >globale Illumination« die Rede.

4.4.4 Der Wandel der Beleuchtung durch die CGI

Der von Arnheim oben skizzierte Aufgabenzusammenhang von Licht im
Spielfilm ist derselbe, den die 3-D-Artists im computergenerierten Film
zu bewiltigen haben. Dem steht jedoch die Dephysikalisierung von Na-
turgesetzen gegeniiber, die nirgendwo signifikanter als im Bereich des
Lichts in der CGI sind. Das Licht ist erstmalig selbst nicht sichtbar, die
Lichtquelle per se nicht renderfihig, nur die Illumination wird vom Ren-
derer berechnet. Die Ansichtsfenster der Software erlauben lediglich eine
reduzierte Lichtdarstellung, finale Ergebnisse konnen erst nach Testren-
derings beurteilt werden. Mit ebenso grofer Problematik ist in der Com-
putergrafik neben der Illumination auch die Schattenbildung behaftet.
Schatten in der Natur soll verstanden werden als Abwesenheit von
Licht. Doch die Algorithmisierung von Illumination kennt keine Abwe-
senheit von Licht auf partiellem Raum, was den Einsatz weiterer mathe-
matischer Gleichungen einfordert, um Schatten zu simulieren, die durch
Erzeugung von Schattenmaps generiert werden. Schattenmaps kénnen
als Bildpartien verstanden werden, die der Renderer an Stellen von
Schatten platziert, um diese zu simulieren. Schattenbildung kann in der
CGI nicht durch Abwesenheit von Licht hervorgerufen werden, sondern

66 Hervorhebung des Originals weggelassen.
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nur als eigenstindiges Wirkungsfeld mathematischer Gleichungen er-
rechnet werden. Mehrere Methoden zur Schattengenerierung sind in 3ds
max auswihlbar und aktivierbar. In den Jahren bis 2001 gab lediglich
zwel Methoden, darunter die bereits erwdhnten Schattenmaps (shadow
maps) und raytrace-Schatten (raytrace shadows), die in der Folgezeit
durch weitere Algorithmen erweitert wurden. Die Schattenmaps generie-
ren dunkle Texturen an den Stellen des ambienten Lichts. Die raytrace-
Schatten dhneln eher der Natur, da hier die Illuminationsstrahlen in der
Szene tatsdchlich von der Kamera aus zuriick zur Lichtquelle verfolgt
werden und somit eine Abwesenheit von Licht lokalisiert werden kann.

Die Implementierung weiterer Algorithmen ist Sinnbild fiir kom-
plexe Simulationserfordernisse, die der Natur mit ihrer zahlreichen Aus-
pragungsvielfalt entnommen werden und dabei immer wieder auf neue
Grenzen zu stofen scheinen. Dabei ist das Thema Schattenbildung eine
dieser Grenzen, was sich in der Gestaltung von scharfen bzw. unscharfen
Schattenkanten niederschldgt. Die Schattenkanten entscheiden iiber die
Charakteristik des Lichts mit, was im Realfilm unter die Begrifflichkeit
von harten bzw. weichen Schatten fillt. In eine dhnlich zwielichtige Zone
geriit das oben schon erwihnte Gesetz der Lichtabnahme. Die Ubernah-
me der physikalischen GesetzmiBigkeit der Lichtabnahme in die CGI
wird zu einem akkuratsfragwiirdigen Sachverhalt. In der Realitét unter-
liegt Licht dem unverinderbaren Gesetz des Lichtabfalls, das besagt,
dass der Lichtabfall von der Lichtquelle aus beginnend bei zunehmender
Distanz einsetzt. Bei doppelter Entfernung besitzt Licht nur noch 1/4 der
urspriinglichen Intensitét. Dem steht die Auflerkraftsetzung des Gesetzes
in der CGI gegeniiber, in der der Lichtabfall mit zunehmender Distanz
individuell manipuliert werden kann. Neben dem Lichtabfall auf einer zu
definierenden Distanz kann der CGI-Beleuchter auch eine Lichtanhe-
bung, beginnend in einer bestimmten Distanz, justieren, so dass die volle
Lichtintensitdt als Umkehrung des Lichtabfalls erst nach einer Anfangs-
distanz erreicht wird. Dariiber hinaus lisst sich Lichtanhebung und Licht-
abfall vollstindig deaktivieren, und Licht strahlt mit der eingestellten
Helligkeit in Nah- und Fernzonen mit gleicher Intensitit.

Illumination in der CGI, verursacht durch verschiedene Lichtquellty-
pen mit inkludierter Lichtverbreitung und individuellem Lichtabfall, ge-
horcht anderen Gesetzen, die der CGI-Beleuchter neben der rein drama-
turgischen Beleuchtungsintention zu erlernen hat. Die Kette wird zum
Abschluss gebracht durch die finalisierende Interpretation des Renderers,
der nach seiner algorithmischen Programmierung zwischen Illumination
und Schattenbildung qualitativ und somit auch stilbildend entscheidet. So
kann der eine Renderer scharfkantigere Schatten errechnen als ein ande-
rer, Licht und Reflexionen kénnen erkennbar weicher, heller, transparen-
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ter oder kontrastreicher interpretiert werden als bei einem anderen Ren-
derer.”’

Die Computergrafiksoftware musste Illumination als Beleuchtungs-
ersatz erst selbst erlernen. Waren Geometriehaftigkeit und Kamerastand-
punkt schon in Frithstadien weitgehend virtuell-authentisch, so sind
Lichtmodalititen zusammen mit Materialien in einem scheinbar niemals
endenden Entwicklungsprozess befangen, der proportional zu der For-
derung immer neuer Lichtsituationen anwéchst. Rund zehn Jahre nach
Toy Story wird Lichtsetzung in Anbetracht der Moglichkeiten mehr denn
je zu einem neuen, stilbildenden Handwerk in der CGI, das die Mog-
lichkeiten der Realitit auf einigen Gebieten sogar tiberholt hat. Seit An-
beginn der Filmarbeit wissen die Beleuchter des Realfilms die Wirkung
von Licht und Schatten geschickt einzusetzen, was durch physikalische
Gesetzeskonstanten erleichtert wurde und wird.

Dagegen werden in der CGI sowohl elektromagnetische Wellentheo-
rie als auch Korpuskeltheorie iiber die Natur des Lichts annulliert; pro-
grammierte Algorithmen werden im direkten Vergleich mit bisher behan-
delten mise-en-scéne-Aspekten erstmalig zum Axiom fiir CGI-Beleuch-
ter. Dies legt die Sicht nahe, dass Illumination in der CGI weniger als Si-
mulation, sondern mehr als Filschung zu bezeichnen ist, verstanden als
absichtliche Negierung der Realitit.®® Licht ist nicht real, wird zur Illu-
mination und gehorcht keinerlei Gesetzen der Physik. Sie unterliegt eige-
nen Gesetzen und ist dariiberhinaus der Interpretationsweise des nachge-
schalteten Renderers ausgeliefert. Die Lichtobjekttypen konnen sich stets
nur in bestimmten Toleranzen verhalten wie das Licht in der Realitét.
Licht ist der Aspekt der mise-en-scéne in der CGI, der am geeignetsten
mit der Rhetorik der Félschung denunziert werden kann, weil Parameter
und Eigenschaften es erlauben, sich nicht der Realitit anzundhern und
diese zu simulieren, sondern im Hinblick auf Renderzeiten eine groft-
mogliche Abkehr von der Natur befiirworten. Von dieser Moglichkeit
wird héufig Gebrauch gemacht, um uberflissige Lichtberechnungen
zwecks Einsparung von Renderzeiten von vornherein auszuklammern.
Wenn beispielsweise die Helligkeit des Licht erhoht wird, so erhthen
sich Glanzhelligkeit und Reflexionsgrad eines reflektierenden Objekts
wie beispielsweise eines Aluminiumaschenbechers. Kerlow weist auf

67 In 3ds max kann zwischen zwei Renderern frei gewahlt werden: der klassi-
sche Scanline-Renderer sowie der mental-ray-Renderer.

68 Eine Simulation, die sich — um die Erorterung von Kapitel 8.2 vorwegzu-
nehmen — dissoziativ zum Félschungsbegriff verhilt, soll nach Kramer pra-
zisiert werden als Spiegel, der »unser Weltverhéltnis und unsere Erfah-
rungswirklichkeit reflektiert« (Krdmer 1995: 134) und sich vom umgangs-
sprachlichen Verstandnis als Tauschungsabsicht (ebd.) distanzieren soll.
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den Zusammenhang von Lichtintension und Renderzeit hin: »Lighting is
an important component of the rendering process not only because it re-
veals the three-dimensional world and sets the mood of the scene, but
also because it may contribute significantly to the overall processing time
necessary to render the scene« (Kerlow 1996: 137). Kerlows Ansatz wird
zur Regel okonomischer Rahmenbedingungen. In der CGI lassen sich
daher Reflexionseigenschaft und Glanzeigenschaft individuell und se-
parat manipulieren oder lapidar deaktivieren zur Einsparung von Render-
zeiten.

Es muss entgegen den oben ausgefiihrten Thesen konstatiert werden,
dass Lichtmanipulationen im Realfilm teilweise ebenfalls in groBtmaogli-
cher Weise ausgeiibt werden. Grenzen zeigen sich im natiirlichen Licht-
verhalten der Natur. Stérende Reflexionen im realexistierenden Set kon-
nen nicht ausgeschaltet werden, was der Traum eines jeden Kamera-
manns wire, wie Jost Vacano stellvertretend iiber die Arbeit im Realfilm
erlautert:

[D]a sind [...] lauter Glaswinde. Bei Glas gibt es erst einmal Reflexionen, die
man gar nicht haben mochte, die Kamera, die gesamte Crew, den Regisseur,
den Tonmann mit der Angel. Man muB also die Wiande so bauen, daB sie varia-
bel sind, daB sie neig- und drehbar sind [...], um unerwiinschte Reflexionen zu
vermeiden. Zweitens mochte ich aber auch zeigen, daB3 es sich um Glas handelt.
Wir haben sie also so geneigt, dal man die Reflexionen der Deckenlampen se-
hen konnte (Vacano, zit.n. Kregel 2005: 172).%

Nach Vacanos Restriktionsschilderung darf die computerinhirente Be-
leuchtungsstrategie als Freiheitsgewinn gegeniiber der traditionellen
Lichtausstattung, die auf Einsatz und Handhabung von Licht beruht, be-
trachtet werden, sie entzieht sich aber gleichzeitig jeglichen Authentizi-
titsanspriichen gegeniiber der Natur. Die Lichtsimulation, die aufgrund
der Annullierung physikalischer GesetzméBigkeiten zur Félschung wird,
steht im Gegensatz zu oben behandelten Aspekten der mise-en-scéne der
virtuellen Geometrie oder der Kamera. Der dreidimensionale Objektraum
der 3-D-Applikation kann als solcher nicht filschen, er kann nur simulie-
ren. Es findet ebenso keine unmittelbare »Verdnderung unserer Raum-
vorstellungen, Raumgefiihle, Wahrnehmungsweisen etc.« als auch keine
»Dekonstruktion lebenswichtiger Orientierungskompetenzen« (Ellrich
2002: 102) statt. Die CG-Kamera, verstanden als Kameraauge, dient mit
ihrem erweiterten Funktionsumfang als Arbeitserleichterung fiir die CG-

69 Jost Vacano tiber die Dreharbeiten zu Hollow Man (USA 2000, Regie: Paul
Verhoeven).
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Inszenierung und simuliert lediglich den point of view der mechanisch-
technischen Kamera. Die [llumination hingegen wird zur Fassade, die
keinerlei bekannten Gesetzen gehorcht, mit deren Hilfe sich ein Filmbe-
leuchter orientieren kann. Der Freiheitsgewinn erhilt den Charakter eines
Pyrrhussieges, wenn Bell méBigend empfiehlt: »Obwohl digitale Be-
leuchtung neue Moglichkeiten erdffnet, die traditionelle Beleuchtung
nicht bietet, kann man seine Arbeit mit Computergrafiken entscheidend
verbessern, wenn man sich mit den traditionellen Techniken beschéftigt«
(Bell 2000: 44). Denn CG-Beleuchtungsinstrumentarien sind in der Lage,
fotorealistische Renderings entstehen zu lassen mit Hilfe der zielgerech-
ten Auswahl von Lichttypen und geschickter Parametereinstellungen.
Die optische Physik muss als solche nicht mehr verstanden werden, um
dramaturgische Akzente zu erzielen: Lichter kénnen schattenlos sein,
Schatten kénnen ohne Illumination generiert werden, Lichter konnen an-
statt Helligkeit mit einem negativen Intensitétswert versehen werden, um
»Dunkelheit« auszustrahlen, die Objekte oder bestrahlte Raume abfins-
tert; Lichter konnen Objekte von der Illumination ausschlieen, um nur
an einer bestimmten Stelle, beispielsweise an einem Requisit, Glanz- und
Reflexionspunkte, jedoch ohne Helligkeit, hervorzurufen; Lichter kénnen
tiber die gesamte Distanz mit gleichbleibender Helligkeit leuchten bzw.
erst ab einem bestimmten Distanzpunkt mit dem Lichtabfall beginnen.
Dem Licht in der CGI geht es nicht mehr um eine Simulation der Wirk-
lichkeit, es wird vielmehr zur Filschung, um die Etikette des Foto-
realismus bewahren zu konnen. Erst die Einfithrung der globalen Illumi-
nation als einer verhiltnisméBig jungen Entwicklung bewirkt eine Ab-
milderung der Filschungsambition von Licht. Akkuratesse war lange
Zeit ein an realem Lichtverhalten gemessener Fremdbegriff, dessen Be-
deutung erst durch die Einfithrung globaler Illuminationstechniken neues
Gewicht erhélt. Mit den Algorithmen der globalen Illumination kénnen
Lichtsituationen der Realwelt erstmalig mit deutlich geringerem Fél-
schungscharakter nachgestellt werden.

Fiir den Rezipienten bleibt die CGI-Problematik im computergene-
rierten Spielfilm latent. Selten ging die Kritik in ihrer Rezension compu-
tergenerierter Filme adiquat auf Beleuchtungsakkuratesse ein. Seit der
Etablierung aller hier beschriebenen Illuminationsalgorithmen sind De-
nunziationen im Stile von Zielinski diskursiv nicht mehr anzutreffen. Die
Kritik ignoriert tendenziell die gefilschten Lichtsituationen, mit denen
virtuelle Geometrie und Materialien illuminiert werden. Ahnlich wie das
Produktionsdesign verschwindet das Lichtdesign meist im Gesamtwerk
des zu rezensierenden Kunstwerks. Der Authentizititsanspruch, der stets
als Kriterium in der Rezeption computergenerierter Filme herangezogen
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wird, wird in diesem Aspekt der mise-en-scéne aufgrund von Render-
beschleunigungsabsichten obsolet.

Gleichwohl kann mit den verfiigbaren Lichtern ein addquates Licht-
design erstellt werden. Der Illumination in der 3-D-Computergrafik wird
eine Finalitdt verlichen, die sich mit dem Licht, das im Realfilm auf der
Leinwand zur Geltung kommt, vergleichen ldsst: »[TThe Toy Story light-
ing team, led by lighting leads Galyn Susman and Sharon Calahan, and
animation scientists Tien Truong and Debbie Fowler, employed the vir-
tual-world equivalent of nearly every type of lighting source that a live-
action film-making crew might use — including the sun« (Lasseter/
Daly 1995: 148).7° Lasseter/Daly sprechen in Toy Story ein Lichtdesign
ab, das nicht den stilistischen Normativen des Realfilms entspricht. Die
Illuminationsstrategie kopiert die eventuell vorhandene Regelhaftigkeit
der live-action-Beleuchtungsanordnung. Lasseter/Daly erwidhnen in ih-
rem Ansatz die Sonne als Beispiel, was bedeutet, dass fiir 3-D-Szenen,
die unter freiem Himmel spielen, fiir den funktionalen Lichtemitter der
Sonne ein intensiveres Lichtobjekt positioniert wurde.

Virtuell eingesetzte Beleuchtungskérper sind dartiber hinaus immate-
riell und kénnen als Objekte nicht ins Blickfeld der Kamera gelangen
bzw. keine Stérungen hervorrufen, wie sie im Realfilm denkbar sind.
Ungiinstige Lichtwirkungen wie nicht erwiinschte Schatten oder Lichtin-
seln konnen dank geeigneter Funktionsparameter per Mausklick elimi-
niert werden. Lichtparameter konnen fiir eine Szene mafigeschneidert
werden, was konsistenten Einfluss auf die Dramaturgie des Films er-
wirkt.

Dagegen kann die Physik die Dreharbeit des Realfilms unterminie-
ren, wenn ungeeignete Tageslichtverhiltnisse sogar ein Umschreiben des
Drehbuchs einfordern kénnen. Der Film Raiders Of The Lost Arc (USA
1981, Regie: Steven Spielberg) offenbart ein Beispiel, in der unge-
wiinscht vorherrschende Lichtverhéltnisse eine Drehbuchidnderung er-
zwang. Hieriiber berichtet der Kameramann Douglas Slocombe, der mit
dem Regisseur Steven Spielberg und dem Schauspieler Harrison Ford ar-
beitete:

Die Szene [...] sollte einen aufwendig choreografierten Kampf zwischen Jones
und einem sdbelschwingenden Schwergewicht zeigen, aber das Licht ver-
schwand, als wir anfangen wollten. Ich wurde ziemlich unruhig — es macht ei-
nen regelrecht krank, wenn man einen magischen natiirlichen Lichteffekt ver-
schwinden sieht — und Steven sagte plotzlich: »O.k., Harrison. Wir haben keine
Zeit fiir den Kampf. Warum ziehst du nicht einfach den Revolver und erschief3it

70 Hervorhebungen des Originals.
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den Kerl?< Die fiir die Continuity zustidndige Frau fragte noch: yUnd woher hat
er plotzlich einen Revolver?¢, aber Steven storte das nicht (Douglas Slocombe,
zit.n. Ettedgui 2000: 31).

Slocombe bezeichnet diese Sequenz zwar als einer der lustigsten des
Films (ebd.), sie wire jedoch bei urspriinglich erhofftem Sonnenlicht
vollkommen anders inszeniert worden, und Slocombes Bericht impli-
ziert, dass selbst die kapitalstarke Filmproduktion trotz ihrer umfangreich
verfiigbaren Geriteausstattung nicht gegen lichtbedingte Anderung gefeit
ist. Ein weiteres Beispiel flir den gesteigerten Aufwand, bei dem zwecks
Aufwertung ungiinstiger Tageslichtverhdltnisse am Drehort zusitzliches
Kunstlicht installiert werden muss, zeigt eine Schilderung des Kamera-
manns John Mathieson:

[Y]ou can’t just switch on a big light and hope that that looks alright. [...] You
get a lot of helisphere light especially in California which may be a cold blue
fill light that covers you from all angles if it’s a clear day. Now to achieve that
effect, you need to get a lot of windbags (known as reflectors or butterfly silks
in the US) or 20 x 20 or 12 x 12 silks stretched on a frame and you have to put
those round the set and fill them in. Some of them even come sky blue or often
you’d just put a bit of daylight blue on the lamps and you make sure that you
fill in everywhere, otherwise your shadows look too sharp (Mathieson, zit.n.
Ballinger 2004: 123).

Der von Mathieson beschriebene Apparatismus entféllt in der CGI, was
an die kameraorientierte mise-en-scéne in Abschnitt 4.3 erinnert. Kon-
trastierend wirkt Lasseters Beschreibung iiber den Einsatz von Lichtmo-
dalititen in Toy Story: »In one visual respect, Toy Story’s chase has a
major advantage over a live-action chase: the lighting, the weather, and
the time of day are absolutely consistent in every single shot« (Lasse-
ter/Daly 1995: 181). Die Beleuchter der CGI genieen die Vorteile durch
die Entkorperlichung von Beleuchtungsobjekten. »In real movies, it can
take days to shoot a chase scene [...]. You’re forced to cut together shots
where the sun is directly overhead some of the time, and slanting and
creating strong shadows at other times. We don’t have any of those prob-
lems« (Johnson, zit.n. Lasseter/Daly 1995: 181). Das Lichtdesign im CG-
Film exkludiert aber ausdriicklich die Kunstfertigkeit seiner Umsetzung
trotz restriktiver Naturgesetze, wie sie am Realfilmset potenziell anzu-
treffen sind, bzw. seiner Anpassung an physikalisch vorherrschende Be-
dingungen.
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4.4.5 Exkurs: Lichtsetzung in 3ds max

Birn hat die zugrundeliegenden Fragen, die sich einem 3-D-Artist bei der
Erstellung eines fiir den Spielfilm bestimmten Beleuchtungsstils stellen,
wie folgt formuliert:

e  Wie reproduziert man die sichtbaren Eigenschaften und Farbtemperaturen
nattirlicher Lichtquellen? [...]

e Wie kann man die von Hollywoods fithrenden Beleuchtungsdesignern
verwandten Prinzipien und Techniken in seinen eigenen Szenen einsetzen?
[...]

e  Wie simuliert man den Belichtungsprozess einer Kamera, und wie kann
man die natiirlichen Nebeneffekte, die bei manueller Belichtung auftreten,
nachbilden? (Birn 2001: 11)."!

Je nach Anforderungen der Szene werden parametrische Einstellungen
vorgenommen, die die Eigenschaften des Lichts steuern. Birn zdhlt die
wesentlichen Eigenschaften einer Lichtquelle auf, die er als Merkmale
bezeichnet: Weichheit, Intensitit, Farbe, Lichtmuster, Animation (ebd.:
95), wobei Birn betont, dass die Liste nicht vollstindig sei, aber viele
Begriffe, die als eigenes Merkmal von Licht gehandelt werden, in einer
dieser fiinf genannten Kategorien ihre Entsprechung finden. »Spricht
man von >geschecktem Licht¢, so ist das Lichtmuster gemeint; ein >fla-
ckerndes Licht« beschreibt nur die Bewegung [Animation] des Lichts und
»warmes Licht< die Farbe« (ebd.). Einige Parameter zur Steuerung dieser
Merkmale sollen hier genannt werden.

Die Software liefert sogenannte Voreinstellungen, die zumeist indi-
viduell variiert werden miissen. Farbtemperatur, Helligkeit, Kontrast,
Abschwichung entlang der Entfernung fallen darunter. Zunéchst obliegt
es dem 3-D-Grafiker, einen geeigneten Lampentyp auszusuchen mit den
gewiinschten Charakteristika seiner Lichtausbreitung. Danach sucht er
sich eine Position in der 3-D-Szene, wo sich das Licht als Lichtquelle be-
finden soll. Nach der Erstellung beispielsweise eines Spotlichts in der
Szene ist es naheliegend, die Richtung und die Intensitit einzustellen und
den Schattenwurf zu aktivieren, falls die von dem Licht angestrahlten
Objekte einen Schatten generieren sollen.

Im Folgenden werden die beiden fiir die CGI-Arbeit gebrauchlichs-
ten Lichtparameter skizziert, die einen dominanten Einfluss auf die
Lichtgestaltung der Szene haben. Die Parameter bilden zugleich auch die

71 Formatierung des Originals.
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Eigenschaften, mit denen sich computergenerierte Illumination vom re-
alen Lichtverhalten distanziert.

Schattenwurf

Wird ein Objekt in der CGI von einer Lichtquelle angestrahlt, so wird
das Objekt illuminiert und wirft einen Schatten auf andere im Strahlen-
gang befindlichen Objekte, wie z.B. das Bodenobjekt. Sowohl die Illumi-
nation als auch der Schattenwurf kann aktiviert bzw. auch deaktiviert
werden. Bei deaktiviertem Schattenwurf des Lichts werfen die ange-
strahlten Objekte keinen Schatten mehr. Bei deaktivierter Illumination
werfen die Objekte zwar Schatten, werden aber selbst nicht durch die
Lichtquelle illuminiert bzw. erhellt.

Lichtabfall

Jede Lichtquelle in der Natur besitzt einen Lichtabfall mit zunehmender
Entfernung von der Lichtquelle. Die Intensitét betriagt bei doppelter Ent-
fernung zur Quelle nur noch ein Viertel ihrer urspriinglichen Intensitét.
Dieses in der Natur unverénderbare Gesetz kann in der virtuellen Welt
variiert oder auBler Kraft gesetzt werden. In 3ds max sind die Parameter
fir den Lichtabfall verinderbar, d.h. die Abnahme des Lichts in Ab-
héngigkeit von der Entfernung ist steuerbar oder deaktivierbar.

Wenn Sie mit einer Taschenlampe aus kurzer Entfernung eine Tischfléche be-
leuchten, wird diese hell erleuchtet. Richten Sie sie quer durchs Zimmer auf ei-
ne Wand, erscheint das Licht [...] wesentlich schwicher. Wenn Sie versuchen,
ein Haus auf der gegeniiberliegenden Straflenseite zu beleuchten, so konnen Sie
dort kaum noch den Lichtkegel der Taschenlampe erkennen (Miller 2000: 612).

In einer Beleuchtungssituation mit direktem Licht wird empfohlen, die
Lichtabnahme zu reduzieren bzw. zu deaktivieren, so dass sie geringer
ausfillt. So schreibt Miller tiber die in der Natur herrschende Lichtabnah-
me wie folgt:

Obwohl physikalisch korrekt, wird dieser Wert fir die Abschwichung als zu
hoch fiir die Verwendung in der Computergrafik erachtet. Der Grund dafiir ist,
dass Licht an allen moglichen Oberflachen reflektiert wird und so die Umge-
bung trotz Lichtabnahme aus vielen verschiedenen Richtungen beleuchtet
(ebd.: 613).

Befindet sich das Objekt im Strahlungsfeld der Lichtquelle, erfolgt ein

erstes Testrendering, da in den Ansichtsfenstern keine adédquate Ansicht
zu erwarten ist.
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Eine klassische AufBenlichtstimmung beginnt mit einem Punktlicht
am Himmel, um die Sonne zu simulieren. Der Lichtquelle wird die Ei-
genschaft zugewiesen, dass sie warme Farben hat und angewiesen wird,
Schatten zu werfen. Um in ambienten Zonen etwas aufzuhellen, werden
weitere Lichter gesetzt, die Fiilllichter genannt werden — oft weitere
Punktlichter, die nur die halbe Intensitdt besitzen wie das Sonnenlicht
und aus entgegengesetzter Richtung scheinen. Um der Szene ein grofBe-
res realistisches Aussehen zu verleihen, wird oft noch ein Himmelslicht
eingesetzt, das Licht von blaulicher Farbe iiber die gesamte Szene schei-
nen lasst.
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Abbildung 13: Oben: lokale Illumination. Die Vase von zwei
Spotscheinwerfern beleuchtet, einer schattenspendend, nur direktes Licht
vorherrschend. lllumination entsteht nur im direkten Leuchtkegel der
Spotlichter.

Unten: Globale Illumination. Dasselbe Licht wird zusdtzlich von allen
Objekten reflektiert, insbesondere von den Winden, indirektes Licht ist

vorhanden.
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4.5 Animation

So many of the animators were working in the computer medium for the first
time. It doesn’t matter if they use a pencil or a machine or a puppet, a good
animator is a good animator (Kathleen Gavin, Vizeprésidentin der Production
for Special Projects, Walt Disney Feature Animation, zit.n. Lasseter/Daly 1995:
78).

Der vorldufig letzte Aspekt der mise-en-scéne behandelt den Bereich der
Animation. Er deckt die Bewegung im Film in ihrer Gesamtheit ab. In
diesem Abschnitt wird der Aspekt der Bewegung im computergenerier-
ten Film untersucht. Bewegung, verstanden als Transformation, wird mit
einem Zeitparameter versehen, der dem Genre seine Bezeichnung ver-
leiht. Die Bewegung des Trickfilms findet ihre Entsprechung in der Be-
wegtheit des Realfilms unter den Begriffen Choreografie, Ablauf oder
action.

4.5.1 Bewegung als Basis von Animation

Der kleinste gemeinsame Nenner, den alle Genres, Sub-Genres und sons-
tige Ausprdgungen der Gattung Trickfilm innehaben, ist die objekt-
orientierte Bewegung. Als zentraler Gegenstand der Kinematografie wird
Bewegung insbesondere im Drehbuch des Mainstream-Films bereits zum
visuellen Argument, so postuliert der Drehbuchautor Dwight V. Swain:

Beware of static situations. A moving picture should move, should tell its story
in action. [...] Unfortunately, all too often, writers write scripts in which people
merely sit around and talk about past, present, or future action. Even worse,
they choose topics which offer little opportunity for things to happen: for the
story to develop in terms of people doing things (Swain 1988: 130)7.

Aus Swains Aussage geht hervor, dass Bewegung als mise-en-scéne be-
reits vorfilmisch-vorhandene Pridikate besitzt, die den Bewegungsbeg-
riff weit liber das Verstindnis von Statikantonymisierung wachsen las-
sen.

Bewegung findet in allen Bereichen der bisher genannten Aspekte
der mise-en-scéne statt. Figuren werden genauso bewegt wie Teile der
Umgebung, wie die Kamera und die Lichter. Beispiele fiir Bewegung in
der Umgebung sind rollende Steine oder fallende Schneeflocken, sowie
flackerndes Kaminfeuer als animierte Lichtquelle. Der Trickfilm in sei-

72 Hervorhebungen und Formatierung des Originals weggelassen.
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nen traditionellen Auspridgungen wie z.B. der Zeichentrickfilm nutzt die
Technik der Einzelbildschaltung, mit deren Hilfe der Film Bild fiir Bild
(24 bzw. 25 Bilder in der Sekunde) aufgenommen wird. Schoemann be-
schreibt, dass auf diese Weise zweidimensionale und dreidimensionale
Figuren, Zeichnungen und Puppen einzelbildweise in unterschiedlichen
Bewegungsphasen fotografiert werden, wobei die Illusion der Bewegung
erst bei der Projektion des Films mit der iiblichen Vorfithrgeschwindig-
keit von 24 bzw. 25 B./sec. entsteht. »Das Technische [sic!] Grundprin-
zip der Animation ist die Einzelbildschaltung, bei der Aufnahme fiir Auf-
nahme eine Figur verdndert wird, ein Objekt versetzt oder eine Zeich-
nung Phase fiir Phase ersetzt wird« (Schoemann 2003: 12).

Dies fiihrt zur eingangs angerissenen Kernfrage, inwieweit eine auf
dem Computer entstandene Animation mit der tradierten Methodik ver-
gleichbar ist. Daraus ableitend ergeben sich Riickschliisse auf die Aus-
weitung der tradierten Definition von Animation, auf die spiter einge-
gangen wird. Im Gegensatz zu den {ibrigen Aspekten tritt Bewegung auf
der Ebene der Figuration besonders hervor. Besonders auf dieser Ebene
liefert sie charismatische Basis. Bewegung als Ausdruck von Gedanken
und Emotionen muss vom Animator in ein Fundament von Gedanken
und Bewegung, Emotion und Bewegung gegossen werden.

Die Signifikanz dieser Bewegung basiert auf der bei Swain ange-
klungenen, vornehmlich durch die amerikanische Filmindustrie artiku-
lierten Regel, dass Korpersprache von Filmfiguren eine ebenso grofie
Vermittlungsfihigkeit fiir Emotion oder Charakterisierung besitzt wie
Dialog im Film (vgl. Hooks 2003: 55; Hauge 1988: 146; Walter 1988:
114; Seger 1990: 119). Hall begriindet dies pridgnant: »Durch die Augen
werden weit mehr Daten und mit viel groBerer Geschwindigkeit ins Ner-
vensystem eingespeichert als durch Tastsinn oder Gehor« (Hall 1976: 74;
vgl. auch Hooks 2003: 55).

Auf den Gedanken von Hall aufbauend, wird Kérperbewegung im
Film zu einem geeigneten Informationskanal fiir nonverbale Sprache. Sie
beschrinkt sich dabei nicht auf die Gesichtsmimik, sondern erstreckt sich
auf alle GliedmaBen des Korpers der Filmfigur, die zu Medien fiir Emo-
tion und Expression erweitert werden: »Movement begins in the area of
your navel and radiates outward into your limbs. [...] our hands and arms
are the most expressive parts of our bodies« (Hooks 2003: 60). Hooks’
Gedanke ldsst erkennen, dass die Eloquenz des Korpers mit zunehmen-
der Differenziertheit seiner Bewegung proportional steigt.

Die mise-en-scéne des konventionellen Trickfilms hat in ihrer Dia-
chronie der Trickfilmbewegung eine Regelhaftigkeit entstehen lassen.
Dieses Regelwerk fasst primiar Bewegungsstile des Zeichentrickfilms zu-
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sammen und versieht die inhdrente Cartoonbewegung mit wiedererkenn-
baren Mustern.

Die vielzitierten zwolf Grundsatzregeln {iber Animation, wie sie aus-
fuhrlich bei Thomas/Johnston in den »Principles of Traditional Anima-
tion« (Thomas/Johnston 1995: 47) zusammengefasst werden, resultieren
aus gesammelten Wirkungserkenntnissen einer amerikanischen Zeichen-
tricktradition. Lasseter tiberpriift sie auf ihre Anwendungsfihigkeit auf
den computergenerierten Film (»Principles of Traditional Animation Ap-
plied To 3D Computer Animation«; Lasseter 1987: 35-44). Seine Moti-
vation beruht auf der Tatsache, dass Computeranimationssysteme aus der
Zeit vor den 90er Jahren nur als Domine fiir Grofifirmen und deren in-
ternen Gebrauch entwickelt wurden und daher nur wenige traditionell ar-
beitende Animatoren Zugang zum Computer fanden. Erst mit dem Auf-
kommen interpersonal bedienbarer Software wurde der Zugang zur Her-
stellung von computergenerierten Bildern erleichtert, was laut Lasseter
zu einem gleichzeitigem Aufkommen einer Nebenwirkung fiihrte: »Un-
fortunately, these systems will also enable people to produce bad com-
puter animation« (ebd.: 35). Die Tatsache, dass Leute sich an der Com-
puteranimation probierten und »bad animation« (ebd.) lieferten, fiihrt
Lasseter auf die fehlende Anwendung der Errungenschaften des Zeichen-
trickfilms der zuriickliegenden 50 Jahre und deren Grundregeln zuriick.
Laut Lasseter handelt es sich um dieselben Grundregeln, die Disney zur
Marktfithrerschaft in den 20er Jahren verhalfen, und die auch in seinen
drawing classes (vgl. Kapitel 1) vermittelt wurden (Lasseter 1987: 35-
44).

Squash and stretch
Squash und stretch (>Stauchen< und >Dehnen<) wird als die wichtigste
Regel angesehen. Alle Objekte besitzen einen bestimmten Grad der zu
simulierenden Elastizitdt, die sich aufgrund der Bewegung und beein-
flusst durch die Eigenmasse verdndern kann. Diese Verdnderung offen-
bart sich in Form und Gestalt, besonders bei Kollision. Dabei nennt man
den Ubergang von Bewegung in den Stand squash und den Ubergang
vom Stand in die Bewegung stretch (Willim 1989: 348). Lasseter ver-
deutlicht dies am Beispiel eines Balls, der auf den Boden fillt: prallt der
Ball auf den Boden, so wird er aufgrund seiner Masse im Augenblick des
Berithrens mit dem Boden durch diesen flacher zusammengedriickt
(squashed), sowie er wieder nach dem Abprallen in die Luft zuriick-
springt, zieht sich seine Masse zusammen und wird vertikal gedehnt
(stretched). Beim Vorhandensein unterschiedlich flexibler Materialien
werden diese auch unterschiedlich stark gedehnt bzw. gestaucht. Die
squash- und stretch-Technik vermittelt visuelle Informationen iiber Hérte
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und Substanz der animierten Objekte. Sie sind auch wichtiger Bestandteil
in der Bewegung von Gesichtsmuskeln und -mimik.

Timing

Das Timing (>zeitliches Abstimmen<) von Abldufen definieren Thomas
und Johnston als die Geschwindigkeit einer Handlung, die die Bewegung
beschreibt. Die Geschwindigkeit einer Bewegung entscheidet dariiber,
wie der Zuschauer die Bewegung auffasst bzw. wie er Bewegung rezi-
piert. Geschwindigkeit reflektiert Objektinformationen wie Gewicht,
Trégheit und gegebenenfalls emotionale Eigenschaften. Je schwerer ein
Objekt ist, desto grofer ist seine Masse und um so mehr Kraft wird beno-
tigt, seinen Bewegungszustand zu @ndern.

Anticipation
Aniticipation (»Vorwegnahme«) auf Handlung bezogen bedeutet anatom-
isch betriebene Ankiindigung fiir eine unmittelbar beginnende Bewe-
gung. Ein Full muss erst ausholen, bevor er den Ball wegkicken kann.
Anticipation wird notig, um die Aufmerksamkeit des Zuschauers zu er-
langen, ihn auf die bevorstehende Bewegung vorzubereiten und ihn in
eine Erwartungshaltung fiir die bevorstehende Handlung zu bringen.”

Staging

Staging (>Inszenierung<) wird hier als Prisentationsaspekt betrachtet, der
direkt aus dem Zeichentrickfilm stammend auf virtuelle Figuren ange-
wendet wird. Der Begriff besagt, dass eine Handlung so inszeniert wer-
den soll, dass sie fiir den Zuschauer unmissverstindlich erkennbar wird.
Dies bedeutet, dass Entscheidungen iiber den Abstand und tiber die Be-
wegungen der Kamera, die Position der Figuren im Raum sowie iiber
Farben und Licht in wechselseitiger Abhéngigkeit von der Bewegung ge-
troffen werden miissen. Um die Aufmerksamkeit des Zuschauers zu be-
halten, muss der Animator seine Sequenz klar verstindlich machen. Dies
wird dadurch erreicht, dass nur eine Handlung zur gleichen Zeit dar-
gestellt wird. »Eine grofle Hilfe [...] ist das Arbeiten mit Schattenrissen.
Kann man die Absicht im Schwarz-Weif3-Bild nicht herauslesen, ist die
gewihlte Pose falsch oder zu schwach ausgeprigt« (Miiller/Neumann:
2005: 63).

73 Zum Aspekt Handlung (action) fiihrt Lasseter eine Dreiteilung aus: Die
Vorbereitung fiir die Handlung (preparation for the action), die Handlung
selbst und die Beendigung (termination) der Handlung. Die Vorbereitung
beinhaltet mehrere Aspekte der Antizipation (anticipation) (Lasseter 1987:
35-44).
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Follow through/overlapping action

Die Begriffe follow through (»nachgezogene Handlung«<) und overlapping
action (>iiberlappende Handlung<) beziehen sich auf den Bewegungsein-
und ausklang. Sie besagen, dass eine Bewegung wie das Schwingen einer
Faust nicht zum abrupten und plé6tzlichen Stillstand kommt, sondern Zeit
und Raum benétigt, um die Wucht wieder abzubremsen. Im Bewe-
gungsablauf von Objekten agieren nicht alle Teile der Figur gleichzeitig
und kommen demzufolge nicht alle gleichzeitig zum Stillstand. Leichte
und lange Korperteile schwingen nach. Ein Korperteil beginnt mit der
Bewegung, ein anderer folgt ihm nach. Als Beispiel einer nachgezogenen
Handlung dient eine Figur mit einem Hut, die mit hoher Geschwindigkeit
wegrennen muss. Dabei verschwindet die Figur raketenhaft aus dem
Bild, wihrend der Hut noch fiir kurze Zeit an der Stelle in der Luft tru-
delt, wo er vorher noch auf dem Kopf gesessen hat. Erst nach einiger Zeit
folgt der Hut blitzschnell seinem Besitzer nach.

Uberlappende Handlung beschreibt die Zeitlichkeit zweier Bewe-
gungszustinde: wihrend eine Bewegung ausklingt, kann eine nachfol-
gende Bewegung bereits angelaufen sein. Eine Figur mit der Intention,
ein Auto aufzuschlieBen, um dort einzusteigen, wird nach dem Schliissel
greifen, noch bevor der Gang zum Wagen abgeschlossen ist. Uberlap-
pende Bewegungen sorgen fiir Natiirlichkeit in der Animation.

Straight ahead und pose-to-pose

Die beiden Methoden wurden bereits in Kapitel 1 erldutert. In der pose-
to-pose-Methode erstellen die Zeichentrickanimatoren die Phasenbilder
einer Szene, die jene Anfangs-, End- sowie gegebenenfalls besondere
Schliisselposen beinhalten, und die Assistenten oder inbetweeners liefern
die zwischen den Schliisselposen notwendigen Zwischenphasenbilder,
die zur Komplettierung der gesamten Einstellung notwendig sind. Lange
der Szene und Anzahl der Phasenbilder sind planbar und berechenbar.

Die straight-ahead-Methode schreibt vor, die Phasenbilder der Szene
von Anfang bis Ende zu animieren in der Reihenfolge ihres Erscheinens.
Der Animator &ffnet den Inhalt der Szene gegeniiber Anderungen auf-
grund von Ideen, die wihrend des Zeichnens entstehen und die einzufii-
gen er sich entscheiden kann. Dadurch werden Anzahl der Phasenzeich-
nungen bzw. Gesamtlinge der Einstellung erst nach Beendigung der
Aufnahme ersichtlich.

Slow in/slow out
Slow in (>sanftes Beschleunigen<) und slow out (»sanftes Abbremsenc)
beziehen sich auf den zeitlichen Ablauf von Anfangs- und Endphase ei-
ner Bewegung. Mit einem leichten Ansteigen der Bewegung zu ihrem
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Beginn und einem leichten Abflachen der Bewegung zu ihrem Ende ver-
hindert dieses Konzept einen allzu mechanisierten oder stereotypen Er-
scheinungsablauf der Bewegung.

Exaggeration
Exaggeration (»Ubertreibungc) lisst in der Animation die Figuren glaub-
wiirdiger erscheinen. Walt Disneys oft eingesetztes Konzept war, im Fal-
le einer Figur mit traurigem oder freundlichem Gemiitszustand sie noch
trauriger und noch freundlicher darzustellen. Ubertreibung ist auf mehre-
re Aspekte anwendbar, auf die Gestalt der Figur, die Form des Objekts,
die Bewegung, die Emotion, auch auf Farbe und Ton.

Arc

Arc (>Ablauf in Bogenform«) bedeutet, dass der Ablauf zwischen An-
fangs- und Endpunkt einer Bewegung am realistischsten wird, wenn er
die Gestalt einer Kurve beschreibt, um so den Ablidufen in der Natur am
ghnlichsten zu sein. Bewegungen wirken nicht abrupt, sondern gemich-
lich. Diese Beobachtung wird in der Animation oft dazu benutzt, um
iibersteigerte und idealistische Bewegungen darzustellen. Aus diesem
Grund wurde die lineare Interpolation’ bei organischen Wesen abgeldst
durch eine nichtlineare.

Secondary Action

Secondary action (»Sekundirhandlung¢) offenbart sich resultierend aus
einer Primdrbewegung. Sie erklart sich aus der Komplexitit von in-
einander verzahnten Bewegungsabldufen in der Natur. Beispiele sind
Kleidungsstiicke, die zur Bewegung veranlasst werden, sowie sich ein
Korperteil bewegt. Auch das Wackeln von Ohren bei rennenden Elefan-
ten ist ein Beispiel fiir sekunddre Handlung. Sie ist zeitlich stets der Pri-
mirbewegung untergeordnet unter Ausschluss eines Eigenlebens.

Appeal

Unter Appeal (>Anziehungskraft<) fassen Thomas und Johnston alle As-
pekte zusammen, die dafiir Sorge tragen, Anziehungskraft von Aktionen
auf den Zuschauer wirken zu lassen. Darunter fallen Kriterien wie an-
sprechendes Design, harmonisierende Formen und Farben, Einfachheit,
Verstdndlichkeit, Identifikation. » Appeal bedeutet alles, was eine Person
auszeichnen soll, zum Beispiel Charme, Naivitit, Kommunikationsfihig-
keit oder Anziehungskraft« (Miiller/Neumann 2005: 63). Appeal kann
gehemmt werden durch offensichtlich unrichtige Bewegungsabliufe.

74 Der Begriff der Interpolation wird im Anschluss erléutert.
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Personality
Personality (>Personlichkeit¢) ist bereits in Kapitel 4.1.1 behandelt wor-
den. Neben der Handlung soll auch die Personlichkeit einer Figur deut-
lich erkennbar werden.

Die oben genannten Grundregeln entstammen in erster Linie der Basis
des Zeichentrickfilms; sie konstituieren die Cartooncharakteristik des
Mediums, die in groben Ziigen zu Regularien zusammengefasst worden
sind. Damit allein kann jedoch der Zeichentrickfilm nicht charakterisiert
werden, denn in tiber 100 Jahren Filmgeschichte haben die vielfiltigsten
Auspragungen, Stile und Techniken Gestalt angenommen.

Als CG-tauglich bezeichnet Lasseter folgende Kriterien: »Timing,
anticipation, staging, follow through, overlap, exaggeration, and secon-
dary action« (Lasseter 1987).” Sie sind sowohl fiir handgezeichnete 2-D-
als auch fiir computergenerierte 3-D-Animationen einzusetzen; die iibri-
gen Kriterien squash and stretch, slow in and out, arcs, appeal, straight-
ahead-action und pose-to-pose-action sind zwar ebenfalls anwendbar, un-
terscheiden sich aber in ihrer Anwendung innerhalb der 3-D-Computer-
animation, bedingt durch die gattungsspezifischen Inszenierungsme-
thoden. Lasseter schlussfolgert, dass einige dieser Grundsitze intermedi-
ale Giiltigkeit besitzen (ebd.).

4.5.2 Notizen zur Animation des
konventionellen Trickfilms

Die klassische Methode des Zeichentrickfilms sind Zeichnungen und
Malerei auf Papier oder auf cels (Folien). Gezeichnete Animationen wer-
den mit dem Einsatz von reguldren Bleistiften, farbigen Bleistiften, Fiil-
lern mit Tinte, Pastels, Aquarellfarben erschaffen. Das Zeichnen auf
transparenten Folien erleichtert es dem Animator, die Konsistenz des
Phasenunterschieds von der Zeichnung der vorausgehenden bis zur nach-
folgenden Phase zu bewahren. In den meisten Fillen miissen Animato-
ren, die ihre Animation mit Zeichnungen gestalten wollen, viele ver-
schiedene Zeichnungen anfertigen, ein Luxus, dessen sich nur namhafte
Studios wie Disney bedienen, diesem aber auch zum dubiosen Ruf des
»Hyperrealismus< (vgl. Wells 1998: 25, ders. 1998: 9) verhilft.

Der Begriff Puppenanimation oder Modellanimation ist auf alle ani-
mierten Filme anzuwenden, in denen Puppen per Einzelbildschaltung
animiert die Hauptrolle spielen, ganz gleich, aus welchem Material sie

75 Vgl. auch Johnston/Thomas 1981: 471f.
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gefertigt sind (vgl. Schoemann 2003: 34; Sibley 1998: 15).”° In diesem
Verfahren sind im Gegensatz zum Zeichentrickfilm, wo die Phasenbilder
zeichnerisch festgehalten werden und somit jederzeit exakt wiederholbar
sind, Bewegungspositionen nur einmalig bzw. nur fiir die Zeitdauer einer
Einzelbildaufnahme bereitgestellt und eingerichtet. Eine Kamera wird im
Set installiert und fotografiert das Set. Sodann wird die Figur manipu-
liert, bzw. die Kamera wird verdndert. Ein Fehler bedingt die erneute In-
szenierung der Gesamtsequenz, wihrend sich beim Zeichentrick eine
Korrektur nur auf einen Austausch fehlerhafter Phasenzeichnungen be-
schrinkt unter Beibehaltung der >funktionierenden< Restzeichnungsserie.
Die AuBerkraftsetzung von physikalischen NaturgesetzméBigkeiten fiir
die Illusion des Puppentricks ist nicht anndhernd denkbar wie im Com-
putertrickfilm. Der Puppentrickfilm unterliegt vielmehr denselben Ge-
setzméBigkeiten wie der live-action-Film. Figuren miissen beispielsweise
an den Fiilen stabilisiert werden, was kleine Magnete unterhalb des Fu-
Bes bewerkstelligen. Die klassische Verwendung von Nigeln und Drih-
ten beeintrachtigt gleichzeitig die Bewegungsfreiheit der Puppe. Allein
ein einfacher Gehvorgang erfordert eine Standfestigkeit der Puppe auf ei-
nem Bein oder vielleicht sogar nur auf einer Zehenspitze. Die schwierige
Aufgabe des Timing gesellt sich wie bei allen per Einzelbildschaltung
animierten Filmen dazu.

Um die Bewegungen einer Puppe zu kontrollieren, wird bei der Ferti-
gung von Puppen meist auf ein Drahtskelett zuriickgegriffen. Shaw emp-
fiehlt als Material fiir das Drahtskelett Aluminium, da es in verschieden-
en Dicken erhiltlich ist (Shaw 2004: 52).

Ein Grofteil der Figuren wird aus Knet und Plastilin hergestellt, die
die klassischen Materialien wie Holz, Draht und Stoff in den Hintergrund
treten lassen’’, was sich in der englischen Bezeichnung >clay animation¢
niederschldgt. Der britische Puppentrickfilmer Nick Park erldutert den
Unterschied zwischen Drahtgestellanimation und Plastilinanimation:
»puppet animators only need to move the joints of their puppet to ani-
mate it, Plasticine animators have to resculpt the moving parts of the cha-
racter for every new frame« (Nick Park, zit.n. Furniss 1998: 163). Shaw
stellt dabei eine Regel auf: »The more expensive the armature, the more
responsive the model, the better [...] [the] animation« (Shaw 2004: 48).
Nick Park unterstiitzt neben Tim Burton ebenfalls eine Rekommer-
zialisierung des abendfiillenden Puppentrickfilms. Einer seiner Spielfil-

76 Fir Trickfilme, die zwar statische Objekte beleben, es sich bei denen je-
doch um keine Puppen handelt, schligt Willim den Begriff gegenstdind-
licher Trickfilm vor (Willim 1989: 316).

77 Weitere Einblicke in die Methoden des Puppenbaus fiir Animation vgl.
Shaw 2005.
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me heillt Chicken Run (USA 2000, Regie: Peter Lord, Nick Park). Fiir
die Figuren in Tim Burton’s Nightmare before Christmas (1993) unter
der Regie von Henry Selick (Furniss 1998: 157) wurde Latex statt Plas-
tilin verwendet. Einmal in Form gepresst, l4sst sich die Figur nicht mehr
verdandern und kann nicht mehr stéindig ihre Gestalt wechseln.

Die Beweglichkeit der Gesichtspartien ist bei Puppen in der Regel
stark eingeschriankt. Wéhrend Trnkas Puppen einen statischen Gesichts-
ausdruck hatten (Shaw 2004: 3), besitzen die Puppen in Nick Parks Chi-
cken Run eine Gesichtsbeweglichkeit, die es erlaubt, einen bestimmten
Grad von Emotionen im Gesicht zu reflektieren, mit denen kleinste Ge-
sichtsbewegungen definiert werden kénnen. Puppen erlauben dennoch
keine Extremreaktionen in der Gesichtsmimik, wie sie bei Zeichentrick-
filmen oder insbesondere bei den Cartoons des Zeichentrickfilmprodu-
zenten Tex Avery ein Stilmotiv mit signifikantem Wiedererkennungs-
wert sind. Plastilin erlaubt keine Dehnungen. Doch extreme, tibernatiirli-
che Gesichtsmimik ist laut Shaw nicht Inszenierungsziel des Puppen-
trickfilmers (vgl. Shaw 2004: 4). Er verlagert den Schwerpunkt des Aus-
drucks von Emotion subtil auf die Gesamtkorpersprache. Der britische
Puppentrickfilmer Peter Saunders kommentiert die Puppen von Trnka
wie folgt: »The style of the puppets was very simple, but they had highly
articulated armatures, so they could do an enormous range of move-
ments« (Peter Saunders, zit.n. ebd.: 46).78 Das bedeutet nicht, dass der
Puppentrickfilmer auf squash und stretch verzichten muss (ebd.: 4), denn
je nach Beschaffenheit der Puppe konnen Korperteile ersetzt werden.
Shaw empfiehlt daher fiir den Bau von Puppen, sie mit einem Skelett
(englisch skeletton oder armature) zu versehen. »A basic armature can be
made [...] with wire« (ebd.: 52).

Furniss nennt im Vergleich von Zeichentrick und Puppentrick fol-
gende Unterschiede: Beinahe jede Knetfiguren- oder Puppenanimation
wird horizontal gefilmt, gleichermaflen wie beim Realfilm, wihrend Zei-
chentrick im allgemeinen von einer vertikal ausgerichteten Kamera ge-
filmt wird (Furniss 1998: 161). Eine fiir gegenstidndliche Motive einge-
setzte Kamera erlaubt stets das Positionieren derselben zum Erzielen be-
stimmter Blickwinkel und Perspektiven in der Szene. Bei einer Puppen-
trickszene kann der Animator die Kamera am Set positionieren, um z.B.
eine Groflaufnahme eines Details an der Puppe zu machen. Er kann sich
entscheiden, aus welcher Perspektive die Puppenmodelle aufzunehmen
sind, ohne dass Verdnderungen am Motiv gemacht werden miissen. Im
Zeichentrick miissen in diesem Fall neue Zeichnungen angefertigt wer-
den. Des Weiteren spielt der Mafistab der Puppen eine entscheidende

78 Hervorhebung des Originals weggelassen.
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Rolle. In Wallace & Gromit In The Wrong Trousers (USA 1993, Regie:
Nick Park) besteht die gesamte Umgebung aus einem puppenmalstabs-
gerechten Miniaturset. Der Zuschauer erkennt die Motive als Miniatur-
modell. Diese Praxis kann verglichen werden mit der Konstruktion einer
Studiokulisse fiir einen Realfilm (vgl. auch Furniss 1998: 161). Dagegen
bezeichnet Georgi die Umsetzung von Naturelementen im Puppentrick-
film als unlgsbare Herausforderung: »Regen, Schnee, Wind, Wasser und
Feuer stellen dem Puppenfilmschaffenden schwierige Aufgaben. [...]
Brennendes Feuer im Einzelbild darzustellen ist praktisch unmdglich.
Man kann sich notfalls durch Einspiegelung von Zeichentrickphasen in
die Dekoration helfen« (Georgi 1997: 8).

Die CG-Animationstechnik ist dieselbe wie beim Zeichentrick- und
beim Puppentrickfilm. Im Gegensatz zum fldchigen Zeichentrick bedient
sich der Puppentrick- wie auch der Computertrickfilm der Moglichkeiten
des Raumes, wie ihn Monaco beschrieben hat. Die reale Erfahrbarkeit
des Raums und der Orientierung unterstiitzt die Puppen in ihrer Leben-
digkeit. Die Plastizitdt verleiht der Vermenschlichung von toten, animier-
ten Objekten eine wertvolle Dimension. Daraus ableitend ist eine Ver-
wandtschaft des Computertrickfilms mit dem des Puppentrickfilms er-
kennbar. »Je detaillierter die Umgebung der Figuren [...] gestaltet ist, um
so lebendiger konnen sie wirken« (Schoemann 2003: 35). Ein Aspekt ist
beim Computertrickfilm und Puppentrickfilm identisch: »Die Puppen
konnen ganz unterschiedlich aussehen, aber, egal ob naturalistisch, phan-
tastisch oder grotesk gestaltet, sie miissen speziell fiir den Film herge-
stellt werden« (ebd.). Meist werden iibergrofie Hinde und Kopfe verwen-
det, die Gesten verdeutlichen sollen (ebd.). Dieser Stil von Figurendesign
ist auch bei zahlreichen computergenerierten Spielfilmen erkennbar.

4.5.3 Animation in der CGI

Eine Figurenanimation deckt umfangreiche Aspekte der Computerani-
mation auf, die Charakteristik und Sinnbild dieses Begriffs beschreiben.
Der Bedeutungsumfang von >Animation« soll auf die transformatorische
Ebene beschrinkt werden, da andere Eigenschaften der Figur nur er-
wihnt, aber nicht ndher erldutert werden, um den hier vorgegebenen
Rahmen nicht zu sprengen. Im Hintergrund steht dabei die Frage, ob
computergesteuerte Animation mit der zuvor beschriebenen konventio-
nellen Animation vergleichbar ist.

Animation innerhalb einer 3-D-Applikation bedeutet, dass den Ob-
jekteigenschaften ein Zeitparameter hinzugefiigt wird, innerhalb dessen
eine Verdnderung entweder auf transformatorischer Ebene oder von Ei-
genschaften des Objekts selbst vorgenommen werden. »In MAX kann
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fast jeder Parameter, jede Eigenschaft und fast jedes Steuerelement eines
Objekts animiert werden« (Miller 2000: 698).

Zeit wird in der 3-D-Welt zu einem faktoralen System. Sie kann ob-
jektorientiert verlangsamt, beschleunigt, oder geloscht werden: fiir das
eine Objekt vergeht die Zeit langsamer/schneller als fiir benachbarte Ob-
jekte.”

Die Methodik lésst sich somit von dem technisch-mechanischen En-
semble des tradierten Trickfilms abheben. Transformationen auf festge-
haltener Zeitlinie werden Basis von Animation im virtuellen Raum. Dies
geschieht im CG-Spielfilm jedoch nicht ohne bildlich-narrative Riickbe-
sinnung auf die oben erwdhnten Grundsatzregeln. Eine Animation inner-
halb einer 3-D-Applikation iibernimmt und verarbeitet Ansitze der pose-
to-pose-Animation: »Der Animationsprozess besteht hauptsidchlich aus
dem Setzen so genannter Keyframes, in denen die Eigenschaften eines
Objekts an bestimmten Punkten eines Zeitintervalls gespeichert werden«
(ebd.).*

Diese Methode wird Keyframing oder Keyframe-Animation bezeich-
net. Fiir ein Objekt werden Schliisselpunkte gesetzt, die die Eigenschaft-
en eines von Hand zu veridndernden Objekts auf einem bestimmten Punkt
auf der Zeitlinie abspeichern. Das Setzen eines ersten Keyframes zu ei-
nem bestimmten Zeitpunkt bzw. Zeitintervall speichert die Eigenschaften
eines Objekts zu diesem Zeitpunkt ab. Durch Setzen eines weiteren Key-
frames zu einem spéteren Zeitpunkt bzw. Zeitintervall werden die zu ver-
dandernden Objekteigenschaften zu jenem Zeitpunkt abgespeichert.
Durchlduft der Zeitcursor das erste Intervall, werden die Eigenschaften
dieses Zeitpunktes aufgerufen, und das Objekt erfihrt dort abgespeich-
erte Objekteigenschaften zu diesem Zeitpunkt. Nahert sich der Zeitcursor
dem zweiten, nachfolgenden Keyframe, so verdndert sich das Objekt
kontinuierlich und linear zu der Auspragung, wie sie dort abgespeichert
worden ist und aufgerufen wird. Diese Verdnderung zwischen zwei Key-
frames, die die Applikation automatisch vollzieht, wird Interpolation ge-
nannt. MAX interpoliert [...] zwischen den Keyframes und erstellt da-
raus die komplette Animation« (ebd.). Dadurch hilft die Software dem
Animator, indem sie Zwischenposen von zu animierenden Objekten
selbst berechnen bzw. interpolieren kann, und der Animator nicht mehr
jeden Zwischenschritt selbst ausformulieren muss. Interpolation ist auch

79 Objekte konnen vom Zeitfluss ausgeschlossen werden, was sich auf das Ka-
meraobjekt angewandt als Freeze-Effekt in der Wahrnehmung nieder-
schldgt: der Zeitfluss aller Objekte wird eingefroren und zum Stillstand ge-
bracht, wihren die Kamera davon ausgeschlossen bleibt und somit zusitzli-
ches Zeitpotenzial erhilt, die Szenerie zu durchwandern.

80 Hervorhebungen des Originals.
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dann noch vorhanden, wenn zwei manuelle Keys in dichtestem Abstand
von einem zum unmittelbar néchsten frame gesetzt werden.

Der signifikante Unterschied zwischen der computerbasierten Ani-
mationstechnik und der des herkommlichen Zeichen- oder Puppentrick-
films ist somit primér die Interpolationsfahigkeit der Software. Sie bildet
Nihrboden fiir den Automatismus, der im klassischen, oben beschriebe-
nen Animationsapparat nichtexistent ist, als filmisch-subtile Diskreditie-
rung von Animationskiinsten. Seine Aussage lautet: nicht der Filmer
sorgt fiir die Animation durch die Erschaffung zahlreicher phasenorien-
tierter Motivzeichnungen, sondern die Applikation errechnet Bewegung
und fiihrt sie zwischen zwei manuell gesetzten Grenzpunkten selbststin-
dig aus. Funktional verlangt die Anwendersoftware vom Artist nichts
weiter, als die Anfangs- und Endpose oder weitere Schliisselposen der
Figur zu definieren durch Setzen der Keys auf der Zeitlinie, die den Zeit-
abschnitt markieren, innerhalb derer die Pose definiert werden soll. Die
Interpolation liefert eine komplette Bewegung des zu animierenden Ob-
jekts zwischen den beiden Punkten innerhalb des vordefinierten Rah-
mens, der in den Ansichtsfenstern in Echtzeit® iiberpriift werden kann.
Der Automatismus lasst den Kunstanspruch eines Animationsfilms in der
CGI diskreditieren. Dies miindet in die bereits aufgeworfene Frage, ob es
sich um einen Animationsfilm handelt, wenn Bewegung nicht vom Ani-
mator stammt, sondern controllergesteuert™ operationalisiert wird. Inter-
polation als Sinnbild des Automatismus wird zur inhdrenten Negation
jeglicher Kunstfertigkeit.

Zur ndheren Untersuchung dieses Sachverhalts ist auf die anfangs
angesprochenen Ansétze von Hooks in Verbindung mit den Grundsatz-
regeln der Animationskunst zuriickzukommen, welche nach Lasseter
teilweise in der CG-Animation Anwendung finden. Korpersprache einer
Figur wird — um es zu wiederholen — zur nonverbalen Sprache, zu einem
der primir eingesetzten Informationskanile des Animationsmediums.

Demgegeniiber stehen lineare Bewegungsabldufe der von der 3-D-
Software vorgeschlagenen Interpolation. Sie liefern ein Bewegungsmus-
ter, wie es in der Natur nie anzutreffen ist: »A linear interpolation algo-
rithm produces undesirable effects such as lack of smoothness in motion,
discontinuities in the speed of motion, and distortions in rotations«
(Thalmann/Magnenat-Thalmann 1987: 3). Thalmanns/Magnenat-Thal-
manns Einwand besagt, dass eine auf der Basis linearer Interpolation
animierte Figur ein so homogenes Bewegungsmuster erhélt wie das einer

81 Voraussetzung fiir die fliissige Echtzeitdarstellung sind Erfullung von Min-
destanforderungen u.a. von Arbeitsspeicher und Prozessorgeschwindigkeit.
82 Vgl. den nachfolgenden Exkurs.
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mechanisch-operierenden Schaufensterpuppe oder gar eines Industriero-
boters der Automobilfabriken.

Die an der Herstellung eines CG-Film beteiligten Animatoren haben
den lack of smoothness in motion zwischenzeitlich erkannt und festge-
stellt, dass die Interpolation keine geeignete Moglichkeit darstellt, kiinst-
lerische und handwerkliche Gestaltung der Bewegung entstehen zu las-
sen, wie es der Diskurs allgemein aufgrund frither, experimenteller Ani-
mationsfilme berechtigterweise annehmen mag. Bewegungsinhdrente In-
terpolationsnotwendigkeit muss daher auf ein MindestmaR reduziert wer-
den durch verkiirzte Interpolationszyklen, eingegrenzt durch manuell
motivierte, eingreifende Keypunkte. Interpolation tritt bei gleichzeitig
zunehmender Imposanz der animierten Figur in den Hintergrund, zieht
sich zuriick auf die marginale Ebene von im Hintergrund befindlichen
Objekten mit Statistenfunktion, wo sie ein dankbarer Abnehmer manu-
eller Animationsarbeit sind.

Vordergriindig zu allen anorganischen und organischen Objekten hat
sich der Schwierigkeitsgrad einer iiberzeugend zu animierenden Figur als
extrem komplex und zeitintensiv erwiesen. Dies bildet Fundament fiir
den Begrift character animation, der die Animation von Trickfilmfigu-
ren bezeichnet, »bei der die Akteure die Emotionen durch schauspieleri-
sche Ausdrucksformen wiedergeben« (Willim 1989: 315). John Halas
formuliert in Anlehnung zu Hooks eine die lapidare Bewegung iiberstei-
gende Bedeutung von Animation, indem er den Faktoren Gravitation,
Korpereigenschaften und Motivation der Figur Gewicht einrdumt:

In nature, things do not just move. Newton’s first law of motion stated that
things do not move unless a force acts upon them. So in animation the move-
ment itself is of secondary importance; the vital factor is how the action ex-
presses the underlying causes of the movement. [...] In order to animate a cha-
racter from A to B, the forces which are operating to produce the movement
must be considered. Firstly, gravity tends to pull the character down towards
the ground. Secondly, his body is built and jointed in a certain way and is acted
on by a certain arrangement of muscles which tend to work against gravity.
Thirdly, there is the psychological reason or motivation for his action — whether
he is dodging a blow, welcoming a guest or threatening someone with a re-
volver (Halas 1981: 12).%3

Halas dehnt den Begriff »Animation< beziiglich des Spielfilms aus und
lasst ihn sinnbildlich zum Gegensatz einer automatisiert hervorgerufenen
Figurenbewegung werden: Der Animator muss ein physikalisches Kraf-

83 Hervorhebungen des Originals.
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teensemble beriicksichtigen, das seine visuellen Spuren und Kennzeichen
am Objekt hinterlédsst, die als Gravitation, Korpereigenschaften und Mo-
tivation der Figur bestimmbar werden. Laut Halas avancieren erst diese
Eigenschaften von einer starr ablaufenden und mechanischen Gesetzen
gehorchenden Bewegung zu einer bildlich-vitalen Animation von Figu-
ren, wie sie der Zeichentrickfilm in gezeichneter Form vorgegeben hat
und wie sie zu dem eingangs erwihnten Grundsatzregelwerk zusammen-
gefasst werden konnten.

Eine 3-D-Applikation wie 3ds max stellt eine Vielzahl unterschiedli-
cher Optionen und Hilfsmittel zur Verfiigung, die das Erscheinungsbild
von Bewegungsmustern weiter beeinflussen kénnen. Diese Werkzeuge
schlagen sich bestimmend auf die Glaubwiirdigkeit der zu bewegenden
Objekte nieder.

4.5.4 Weiterfiihrende Animation

Aus der Betrachtung ausgefeilter Bewegung einer Figur in den Spielfil-
men darf man ableiten, dass der softwareimmanenten Interpolation nur
wenig Spielraum zur Entfaltung gegeben wird und dass zahlreiche manu-
elle Posen bestimmt werden, die ebenso zahlreiche Keypunkte notwendig
werden lassen.

Die bisherigen Ausfithrungen ergaben, dass je mehr sich ein charac-
ter einer im Drehbuch vorgegebenen Personlichkeitsnote erkennbar und
wiedererkennbar ndhern soll, desto weniger die Animation den interpo-
lierenden Controllern und damit dem Computer per se iiberlassen werden
darf. Die Anzahl der manuellen Keypunkte wichst reziprok zur Ein-
schrinkung der Interpolation an. Die Interpoltation der Software wird
abgelost durch den Einsatz des Animators, der sich selbst durch eine ho-
he Anzahl von Keypunkten in die Bewegung des characters einbringt.
Der Computer tritt mit seinem interpolierenden Bewegungsvorschlag in
den Hintergrund zugunsten der personlichen Note des zu animierenden
characters. Gleichzeitig vergroBert sich der Arbeitsaufwand fiir den Ani-
mator, der schnell an durch Produktionskosten und -zeitrahmen definierte
Kapazititsgrenzen gelangt. Zudem bedeutet es fiir den Animator eine
kiinstlerische Herausforderung, will er komplexe Abfolgen von natiir-
lichen Bewegungen, beispielsweise die eines stolpernden Menschen oder
den natiirlichen Gang eines Vierbeiners in realistisch iiberzeugender
Weise per Keyframe-Animation kreieren, was hohe Kenntnisse von Ana-
tomie und den Einsatz ausgekliigelter Beobachtungsgaben voraussetzt:
»[TThis kind of animation is time consuming. There are thousands of de-
tails involved in every shot. Whether it is a subtle movement of the eyes,
or perhaps a shift in weight that gives the character more presence in a
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scene, an animator can tweak a single shot for weeks« (Weishar 2002:
67). Weishar bestitigt mit Ice Age, dass der Prozess der keyframeba-
sierten Animation zeitintensiv ist. Eine Alternative zur Keyframe-
Animation stellt der bereits aus Zeichentrickfilmen bekannte Riickgriff
auf realexistierende Referenzen dar. Mit Hilfe der Rotoscoptechnik wer-
den Bewegungsmuster aus der Realwelt kopiert und auf den Zeichen-
trickfilm tbertragen. Der Riickgriff auf reale Bewegungsmuster durch
die CGI wird Motion Capturing bezeichnet.

Motion Capturing (MoCap) bezeichnet in der Animation das Erfas-
sen von Bewegungsspuren in der Realwelt. Die Notwendigkeit des
Riickgriffs auf Bewegungsabldufe von Schauspielern oder von Lebewe-
sen entsteht aus der Forderung nach realistischen Bewegungen von cha-
racters und aufgrund eines zu hohen Schwierigkeitsgrads fiir die Key-
frame-Methode. Fotorealistische Figuren benétigen eine realistische Be-
wegung, insbesondere dann, wenn einem »Charakter Personlichkeit zu
verleihen [ist], die alleine durch seine Kdorpersprache erkennbar wird«
(Olmos 2004: 246). Schwungvoll tanzende Paare, akrobatische Bewe-
gungen oder komplexe, schnelle Abliufe sind Beispiele in der Anima-
tion, deren Umsetzung mit klassischem keyframing zu 16sen »den Ani-
mator vor eine grofe Herausforderung« stellt (ebd).

Der Riickgriff auf die Realitdt im tradierten Trickfilm mittels der
Rotoscoptechnik stellt das Aquivalent zur Motion Capturing in der CGI
dar. Die Methode sieht vor, dass eine zu animierende Figur nicht wie bei
Keyframing von Hand des Animators posenhaft verdndert wird, sondern
dass Daten mit Information iiber einen bereits vorhandenen Bewegungs-
ablauf geladen und der Figur zugewiesen werden. »Motion Capture is the
process of recording a live motion event and translating it into usable
mathematical terms by tracking a number of key points in space over ti-
me and combining them to obtain a single three-dimensional represen-
tation of the performance« (Menache 2000: D3

Als Voraussetzungen sind hauptsédchlich das Studio zu nennen mit
dem Vorhandensein eines performers, ausreichend viel Platz fiir dessen
aufzuzeichnenden Korperaktionen sowie die Motion-Capturing-Aufnah-
meapparatur selbst. Hier werden die Bewegungen des Darstellers tiber an
dessen Korper befestigte Sensoren erfasst und aufgezeichnet. Mehrere
Techniken der Motion Capturing sind verfiigbar. Eines ist das optische
System. Es besteht aus mindestens drei Kameras. Der Darsteller, dessen
Bewegung aufgezeichnet wird, trigt ein eng anliegendes Kostiim mit
mehreren sogenannten Markern, die hauptséchlich auf der H6he von Ge-
lenken und GliedmaBien befestigt sind. Die Bewegungsdaten werden da-

84 Hervorhebungen des Originals weggelassen.
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bei anhand der Marker iiber die Kameras erfasst und im dreidimensio-
nalen Raum errechnet. Der Darsteller muss wihrend der Aufzeichnung
darauf achten, dass ein fest abgegrenzter Messbereich nicht verlassen
wird, da sonst die Marker von den Kameras nicht mehr verfolgt werden
konnen.

Menache definiert das anvisierte Ziel von Motion Capturing, das flir
alle Techniken immanent ist: »real-time tracking of an unlimited number
of key points with no space limitations at the highest frequency possible
with the smallest margin of error« (Menache 2000: 2). Der erste Spiel-
film und der damit verbundene Einsatz fiir kommerzielle Zwecke ist The
Lawnmover Man (USA 1992, Regie: Brett Leonard), in dem eine Vorldu-
ferform des Motion Capturing mit noch erheblichen Einschrédnkungen in
Geschwindigkeit und Auflésung zum Einsatz gekommen ist. Der erste
Einsatz von heute gebrduchlichen Motion-Capturing-Konzepten ist die
von ILM entwickelte Methode fiir die T-1000-Figur des Films Termina-
tor II: Judgement Day.

Innerhalb der letzten zehn Jahren wurde das Konzept des Motion
Capturing institutionalisiert. Es entstanden Studios®, die den Bedarf an
eingefangenen Bewegungsdaten realexistierender Menschen oder Tieren
erkannten und sowohl den Computerspielbereich als auch CG-Filmpro-
duktionen beliefern. Jedoch ist die lapidare Annahme, dass die genuin re-
alistischen Bewegungsmuster von Motion-Capture-Daten der vergleichs-
weise arbeitsaufwindigen Keyframe-Technik {iberlegen seien und diese
uninteressant erscheinen lieen, nicht haltbar. Richard Chuang, Mit-
begriinder der namhaften Pacific Data Images (PDI)*, betont, dass Mo-
tion-Capture-Daten nur fiir die virtuelle Figur anwendbar sind, die in Ge-
stalt und Proportionen mit denen des Motion-Capture-Performers iden-
tisch ist:

The mapping of human motion to a character with nonhuman proportions
doesn’t work, because the most important things you get out of motion capture
are the weight shifts and the subtleties and that balancing act of the human
body. If the proportions change, you throw all that out the door, so you might
as well animate it (Chuang, zit.n. Menache 2000: 40).

Chuang nennt somit den Grund, weswegen der vollstindig computerge-
nerierte Film Shrek mit seiner Vielzahl an unférmigen, nichthumanoiden

85 Ein Studio fiir Motion Capture in Deutschland ist Metric Minds in Hanno-
ver. Es ist mit 18 Kameras ausgestattet, und der Messbereich betrigt 5 x 5
Meter (vgl. Olmos 2004: 241).

86 PDI sind heute ein Teil der DreamWorks Production.
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Figuren vollstindig tiber Keyframe animiert worden ist. »At PDI, the
[Shrek-] project will be totally animated by keyframe animation« (Mena-
che 2000: 53). Dagegen erwihnt Olmos weitere Beispiele aus dem hier
nicht ndher betrachteten live-action-Filmeinsatz:

Im Falle von >Spiderman< wurde [...] Motion Capturing zu Gunsten von
Keyframing verworfen, da die besonderen Bewegungsmuster, die den Super-
helden charakterisieren, nicht von einem Darsteller erzeugt werden konnten.
[...] Im Gegensatz dazu basieren die Bewegungen der Heere in der Trilogie
»Der Herr der Ringe« komplett auf MoCap-Daten. Gollums Verhalten wurde
[...] als Referenz mittels MoCap aufgezeichnet und dann stellenweise durch
Keyframing verfeinert oder komplett ersetzt (Olmos 2004: 240).

Olmos ldsst andeuten, dass computergenerierte Figuren im Realfilm ten-
denziell aufgrund ihrer meist nicht-karikativen Gestalt und ihrer filmi-
schen Interaktion mit Realschauspielern ein groferes Betétigungsfeld fur
MoCap darstellt.

MoCap stellt kein Symptom der filmischen Computerisierung dar,
sondern involviert filmhistorisch belegbare, in Kapitel 1.4 erwéhnte Kon-
zepte des Rotoscops. Der Zeichentrickfilm kann zusammen mit der CGI,
aber entgegen dem Puppentrickfilm, Anleihen an der Realitdt vorneh-
men. Der computerimmanente Riickgriff auf gattungsfremde Bewe-
gungsformate scheint durch die Tradition legitimisiert.

Es macht besondere Miihe, fiir eine Figur ein individuelles bzw. cha-
rakteristisches Bewegungsbild zu schaffen. Schon der Zeichentrickfilm
kannte die schwierigen Aspekte zeichnerischer Darstellungskunst, ndm-
lich die Vorginge des Laufens und Gehens einer humanoiden Figur (vgl.
Pieper 1994: 34) zu gestalten. Der gesamte Ausbalancierungsvorgang
(ebd.) wihrend des Gehens erstreckt sich tiber Fiifle, Beine sowie iiber
Kopf, Arme bis hin zur Blickrichtung des Augenpaars, Bewegungen, die
je nach physikalischer Umgebung stirker oder schwicher ausfallen kon-
nen. Die oben erwihnte Rotoscoping-Methode beim Zeichentrickfilm
konnte Abhilfe schaffen, doch der zahlenmiBig geringe Einsatz dieser
Technik schien ihr keine Durchsetzungsfihigkeit zuzugestehen, was
moglicherweise an den zahlreichen technischen Voraussetzungen lag; er-
ginzend liefert Shaw eine dsthetische Begriindung, wenn sie der Auffas-
sung ist, dass die meist cartoonstilisierten Zeichentrickfiguren sich an-
ders, z.B. tibertriecbener bewegen als Realfiguren, was die realen Bewe-
gungsmuster ungeeignet erscheinen ldsst: »[S]traight copying can look
strangely lifeless because animation is an art, not just a skill. What the
animator is aiming for is to create something more than mere imitation,
to create a performance« (Shaw 2004: 3).
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4.5.5 Animation anorganischer Geometrie

Der Weg fiir die Computeranimation, natiirliche Elemente wie {iberzeu-
gende, menschliche Wesen, Feuer, bewegte Fliissigkeiten und addquate
Beleuchtung in iiberzeugender Darstellung zu realisieren, war lang.

Sekundiranimationen fiir das Wehen des Windes, das Bewegen der
Blitter in den Laubbiumen, aber auch fiir Grashalme und wirbelnden
Staub, der durch die Luft fliegt, genieBen gegenwirtig die erhohte Auf-
merksamkeit der CG-Animatoren. Der Anspruch liegt in einer zuneh-
menden Automatisierungsméglichkeit dieser Sekundiranimationen, ob-
gleich jede Automatisierung die Gefahr der mechanisiert aussehenden
Wirkung mit sich bringt, da man aufgrund der Objektfiille deren Bewe-
gung der Softwareinterpolation {iberlassen muss. Somit sind derartige
Anforderungen in der Animation ohne ein geringes Mall an Automati-
sierung nicht denkbar, insbesondere wenn die Szene eine uniiberschau-
bare Anzahl von sich bewegenden Objekten zeigt. Beispiele hierfiir sind
Menschenmengen (Massenszenen), Schneeflocken und Wassereffekte.
PDI griffen fiir die Animation von Fliissigkeiten im Film Shrek auf ein
im eigenen Haus programmiertes Verfahren zuriick, das von Nick Foster
kreiert wurde, mit dem Namen FLU zur Simulation von Fliissigkeiten
(Hopkins 2004: 153). Als Beispiel nennt Hopkins die Schlammdusche in
der Eingangssequenz von Shrek. Die Anforderungen an den Schlamm
unter Shreks Dusche sind seine besonderen Eigenschaften, wie Schlamm
zu flielen, am Korper zu kleben und die Haut zu benetzen (ebd.). Hop-
kins erkldrt weiter, dass diese Technik auch fiir die im Film vorkommen-
de Lava angewandt worden ist. Mit FLU konnen sogar wehende Blétter
animiert werden. Die alternativen Verfahren, die Bewegungen wehender
Blatter per Zufallsgenerator nachzustellen, »brachten keine natiirlich aus-
sehenden Ergebnisse« (ebd.), da so eine grole Anzahl bewegter Bléitter
die versteckten Wirbel und Gegenstromungen der Luftb6en nicht wieder-
geben konnten.

Die lineare Interpolation, die fiir den Automatismus in Bewegung
und Animation sorgen kann, ist bei den zu untersuchenden Spielfilmen
schnell in den Hintergrund getreten. Die am Herstellungsprozess betei-
ligten Animatoren haben erkannt, dass die Aufgabe, Objekte &sthetisch
zu organisieren, um schliissige Geschichten zu erzédhlen, in der Regel
auch hier moglichst wenig der Interpolation iiberlassen werden darf. Dies
gilt insbesondere auf der Ebene der Protagonisten mit besonderem Au-
genmerk des Rezipienten. Davon unberiihrt bleibt jedoch der bewihrte
Riickgriff auf oben genannte externe Muster, die importiert werden kon-
nen.
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Der mit dem Vorwurf der Vereinfachung behaftete, auf figuraler
Ebene diskreditierte Automatismus wird auf dem Gebiet anorganischer
Animation gestirkt und erhilt eine Rolle als Animationskunstfertigkeit.
Die potenziell stattfindenden, durch Interpolation automatisierten Ab-
laufe verleihen der mise-en-scéne der Umgebung eine machtvolle Kon-
stitution, wie zwei Beispiele nachfolgend untermauern.

Dynamische Simulation

Fur die dynamische (Bewegungs-)Simulation kann das Hiipfen eines
Gummiballs als Beispiel herangezogen werden. Der Animator kann eine
3-D-Szene mit Gravitation und das Ballobjekt und die Bodenfldche mit
spezifischen Eigenschaften von Masse, Gewicht und Luftwiderstand ver-
sehen. Soll nun der Ball die Treppe hinunterspringen, so muss der Ani-
mator keine keyframe-basierte Animation erstellen, denn die Software
kann anhand der Massenangaben und der Gravitation eine Bewegung er-
rechnen. Dynamische Simulationen erfordern grofle Vorbereitung und
stellen somit im allgemeinen keinen effizienten Weg der Animation dar.
Jeder Animator wiirde einen einzelnen Ball per Keyframe animieren.
Doch falls die Szene Dutzende von Billen beinhaltet, die allesamt die
Treppe hinunterfallen, sind dynamische Simulationen trotz ihrer Vorbe-
reitungsmafBnahmen die effizientere Lsung.

Partikelsysteme

Partikelsysteme werden eingesetzt, um eine Vielzahl von Objekten nach
vorgegebenen Verhaltensmustern animieren zu konnen. Schneeflocken
gelten neben Regen als klassisches Einsatzgebiet fiir Partikelsysteme, die
auch Vielteilchensysteme genannt werden. Sie dienen der automatisier-
ten Steuerung und Animation einer uniiberschaubaren Menge von meist
kleinen Objekten, deren manuelle Animation einen nicht zu bewdlti-
genden Aufwand einfordern wiirde. (vgl. Kohlmann/Miiller 2005: 40).

Die Einsatzmoglichkeiten dieser Automatisierung werden zum Un-
terscheidungsmerkmal der Computeranimation gegeniiber traditionellen
Animationstechniken des Zeichentrick- oder Puppentrickfilms, wo der
Einsatz einer Objektvielzahl kaum denkbar bzw. nur restriktiv umsetzbar
ist. Die Vielzahl der Teilchen entspringt einem gemeinsam definierten
Ursprung, genannt Emitter. Von ihm wird iiber einen definierten Zeit-
raum eine bestimmte, meist hohe Anzahl an Teilchen emittiert, die Ko-
pien eines Prototyps entsprechen und einen vorher festgelegten Rich-
tungsverlauf einschlagen. Gelangen sie zum Endpunkt einer zu durchlau-
fenden Bahn, werden sie meist wieder aus der Szene geldscht. Ein Bei-
spiel ist eine Feuerwerksrakete, die am Himmel detoniert: in diesem Mo-
ment stellt das Partikelsystem nun eine Vielzahl an Funken zur Ver-
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fugung, die aus der Raketenspitze als Emitter generiert werden. Sie ver-
teilen sich sternférmig am Himmel iiber einen Zeitraum von einigen Se-
kunden, um dann zu erlischen. Die Flugbahn und Richtung erfolgt nach
Richtlinien eines von der Software ermittelten Zufallsgenerators, der un-
ter Eckpunktvorgaben des 3-D-Artists arbeitet. Die Vorgaben dieses Bei-
spiels wiirden lauten: sich sternformig in alle Richtungen des 3-D-Raums
mit voneinander geringfiigig variierender Geschwindigkeit auszubreiten
und gleichzeitig von der eingestellten Gravitationsstdrke mit einer nach-
lassenden Geschwindigkeit beeinflusst zu werden. Das Partikelsystem be-
rechnet das Verhalten aller Partikel nach diesen Vorgaben automatisch.
Der Anwender formuliert grobe Zielsetzungen, das Verhalten der unii-
berschaubar vielen Partikel verlduft automatisch nach einem Zufallsprin-
zip.¥” Komplexe Dynamiksimulationen sowie der Einsatz von Par-
tikelsystemen setzen eine immense Rechenleistung des Computers vor-
aus. Aus diesem Grund ist ihr Einsatz erst mit zunehmender Steigerung
der Rechenleistung verstirkt zu beobachten.

Der kiinstliche Niederschlag oben beschriebener automatisierter Ani-
mationsbeispiele anorganischer Objekthaftigkeit besteht nicht mehr in
der phasenweisen Umsetzbarkeit geschmeidig-natiirlicher Bewegung,
sondern im Dirigieren derartiger Bewegung hervorrufender Einsatzwerk-
zeuge. In einem computerisiert adaptierten Verstindnis des Animators,
Bewegungssimulationen bildlich-natiirlichen Charakter angedeihen zu
lassen, zeichnet er sich verantwortlich fiir Betreten neuer Animationster-
ritorien, die mit konventionellen Mitteln nicht bzw. nur inaddquat hitten
erschlossen werden konnen.*®

87 Fir Ice Age beschreibt Weishar die im Film vorkommenden Geysire als
Einsatzgebiet fiir Partikelsysteme. Jeder Geysir besteht aus einem Zusam-
menspiel von vier Partikelsystemen. Das erste System emittiert Partikel zu
Beginn des Geysirausbruchs als die aus dem Boden hochschieBenden Eis-
stiicke, mit denen sich der Geysir ankiindigt. Die anderen drei Geysire or-
ganisieren sich wie drei Ringe. Der innere Kern verschieft Partikel mit
schneller Geschwindigkeit geradenwegs zum Himmel. Der mittlere Parti-
kelring versendet Partikel langsamer, da sie weiter vom Zentrum des Aus-
bruchs entfernt verteilt werden. Das dullere Partikelsystem verspriiht Par-
tikel, die in ihrem Verhalten schwerer sind und sich trige tiber Bodennihe
bewegen (vgl. Weishar 2002: 59).

88 Hierzu sei auf das Kapitel 6 verwiesen, wo Fallbeispiele analysiert werden.
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4.5.6 Exkurs: Parametrische und komplexe keybasierte
Controller fiir die nichtlineare Interpolation

Die linear arbeitende Interpolation liefert das Grundgeriist fiir eine Be-
wegung, die vom 3-D-Artist zu einer Animation zu bearbeiten und aus-
zubauen gilt. Ein wichtiges Hilfsmittel ist die sogenannte Spuransicht in-
nerhalb der 3-D-Applikation, ein Dialog, der den Ablauf der Animation

Abbildung 14: Spuransicht. Ein Objekt bewegt sich um einige Lcingen-
einheiten entlang der x-Achse unter nichtlinearer Interpolation.
Es erfihrt eine langsame Beschleunigung und eine
sanfte Abbremsung.

als Linie darstellt. Hier konnen Keypunkte addquater Nachbearbeitung
unterzogen werden. Die lineare Interpolation zeigt sich als eine gerade
Linie zwischen zwei Keypunkten, ndmlich als linearer Verlauf einer Ob-
jekteigenschaft von Keypunkt A nach Keypunkt B. Als eine Moglichkeit
steht dem Artist die Option zur Verfiigung, die gerade Linie in eine Kur-
ve® zu verwandeln, was eine Verinderung der zeitlichen Linearitit be-
wirkt und was in eine Abweichung im Verlauf der Geschwindigkeit der
Animation resultiert. Innerhalb einer 3-D-Applikation kann der Artist auf
eine Reihe von Werkzeugen zuriickgreifen, um Einfluss auf die lineare
Interpolation auszuiiben. Die Interpolation wird von einem Algorithmus
gesteuert, genannt Controller. Controller verwalten alle Parameter und
sorgen fiir eine Interpolation der Werte zwischen den einzelnen frames.
In 3ds max gibt es zahlreiche Controller mit den unterschiedlichsten Ei-

89 Vgl. auch rarc< bzw. »slow in/slow outc bei den Grundsatzregeln der Ani-
mation, siche Abschnitt 4.5.1.
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genschaften (vgl. Miller 2000: 715). Auf diese sollen im Rahmen dieser
Abhandlung nicht eingegangen werden, es soll aber der Vollstindigkeit
halber auf die Existenz von Controllertypen hingewiesen werden. Bei
dem oben erwihnten Linearcontroller konnen die Werte der Bewe-
gungskurve in der Spuransicht nicht beeinflusst werden. Die vom linear
arbeitenden Controller interpolierten Werte folgen hier von einem Key
zum néchsten einer geraden Linie. Als weiteres Beispiel soll der Bézier-
Controller genannt werden, der es erlaubt, die Kurve iiber Justage von
Tangenten an den Keypunkten verdndern zu kénnen, was Einfluss auf die
Geschmeidigkeit der Bewegung nimmt. Die insgesamt 15 verschiedenen
Controller sind nach ihrer Funktion definierbar:

Controller konnen nach dem Datentyp, den sie zuriickgeben, klassifiziert wer-
den. Der Datentyp des Controllers muss dem Datentyp des Parameters des Ob-
jekts entsprechen, ansonsten funktioniert er nicht. Ein Controller fiir Skalie-
rungen kann nicht zur Steuerung der Objektposition verwendet werden, weil
beide Animationen unterschiedliche Daten benétigen (ebd.).

Die von Hand vorzunehmende Posenveridnderung einer Figur zu Anima-
tionszwecken mit Hilfe des zugrundeliegenden Knochensystems, die
Setzung von ausgesuchten Keypunkten bei den Knochen auf der Zeitli-
nie, die Wahl des richtigen Controllers und die Beeinflussung seiner Pa-
rameter und damit der Interpolation zwischen den Keypunkten definieren
im Wesentlichen die Keyframeanimation bzw. die Arbeit des Animators
am computergenerierten Film. Die Anzahl der zu bewegenden Korpertei-
le lasst die Anzahl der zu setzenden Keypunkte proportional ansteigen.
Der Aufwand der Animation richtet sich nach Personlichkeitsmerkmalen
und Charakterdifferenziertheit der Figur, wie es der 3ds-max-Animator
Paul Neale schildert, der Einblicke gibt in die Arbeit an einer CG-Fern-
sehserie:

[Es ist] wichtig [...], die Personlichkeit eines Charakters in Bezug auf die Ge-
schichte herauszufinden. Danach richtet sich, wie der Charakter animiert wird
und es hat Einfluss auf die Art der Kontrollen. Hat ein Nebencharakter zum
Beispiel wenige Sprechzeilen, verwende ich mehr Zeit auf die Gesichtskon-
trollen wie Auge oder Augenbrauen. So hat er [...] eine Menge von Ausdrucks-
moglichkeiten und steht nicht >tot« neben dem Hauptcharakter (Neale, zit.n.
Holmes 2002: 278).

In einem vollstindig computergenerierten Spielfilm werden Figuren ihrer

Hierarchie nach mit aufwéndigen Kontrollmechanismen versehen. Das
zur Bewegung eingerichtete Gelenksystem wurde schon in Abschnitt 4.1
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erwdhnt. Dieses nicht renderfihige System deformiert die sichtbare
Struktur der Figur und erleichtert somit den Animationskomfort des
Animators. Es wire dem gegeniiber auch denkbar, die Geometrie der Fi-
gur selbst zu bewegen, wobei so aber nur zu Testzwecken verfahren
wird. Das Gelenksystem besteht aus einer Hierarchie von knochenéhn-
lichen Objekten (bones), die auf Hohe der zu bewegenden Gliedmalien
und Korperteile der Figur wie Kopf, Wirbelsdule, Arme, Beine, Hinde,
FiiBBe, Finger, Augen und Lippen platziert werden. Die Berithrungspunkte
der Knochen stellen Gelenke dar (joints). Der Rigger kann die Drehei-
genschaften der Gelenke beschrénken, so dass sich ein Kniegelenk nur
im Rahmen der ihr natiirlich zustehenden Gradzahl bewegen ldsst. Das
Objekt der Figur wird mit Hilfe des Skin-Modifikators an das Ge-
lenksystem gebunden. Skin kalkuliert die Deformation der Figur auf Ba-
sis des Gelenksystems. Diese Automatisierung funktioniert in 80 Prozent
(Weishar 2002: 29) aller Posen, jedoch treten Extremposen auf, in denen
die Deformation unnatiirlich aussieht. Hier beginnt erneut die Handarbeit
des Animators. Bevor es zur Animation kommt, wird die Figur getestet,
ob das Gelenksystem und die Deformation der Figurenoberfldche alle
Bewegungen iiberzeugend ausfiihrt.

Eine hohere Kontrolle iiber den Charakter bringt ein hoheres Potenzial fiir her-
vorragende Animationen mit sich. Der Animator soll sich nicht in den darstelle-
rischen Moglichkeiten des Charakters eingeschrankt fithlen, er soll aber gleich-
zeitig effizient dabei vorgehen, wie er den Charakter zum Leben erweckt (Paul
Neale, zit.n. Holmes 2002: 279).

Hierbei darf hohere Kontrolle nicht mit dem mit einem immensen Ar-
beitsaufwand verbundenen Einfluss auf kleinste GliedmaBen der Figur
verstanden werden. »Wenn ein Charakter einen Schritt machen soll,
miilte der Animator fiir ein Keyframe den Oberschenkel nach vorne
klappen, danach das Knie zuriickbiegen, um anschlieBend den Fufi zu
neigen« (Giesen 2003: 105). Dieser aufwindige Arbeitsvorgang erinnert
ein wenig an die des Puppentrickfilms. Diese Manovriermethode ist in
der Computeranimation als >vorwértsgerichtete Kinematik¢ (forward ki-
nematic, abgekiirzt FK) bekannt. Kinematik ist ein Ausdruck fiir einen
»Bewegungsapparat« (Giesen 2003: 105) fiir hierarchisch verkniipfte
Objekte. Um diesen aufwendigen Vorgang zu verkiirzen, dreht man den
Bewegungsapparat um: Die entgegengesetzte Technik heifit inverse Ki-
nematik (/K, inverse kinematic). »Der Animator bewegt nur den Full und
positioniert ihn an der richtigen Stelle. Der Computer >kennt< die Ge-
lenke seines Charakters und deren Bewegungsmdglichkeiten: Ober- und
Unterschenkel erhalten automatisch die richtige Position« (ebd.). Der
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Animator bewegt nur das Ende der Hierarchiekette, und die untergeord-
nete Knochenkette bewegt sich automatisch mit. »Kinematik schlief3t
[...] die Bewegung und Drehung starrer Objekte mit ein, sowie die Art
und Weise, wie solche Objekte miteinander interagieren, wenn Sie auf
verschiedene Arten verbunden sind« (Miller 2000: 794).

Bei aktivierter inverser Kinematik berechnet die Software fiir jeden
Frame die Bewegung aller GliedmaBen. Bei dem von Giesen verwende-
ten Beispiel hebt der Animator den Fuf3, und die hierarchisch verbunde-
nen GliedmaBlen wie Oberschenkel und Knie folgen automatisch mit
(Giesen 2003: 105). »Although it can be rather complex to set up, IK
simulates a more natural kind of movement« (Weishar 2002: 26). Wei-
tere Hilfsmittel zur Vereinfachung komplexer Animationsvorgénge kon-
nen als Ausdriicke (expressions) oder Skripte in der max-eigenen Pro-
grammiersprache MaxScript geschrieben werden, einer Sprache, die C++
ghnlich ist. Ein Beispiel dazu wiren die Finger einer Hand, die zu einer
Faust geballt werden sollen. Mit einem programmiersprachbasierten
Skript-Bewegungscontroller teilt man der Software mit, dass wenn der
Zeigefinger vom Animator gekriimmt wird, sich alle anderen Finger
selbststéindig kriimmen sollen, und der Daumen ebenfalls selbststindig
seine eigenstdindige, vorher definierte, faustgerichte Haltung einnehmen
soll.

Einen oft benutzten Bereich fiir skriptbasierte Animation stellen die
FiiBBe einer Figur dar. Um einen glaubwiirdigen Gang eines beispielswei-
se ibergewichtigen Protagonisten wie Shrek darzustellen, muss der Kor-
per Gewicht und Masse haben. Eine Methode um Gewicht darzustellen
manifestiert sich im Stil, wie er seine Fiile abrollt und hebt. Hier kann
der Animator ein »foot roll« expression« (ebd.) einsetzen, das den Dreh-
punkt eines FuBles definiert. Die Riggers untersuchen die Figur auf Ge-
lenkbewegungen, die skriptbasierte Automatisierung moglich machen.
Dies setzt voraus, dass der Rigger bzw. der Animator Anatomie und Be-
wegung von realexistierenden Lebewesen kennt. Weishar schildert, dass
die Animatoren die Bewegungen von groflen Katzen studierten, bevor sie
den Sébelzahntiger in Ice Age zur Animation vorbereiteten (vgl. ebd.).

Sekunddranimation
Im weitesten Sinn kann man die durch das Gelenksystem initiierten Be-
wegungen einer Figur als primary motion oder als Primédranimation be-
zeichnen, wogegen der Begriff Sekunddranimation die davon abgeleite-
ten Folgen benennt. Diese widmet sich Bewegungen, die resultierend aus
der primdren Animation entstehen oder als Detail einer libergeordneten
Bewegung hervortreten. Hierunter fillt z.B. die Animation der Kleidung,
die auf Bewegungen des Figurenkorpers reagiert (vgl. Olmos 2004: 198).

196

14.02.2026, 08:30:26. https://www.inlibra.com/de/agb - Open Access - Tz


https://doi.org/10.14361/9783839406359-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

ARBEITSFELDER DER COMPUTERGENERIERTEN INSZENIERUNGSFORSCHUNG

In der Literatur werden jedoch auch andere Ausprigungen der Animation
am Figurenkorper wie Gesichtsanimation (facial animation) und Lippen-
synchronisation (lipsync) hinzugerechnet, so dass der Begriff secondary
motion in der Literatur nicht eindeutig definiert ist. Er stellt eher einen
Sammelbegriff dar, dem die Bewegungen zuzurechnen sind, die sich be-
ziiglich des Figurenraums nicht auf globalem, sondern auf lokalem Raum
abspielen.

Gesichtsanimation

Wihrend bei Toy Story eine emotionale Gestik im Gesicht nur ansatzwie-
se realisiert werden konnte, steigen im allgemeinen die Anforderungen
bei der Vermenschlichung computergenerierter Humanoiden bei den
nachfolgenden Filmprojekten. Das Verfahren der Gesichtsanimation ba-
siert auf einem Knochenskelett, das dem der iibrigen Figur entspricht.
Wie beim iibrigen Gesamtkoérper werden die Polygone, die im Wesen-
tlichen das Gesicht bilden, iiber die Knochen animiert. Das Knochen-
skelett im Gesicht stellt im Wesentlichen das dem menschlichem Antlitz
unterlegte, hochkomplexe Muskelgewebe nach. Zur realistischen Ge-
sichtsanimation bedarf es der vollstdndigen und permanenten Steuerung
aller Gesichtsmuskeln, um die in der Szene geforderte schauspielerische
Mimik umzusetzen bzw. zu visualisieren. Mimik und Gestik entstehen
durch die kontrollierte Bewegung und das Verziehen der Gesichtskno-
chen und damit der Gesichtspartien, um z.B. ein Augenzwinkern oder ein
breites Grinsen (Hopkins 2004: 150) zu erreichen. Die Steuerinstrumente
variieren und sind nicht selten von proprietérer Art, so hat PDI/Dream
Works hierfiir eine eigene Steuerungssoftware entwickelt (ebd.).

Das Resultate sind unabhingig von der eingesetzten Technik stets
vergleichbar. Die Verschmelzung von Kunst und Technologie ist not-
wendige Bedingung fiir ein virtuelles Gesicht als Bestandteil einer Figur,
das die gleiche Detailfiille wie sein realmenschliches Pendant hat.

Das zugrundeliegende, von den Character-TDs eingerichtete Kno-
chenskelett erleichtert die Animation einer Figur. In der Applikation ist
es zwar grundsitzlich moglich, die Arme und Beine einer Figur ohne
Knochensystem zu transformieren und zu animieren, doch bietet das
Knochensystem ergonomisch bedeutsame Vorteile. Wird das Skelett be-
wegt, vollzieht der Koérper der Figur diese Bewegungen mit. Die Be-
wegung von Muskeln, Haut und sekundirer Animation wie Kleidung
oder wackelnde Fiihler bei Fabelwesen werden tiber das Knochensystem
mitorganisiert. Zum Zeitpunkt der Inszenierung von Toy Story boten
kaufliche 3-D-Applikationen wie 3ds max noch keine Werkzeuge, die
diesen Automatismus anboten. Die Animatoren bei PDI beauftragten fiir
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den Film Shrek Programmierer, die entsprechende Algorithmen per
Script formulierten und in ihre Software implementierten:

Fiir realistische Verformungen der Haut entwickelte man unter der Bezeich-
nung Shaper ein interessantes Werkzeug. Im Grundsatz ist Shaper ein Schicht-
prozess, der die Oberfliche von innen heraus verformt. Wenn man die innerste
Lage modifiziert, dann setzen sich diese Anderungen von innen nach auBen
fort, um schlieBlich die duB3ere Form zu veriandern. Durch den Einsatz von Sha-
per konnten die Animatoren nicht nur realistische Verformungen der Haut defi-
nieren, sondern auch Falten in den Kostiimen, die auf die Bewegungen der Cha-
raktere reagierten (Osterburg 2001, zit.n.: o0.a. N.: Helden aus dem Computer —
Shrek: 303).

In der Animationsabteilung von Shrek sahen sich die 49 Animatoren mit
der kritischen Aufgabe konfrontiert, die groben, eher puppenartigen Ge-
stalten zum Leben zu erwecken. Es galt sicherzustellen, dass alle Auftrit-
te, die Mimik der Figuren und die gesamte Animation fiir den jeweiligen
Moment stimmig sind (vgl. Hopkins 2004: 134). Den Animatoren stan-
den eine Reihe von Ressourcen zur Verfiigung, darunter ein grobes Lay-
out, die Storyboards, die Angaben der Regisseure, die Techniken der
Animation in der Software sowie die voraufgezeichneten Tonaufnahmen
der Dialogssprecher.

Nicht selten wurden neben den Tonaufzeichnungen auch Bildauf-
zeichnungen erstellt mit Schauspielern, die die Rolle der zu animier-
enden Figuren iibernahmen. Realaufnahmen wurden insbesondere in Ein-
stellungen mit viel Bewegung herangezogen.

Eine Einstellung von zehn Sekunden kann zwischen zehn und zwan-
zig Posen enthalten (vgl. Hopkins 2004). Fiir eine Gesichtsanimation
werden weitere Knochen unter das Gesicht der Figur entsprechend der
menschlichen Anatomie eingerichtet. Die Knochen simulieren die Bewe-
gungen von Gesichtsmuskeln. Die dariiber liegende Gesichtshaut wird
programmatisch mit solchen Eigenschaften versehen, dass sie auf die
Manipulationen der Knochen wie auf Muskeln »komplett mit Falten,
Lachfalten und anderen Unebenheiten« (Osterburg: 303) reagiert. Da Ge-
sichter auch Lippensynchronisation beinhalten, erfordert dieser Vorgang
eine Audioauflistung, in der die Stimme des Sprechers Bild fiir Bild in
einzelne Silben und Laute zerlegt wird. Mit Hilfe einer Bibliothek von
funfundzwanzig Phonemen und deren Mund- und Lippengestaltung kon-
nen die Lippen auf Basis des Knochensystems zum passenden Laut ver-
formt werden. Neben den Mundbewegungen der sprechenden Figur diir-
fen die Mimiken des Gesichtes nicht vernachlissigt werden. Lécheln,
hohnisches Grinsen oder Runzeln der Stirn sind Beispiele fiir Gesichts-
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mimik. Augen lassen sich auf ein gerade im Blick befindliches Ziel fixie-
ren. Fiir den Fall, dass sich der Kopf bewegt, miissen sich Augen unter
Wahrung der Blickrichtung realistisch mitbewegen und gar ausdrucks-
stark blinzeln konnen. Beim Sprechen werden die Atembewegungen
sorgfiltig auf den Text abgestimmt. Atembewegungen konnen etwa Be-
wegungen der unteren und oberen Bruststeuerungen erforderlich machen
wie auch stirker betonte Bewegungen beim Ausatmen am Ende eines
Satzes (ebd.).

Fiir die Charakteristik der betreffenden Sequenz kommen emotionale
Gewichtung und Dimension der einzelnen Momente zum Einsatz. Das
jeweilige Geschehen der Szene wirkt sich aus der Sicht der Figur auf de-
ren Empfindung aus. Sowohl fiir die Primér- als auch fiir Sekundir-
bewegungen muss auch ein Gefiihl fiir die Verlagerung des Koérperge-
wichtes entwickelt werden. Der Regisseur von Shrek 2, Andrew Adam-
son, betont, dass »die Animatoren tatsichlich auch Schauspieler sind,
und dass man mit ihnen wie mit Schauspielern umgehen muss, wenigs-
tens bis zu einem gewissen Grad. Genau genommen verinnerlichen sie
[...] die Figuren und ihre Art, sich zu bewegen, zu sprechen und zu den-
ken« (Adamson, zit. n. Hopkins 2004: 140).

Augen spielen fiir eine erfolgreiche und iiberzeugende Umsetzung
von Gefiihl und Emotion der Figur eine entscheidende Rolle. Adamson
fiigt hinzu: »Die Augen der Leute sind stindig in Bewegung. Sie schauen
weg, wenn sie die Unwahrheit sagen, sie lassen ihren Blick schweifen,
wenn sie nachdenken. All diese Nuancen miissen die Animatoren mit
einflieen lassen« (ebd.).

Neben der keyframe-basierten Animation werden bei den Character-
TDs Uberlegungen angestellt, welche Bewegungen mit Automatismen
versehen werden kénnen.

So entsteht beispielsweise eine Nackenfalte, wenn Shrek seinen Kopf dreht;
wenn er seinen Ellenbogen abwinkelt, wirft seine Kleidung automatisch Falten.
Auch die Ohren des Esels bewegen sich meist automatisch; lediglich wenn er
damit Gefiihle ausdriicken will, sind sie von Hand animiert (Osterburg: 303).

Es muss betont werden, dass die eine protagonistische Figur pro Sequenz
viele zu bewegende Korperteile (body parts) besitzt, und jeder Korperteil
Dutzende von GliedmaBlen (attributes) hat, die beispielsweise iiber
Keyframe animiert werden (vgl. Weishar 2002: 66): »A few seconds of
animation may contain hundreds or thousands of keyed attributes« (ebd.).
Erschwerend wirkt sich aus, dass eine vollausgestattete Figur mit Klei-
dern und Haaren bzw. mit Fell und ihren komplexen Oberflichen bereits
eine Fiille von Daten darstellt, die alle in Echtzeit in den Ansichts-
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fenstern gezeigt werden missen. Um diese Figur zu bewegen, stofen
selbst hohen Standards entsprechende ausgestattete Computer an ihre
Leistungsgrenzen, was sich in einer Reduktion der performance nieder-
schlagt, mit EinbuBlen in der Echtzeitfihigkeit der Rechner und gleich-
zeitig mit Erschwernissen in der Bedienbarkeit iiber Maus und Tastatur
verbunden ist. Um dieses Problem zu umgehen, werden niedrigaufge-
loste Kopien der zu animierenden Figuren eingesetzt, die nur fir den
Zweck der leichteren Beweglichkeit und Bedienbarkeit angewandt wer-
den, wihrend die hochaufgeldsten Originale voriibergehend ausgeblendet
werden. Die simpler ausgestattete Kopie wird mit demselben Gelenk-
system verkniipft, bietet trotzdem als niedrigpolygonalere Version im
virtuellen Raum tiber Maus und Tastatur Mangvriererleichterung, da vom
Rechner weniger Leistung beansprucht wird, um die Aktionen in den
Ansichtsfenstern in Echtzeit darzustellen.
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