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Begründung für die Sozial Robuste Orientierung

SoRO 2.11 Interessenverlagerung: Die weitgehend selbstgenutzten digitalen Gesundheitsan-
wendungen (DiGA) können bei nicht-neutralen Empfehlungen oder Forderungen zur Datenfrei-
gabe an den Anbieter negativen Folgen verursachen. Deshalb sollte für DiGA eine offizielle Quelle 
(das nationale Gesundheitsportal), als „Leuchtturm“ aufgebaut werden. DiGA sollten Sicherheit 
und positive Versorgungseffekten nachweisen, sich an Qualitätsstandards messen und allen ge-
sellschaftlichen Gruppen offenstehen. 

Im Kern leiten sich Orientierungen, Ziele und 
Maßnahmen aus dem ab, was bereits im kon-
ventionellen, nicht digitalen Bereich als Stan-
dard akzeptiert und etabliert ist. Dies gilt vor al-
lem für Fragen von Datenschutz und – sicher-
heit und für das Prinzip der Teilhabe. Obwohl 
jedoch klare Regeln vorgegeben sind, bedarf 
es im Umfeld der digitalen Medizin meist be-
sonderer Sorgfalt und spezifischer Regelun-
gen, damit in diesem besonders innovativen, 
aber auch sensiblen Feld möglichst keine 
Nachteile für Nutzer entstehen. 

Deutliche Veränderungen ergeben sich bei 
Gesundheitsinformationen und DiGA, weil es 
hierfür bislang kaum Vorbilder in nicht digitaler 
Form gibt. Insbesondere die allgemeine orts-
ungebundene Verfügbarkeit von Information, 

Prävention, Diagnostik und Therapie bedarf ei-
ner genauen Prüfung im Einzelfall. Dass ein 
„Mehr“ nicht immer ein „Besser“ bedeutet, ist 
hierbei wesentlich.  

Die gesetzlichen Vorgaben in diesem Bereich 
wurden und werden erst gerade entwickelt, so-
dass abzuwarten bleibt, wie Umsetzung und 
praktische Anwendung im Alltag gelingen. Die 
fachlich zuständigen Stellen wie das Bundes-
amt für Sicherheit in der Informationstechnik 
(BSI) oder der Bundesbeauftragte für den Da-
tenschutz und die Informationsfreiheit (BfDI) 
sind diesbezüglich einzubinden. Wesentlich 
ist, dass die Verantwortungsbereiche eindeutig 
auf medizinisches Fachpersonal, nationale 
und internationale Prüfstellen, Hersteller, Kran-
kenkassen und Anwender verteilt werden, so-
dass Regelungslücken vermieden werden. 

  

 
1 Ein Klick auf die SoRO Box führt Sie direkt zum Weißbuchkapitel Köckler, H., et al., (2021) Anpassungsbedarfe 

im deutschen Gesundheitswesen in der digitalen Transformation. In Scholz, R. W., et al. (Eds.), (2021). DiDaT 
Weißbuch: Verantwortungsvoller Umgang mit digitalen Daten – Orientierungen eines transdisziplinären Prozes-
ses (S. 97 – 120). Baden-Baden: Nomos. DOI:10.5771/9783748924111. Dort finden sich weitere Begründungen 
für diese SoRO. 
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Potentielle negative Folgen von (lernenden) Algorithmen als 
Entscheidungshilfen für Diagnostik und Intervention im  

Gesundheitswesen 

Kurztitel 
Nutzung von Algorithmen 

AutorInnen 
Sebastian Völker, Heike Köckler,  

mit Bezug zu Diskussionen mit Gerd Antes und Felix Tretter 

Im Gesundheitswesen werden zunehmend Algorithmen für Diagnostik und Therapie eingesetzt. 
Insbesondere (Deep Learning) Algorithmen werden die Qualität von Diagnose und Therapie ver-
ändern. Algorithmen verbessern und erleichtern medizinische Versorgung bei gleichzeitiger Kos-
tenersparnis, jedoch entstehen auch Risiken in verschiedenen Kontexten und Anwendungen. Ri-
siken entstehen durch i) primäre quantitative Evidenzgewinnung mittels großer Fallzahlen ohne 
individuelle Beurteilung des Patienten und seiner Lebensumstände, ii) eine fehlende Möglichkeit 
der qualitativen Bewertung von Algorithmen durch medizinisches Personal, iii) schwer oder nicht-
nachvollziehbare automatisch produzierte Ergebnisse aufgrund der Funktionsweise und Transpa-
renz des Algorithmus. 
Zur Vermeidung dieser Risiken ist es wichtig, ad i) individuelle, durch quantitativ generierte Evidenz 
beurteilte Gesundheitszustände in Wissenschaft und Praxis mit qualitativen Bewertungen zu er-
gänzen, ad ii) die Qualität der Algorithmen, deren Nutzen, Risiken und Kosten, in einem Health 
Technology Assessment transparent und unabhängig zu bewerten, ad iii). ein kritisch-reflektiertes, 
in der Praxis nutzbares, informationstheoretisches und technisches Grundverständnis in der Aus-
bildung der Gesundheitsberufe curricular zu verankern und zu fördern, ad iv) die Humanwissen-
schaften in Studien- und Ausbildungsgängen mit Gesundheits-, Daten- und Informatikbezug im 
Sinne einer “human-centered digitalization“ zu stärken.  
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Beschreibung des Unseens Nutzung von Algorithmen 
Wir diskutieren, wie durch Algorithmen er-
zeugte Daten und Entscheidungsunterstützun-
gen die Qualität von Diagnosen und Interven-
tion im Gesundheitswesen beeinflussen. Die 
Nutzung digitaler Daten und Technologien ver-
bessert in der Regel die medizinische Leis-
tung. In der Diagnostik erlaubt diese einen dif-
ferenzierten Einblick, z. B. durch bildgebende 
Verfahren (Esteva et al., 2017) 1. Im Rahmen 
des Projekts DiDat diskutieren wir insbeson-
dere Risiken und potentielle negative (Neben-
)Folgen (Unseens) bei der Nutzung von (ler-
nenden) Algorithmen. 

Der Fokus liegt im Folgenden auf Programmen 
bzw. Apps, die lernende Algorithmen für medi-
zinisches Fachpersonal einsetzen. Dabei rich-
ten wir unsere Aufmerksamkeit auf den Einsatz 
von algorithmischen Anwendungen für Diag-
nostik und Therapieentscheidungen, bei de-
nen das medizinische Personal keinen tiefer-
gehenden Einblick in zugrundeliegende Ent-
scheidungsstrukturen und Qualität der verwen-
deten Algorithmen und ihrer Grenzen sowie ih-
rer Zuverlässigkeit erhält. 

Als spezifische Risiken sind zu benennen: 

(I) Algorithmen lernen häufig aufgrund großer 
Fallzahlen für die oftmals unklar ist, ob 
diese für die jeweils untersuchten Indivi-
duen eine passende Grundgesamtheit 
darstellen. Für welche Individuen eine An-
wendung geprüft ist und für welche nur 

eingeschränkt oder nicht, ist eine Anforde-
rung, die nicht immer erfüllt ist. 

Schlechte Anwendungen resultieren, wenn 
den in Gesundheitsberufen Tätigen unklar ist, 
wie die Daten und Empfehlungen der digitalen 
Technologie mit den qualitativen Informationen 
und Befunden in Beziehung zu setzen sind. 

(II) Ein fehlendes, einheitliches Health Tech-
nology Assessment verhindert die qualita-
tive Einordnung digitaler Gesundheitsan-
wendungen und deren Datengrundlagen, 
die nicht als Medizinprodukt definiert wer-
den. 

(III) Da das medizinische Personal Teile seiner 
Tätigkeit an digitale Technologien über-
trägt, braucht es ein hinreichendes Grund-
verständnis über die Algorithmen, ihre Ei-
genschaften und Fehlercharakteristik, um 
Vertrauen zu gewinnen und bei Fehlfunkti-
onen fehlerhafte Resultate zu erkennen 
und zu verwerfen.  

Es ist genauer zu untersuchen, inwieweit die 
Schwierigkeiten der in Gesundheitsberufen 
Tätigen bei der Anwendung und Vermittlung 
der Ergebnisse an die Individuen (bei bedeut-
samen Diagnosen und Interventionen) Gegen-
stand einer standardisierten Zulassung werden 
sollten. Wir sehen hier ein potentielles Risiko, 
welches wissenschaftlich genauer bewertet 
werden sollte. 

Ursachen und Erklärung zur Entstehung dieses Unseens
Die maschinelle Analyse von (Gesundheits-
)Daten eröffnet mehrere Vorteile. Der Rückgriff 
auf große Datenmengen ermöglicht eine präzi-
sere Diagnostik, individualisierte Therapie und 

 
1 Esteva, A., Kuprel, B., Novoa, R. A., Ko, J., Swetter, S. M., Blau, H. M., & Thrun, S. (2017). Dermatologist-level 

classification of skin cancer with deep neural networks. Nature, 542 (7639), 115 – 118. 
https://doi.org/10.1038/nature21056. 

neue Optionen bei Prävention und Gesund-
heitsversorgung und -förderung. Das Monito-
ring von Erkrankungen und die potentielle 
Fehlerreduktion entlastet das Fachpersonal in 
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Gesundheitsberufen und führt, unterstützt 
durch eine Prozessautomatisierung, zu einer 
Kostenreduktion  (Jannes et al., 2018) . Der 
Einsatz von Algorithmen birgt jedoch auch Ri-
siken. 

Ein Algorithmus trifft auf Basis zweier Grundla-
gen gesundheitsbezogene Entscheidungen. 
Entweder werden Parameter, wie bspw. Vital-
parameter, Risikofaktoren oder Biomarker ge-
nutzt, um auf Basis von fest vom Menschen 
programmierten Regeln, also dem Algorith-
mus, Zusammenhänge aufzudecken (Beispiel: 
subkutan verankerte Insulinpumpen2). Die 
durch den Algorithmus getroffenen Diagnosen 
und Therapieoptionen sind durch die verwen-
dete Codesprache schwer nachvollziehbar. 
Die Konstruktion eines regelbasierten Algorith-
mus auf Basis von a priori festgelegten Annah-
men bestimmt, wie Ergebnisse produziert wer-
den und kann zu falschen Analysen führen.3 
Die Gefahr besteht darin, dass in Gesundheits-
berufen Tätige eine falsche Vorentscheidung 
eines Algorithmus ganz oder zu großen Teilen 
übernehmen. 

Lernende Algorithmen hingegen suchen auf 
Basis von Entscheidungsbäumen, Regressi-
onsanalysen oder neuralen Bayesianischen 
Netzwerken im ständigen Optimierungspro-
zess noch unbekannte Zusammenhänge in 
Datenbeständen (Beispiel: Erkennung von In-
fektionskrankheiten in bildgebender Diagnos-
tik).4 Neuronale Netze simulieren nach dem 

 
2 Cinar, A. (2019). Automated Insulin Delivery Algorithms. Diabetes Spectrum, 32 (3), 209 – 214. 

https://doi.org/10.2337/ds18-0100. 
3 Flores, A. W., Bechtel, K., & Lowenkamp, C. T. (2016). False Positives, False Negatives, and False Analyses: A 

Rejoinder to Machine Bias: There’s Software Used across the Country to Predict Future Criminals. And It’s Bi-
ased against Blacks. Federal Probation, 80, 38. 

4 Madabhushi, A., & Lee, G. (2016). Image analysis and machine learning in digital pathology: Challenges and 
opportunities. Medical image analysis, 33, 170 – 175. https://doi.org/10.1016/j.media.2016.06.037. 

5 Klingel, A. (2019). Gesund dank Algorithmen? Chancen und Herausforderungen von Gesundheits-Apps für Pati-
entinnen. https://www.bertelsmann-stiftung.de/de/publikationen/publikation/did/gesund-dank-algorithmen (abge-
rufen am: 10.07.2020). 

6 siehe auch Antes, G. (2019, April 2). Digital Health. Künstliche Dummheit statt künstliche Intelligenz? ÄrzteZei-
tung. https://www.aerztezeitung.de/Wirtschaft/Kuenstliche-Dummheit-statt-kuenstliche-Intelligenz-256806.html. 

Vorbild des Gehirns ein Netzwerk aus mitei-
nander verbundenen Neuronen. Je mehr Neu-
ronen und Schichten existieren, desto komple-
xere Sachverhalte lassen sich abbilden. Bei 
diesem sog. „Deep Learning“ werden aus vor-
handenen Daten Muster extrahiert und klassi-
fiziert. Dies Versetzt einen Algorithmus bzw. KI 
in die Lage selbstständig und ohne menschli-
ches Zutun seine Fähigkeiten zu verbessern. 
Anders als beim maschinellen Lernen, wo der 
Mensch in die Analyse der Daten und in den 
eigentlichen Entscheidungsprozess eingreift, 
sorgt beim Deep Learning der Mensch lediglich 
dafür, dass Informationen für das Lernen be-
reitstehen, wie z. B. eine Methodik für das 
Deep Learning. Bei lernenden Algorithmen be-
steht die Gefahr aus verschiedenen Gründen 
(z. B. der Fehlerfortpflanzung etwa aus fehler-
haften Daten) fehlerhafte Ergebnisse (Arte-
fakte) zu erzeugen  (Castelvecchi, 2016) . 
Diese Fehlfunktionen können häufig weder 
durch den Programmierer noch durch den An-
wender nachvollzogen werden. Die Informatio-
nen, die durch diese Algorithmen bereitgestellt 
werden, können demnach gerade von Nicht-
Technikern kaum noch erklärt und verstanden 
werden. Damit erhöht sich die Wahrscheinlich-
keit, dass Ergebnisse ohne eingehende Prü-
fung übernommen werden. 5,6 

Bei allen Algorithmen ist die Datenbasis ent-
scheidend für die Qualität des Ergebnisses  
(Jannes et al., 2018) . Bei lernenden Algorith-
men wird ein möglicher Bias in den Daten, auf 
denen der Algorithmus trainiert wurde, in das 
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Ergebnis übertragen (Rebitschek & Gigeren-
zer, 2020). Wenn beispielsweise die Datenba-
sis fast ausschließlich aus einer Population er-
wachsener, männlicher, Probanden aus der 
Mittelschicht besteht, können fehlerhafte Re-
sultate für Personen produziert werden, die 
nicht in ausreichendem Maße dieser Popula-
tion entsprechen; im genannten Beispiel wären 
dies Kinder, Frauen, Einkommensschwache 
etc.  

Programme, die gesundheitsbezogene Daten 
mittels Algorithmen verarbeiten, werden zu-
meist von Drittanbietern aus dem Technologie-
bereich entwickelt und vertrieben. Die Anwen-
der können die Funktionsweise und Transpa-
renz eines Algorithmus mit seinen zugrundelie-
genden Prozessen und Rechenmodellen nur 
selten durchdringen. Dies liegt u. a. aufgrund 
des Betriebsgeheimnisses der Hersteller. 

Zur Bewertung der Qualität von Gesundheits-
Apps existieren in Deutschlandunterschiedli-
che Gütesiegel auf Basis verschiedener Krite-
rien (Albrecht, 2016) . Die Validität bei den 
Meisten dieser Siegel wurde jedoch nicht über-
prüft (Rebitschek & Gigerenzer, 2020). Um 
Nutzen, Risiken und Kosten von Medizinpro-
dukten bewerten zu können, wird in Deutsch-
land ein Health Technology Assessment 
durchgeführt. In diesem müssen auch Auswir-
kungen auf PatientInnen und Organisationen 
dargelegt werden. Derzeit existiert für Algorith-
men, die nicht den Kriterien eines Medizinpro-
duktes entsprechen, jedoch als solches von 
Anwendern wahrgenommen werden (z. B. 
„Google Fit“App, eine App zum Gesundheits- 
und Aktivitätstracking), kein bundesweit ein-
heitliches Health Technology Assessment auf 
Basis eines evaluierten Sets von Gütekrite-

 
7 Haverinen, J., Keränen, N., Falkenbach, P., Maijala, A., Kolehmainen, T., & Reponen, J. (2019). Digi-HTA: 

Health technology assessment framework for digital healthcare services. Finnish Journal of EHealth and EWel-
fare, 11 (4), 326 – 341. https://doi.org/10.23996/fjhw.82538. 

rien.7 Anwendern dieser Algorithmen steht da-
her kein einheitlicher Bewertungsmaßstab zur 
qualitativen Einordnung zur Verfügung.  

Bei fehlender Reflektion der Informationen 
durch den Anwender erhöht sich das Risiko, 
dass Fehlleistungen des Algorithmus gar nicht 
oder nur spät aufgedeckt werden  (Manrai et 
al., 2018) . Die Ursache für die Fehlleistung 
bleibt durch fehlendes, grundlegendes Funkti-
onsverständnis und fehlende Transparenz 
dem Anwender teilweise oder vollständig ver-
borgen. Wenn sich Ergebnisse eines Algorith-
mus einer qualitativen und kritischen Bewer-
tung entziehen, besteht die Gefahr, dass das 
Fachpersonal im Gesundheitswesen Kompe-
tenzen über gesundheitsrelevante Entschei-
dungen verliert. 

Das Vertrauen in die/den im Gesundheitsberuf 
Tätige/n ist ein wichtiger Faktor für das Gelin-
gen einer Therapie oder Intervention. Es be-
steht ein Konflikt zwischen der strukturierten 
Logik eines Algorithmus und qualitativen (Pati-
entInnen-)Informationen. Sofern diese unter-
schiedlichen Wissensquellen durch in Gesund-
heitsberufen Tätige nicht verbunden werden 
können, so kann ein Individuum das Vertrauen 
in den Experten verlieren und führt zu einem 
Kompetenzverlust der in Gesundheitsberufen 
Tätigen. 

Ein Algorithmus erzeugt Ergebnisse, aus de-
nen Befunde und Evidenz einer besonderen 
mittelbaren Art auf Basis der Konstruktion des 
Deep Learning-Algorithmus, eingegebenen 
Daten und/oder vorgegebenen Kriterien (z. B. 
Trainingsdatensätze, Grenzwertfestlegungen) 
resultieren. Gerade bei Deep-Learning-Algo-
rithmen hat der Mensch keinen Einfluss auf die 
Ergebnisse des Lernprozesses des Algorith-
mus. Kontextuelles sowie individuelles Wissen 
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zu Personen und Persönlichkeiten (bspw. per-
sönliche Präferenzen, Ängste und Überzeu-
gungen) kann unter- bzw. unberücksichtigt 
bleiben, wenn unerfahrene Anwender ohne 
ausreichendes informationstheoretisches Ver-
ständnis den Empfehlungen des Systems 

Folge leisten, was die Wahrscheinlichkeit diag-
nostischer, therapeutischer, interventioneller 
oder handlungsbezogener Fehler erhöhen 
kann.8 

An welchen Zielen orientiert sich ein Umgang mit den Unseens?  
Gesundheit als Menschenrecht wurde bereits 
1946 auf der International Health Conference 
in New York in der Konstitution der Weltge-
sundheitsorganisation (WHO), festgeschrie-
ben.9 Dieses beinhaltet das Recht gesund zu 
sein und allen Menschen Zugang zu Gesund-
heitsversorgung zu ermöglichen. Im 1966 auf 
der Generalversammlung der Vereinten Natio-
nen verabschiedeten Internationalen Pakt über 
wirtschaftliche, soziale und kulturelle Rechte 
wurde das Recht jedes Menschen auf das für 
ihn erreichbare Höchstmaß an körperlicher 
und geistiger Gesundheit anerkannt.10 

Ziele der Gesundheitspolitik sollten demnach 
die Prävention von Krankheiten und Unfällen 
sowie die Gesundheitsförderung sein, so dass 
das Gesundheitssystem so effizient und kos-
tengünstig wie möglich arbeiten kann, um die 
Gesundheit und das Wohlbefinden sowie die 
Zufriedenheit der Bevölkerung sicherzustellen.  

Durch die Digitalisierung wurden neue Diag-
nostik- und Behandlungsmöglichkeiten ge-
schaffen. Zum Beispiel erleichtert die persona-
lisierte Medizin die Kommunikation zwischen 
den einzelnen Akteuren des Gesundheitswe-
sens und ermöglicht es dem einzelnen Patien-
ten, seine Gesundheit durch Apps und Infor-
mationen im Internet stärker zu steuern. Im Be-
reich Diagnostik und Intervention ist es wichtig, 

 
8 Bauer, M., Glenn, T., Monteith, S., Bauer, R., Whybrow, P. C., & Geddes, J. (2017). Ethical perspectives on rec-

ommending digital technology for patients with mental illness. International Journal of Bipolar Disorders, 5 (1), 6. 
https://doi.org/10.1186/s40345-017-0073-9. 

9 WHO (1948) Constitution of the World Health Organization. Geneva. 
10 UN Generalversammlung (1966). International Covenant on Economic, Social and Cultural Rights, 16 Decem-

ber 1966, United Nations, Treaty Series, vol. 993. 

dass der Einsatz von zeitgemäßen digitalen 
Verfahren bei Bildgebung, Selbstüberwachung 
durch den Patienten und Entscheidungsfin-
dung (im medizinischen und Public Health Be-
reich) geprüft wird. 

Jedoch sollten auch unbeabsichtigte Nebenef-
fekte („Unseens“) beim Einsatz neuer digitaler 
Methodiken wie Algorithmen betrachtet wer-
den. Beispielsweise beinhaltet die Magnetre-
sonanztomographie eine Vielzahl von Algorith-
men, deren Konstruktion der Anwender nicht 
vollständig verstehen muss. Um eine Anwend-
barkeit von Algorithmen in der gesundheitli-
chen/medizinischen Praxis zu ermöglichen, 
müssen jedoch die automatisch generierten 
Ergebnisse eine Bewertung durch das anwen-
dende Fachpersonal im Gesundheitswesen er-
möglichen. Die Datenbasis, auf die die Algo-
rithmen zurückgreifen, soll so aufgebaut sein, 
dass sie keinen Bias gegenüber sozialen 
Gruppen beinhaltet und reproduziert. 

Im Gesundheitswesen ist eine informierte, kog-
nitive und emotionale Bewertung von algorith-
misch generierten Informationen von großer 
Bedeutung (Jannes et al., 2018). Maschinell 
generierte Informationen, Empfehlungen und 
Vorentscheidungen müssen, beispielsweise in 
der Gesundheitsplanung, vor dem Hintergrund 
politischer und lokaler Rahmenbedingungen 
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bewertet werden. Bedeutsame Diagnosen 
oder Intervention aus Algorithmen, die für ein 
Individuum ein Life Event bedeuten können, 
bedürfen einer informierten und Individuen 
sensiblen Bewertung und Einordnung auf Ba-
sis der Fachexpertise des/der im Gesundheits-
beruf Tätigen. 

Beim Einsatz von Algorithmus-basierten 
DiGAs soll die hörend-sprechende Medizin 
nicht vernachlässigt werden, um das Verhält-
nis zum Individuum als zentrales Element für 
eine gelingende Diagnostik und Therapie zu 
erhalten (Cohen et al., 2014). Dies erhöht den 
Respekt vor der Menschenwürde, der/die Pati-
entIn fühlt sich als Individuum begriffen und 
nicht als Datensubjekt. In der Folge ist auch die 
Adhärenz gegenüber Therapie- und Verhalten-
sempfehlungen größer (siehe SI2.5).11 Bei 
Public Health-Interventionen, beispielsweise in 
der Gesundheitsplanung, müssen Belange der 
beteiligten Stakeholder bei der Entscheidungs-
findung berücksichtigt werden. 

Bei der Zertifizierung medizinischer Software 
(gemäß Art.2 MDR Aufgabe der Benannten 
Stellen) als auch beim Health Technology As-
sessment (gemäß §139e SGB V Aufgabe des 
BfArM) 12 sollten klare und einheitliche Krite-
rien erarbeitet und angewendet werden. Es ist 
zu prüfen, ob Algorithmen in Gesundheitsan-
wendungen, die nicht den Kriterien eines Me-
dizinproduktes entsprechen, jedoch in der ge-
sundheitlichen/medizinischen Praxis einge-
setzt werden, ebenfalls einen einheitlichen 

 
11 Eichhorn, A., Glaeske, G., & Scholz, R. W. (2021). Erwartungen von Patienten, Konsumenten und Bürgern an 

das Diagnose und Prognose Potential von DNA-Daten DOI: 10.5771/9783748912125-SI2-5. In R. W. Scholz, 
E. Albrecht, D. Marx, M. Mißler-Behr, O. Renn, & V. van Zyl-Bulitta (Eds.), Supplementarische Informationen 
zum Weißbuch: Verantwortungsvoller Umgang mit digitalen Daten – Orientierungen eines transdisziplinären 
Prozesses (S. 95 –101). Baden-Baden: Nomos. DOI:10.5771/9783748912125. 

12 Eine systematische, evidenzbasierte Bewertung medizinischer Verfahren und Technologien im Hinblick auf de-
ren Effekte auf die Gesundheitsversorgung wird nicht durch das BfArM durchgeführt. Das BfArM überprüft die 
Angaben des Herstellers in ähnlicher Wiese wie die Arzneimittelbewertung gemäß AMNOG 
(https://www.bfarm.de/DE/Medizinprodukte/DVG/_node.html). 

13 Swart, E., Gothe, H., Geyer, S., Jaunzeme, J., Maier, B., Grobe, T. G., & Ihle, P. (2015). Gute Praxis Sekundär-
datenanalyse (GPS): Leitlinien und Empfehlungen. Das Gesundheitswesen, 77 (02), 120 – 126. 
https://doi.org/10.1055/s-0034-1396815. 

Qualitätsstandard bedürfen. Bei der Konstruk-
tion der Algorithmen ist zu beachten, das aktu-
elle Leitlinien und Empfehlungen der quantita-
tiven Datenauswertungen, wie bspw. die Gute 
Praxis Sekundärdatenanalyse (GPS) 13 beach-
tet werden und Datenbasen transparent aus-
gewiesen werden. Zertifizierungsverfahren 
nach der DSGVO könnte perspektivisch eine 
Orientierung bieten. 

Es ist zu klären, ab wann das Risiko von nega-
tiven Folgen bei der Nutzung von AI in kriti-
scher Weise erhöht wird. Diese ist abhängig 
von der Bedeutung der Information, die durch 
den Algorithmus generiert wird, die festge-
stellte Diagnostizität/Leistungsfähigkeit der al-
gorithmischen digitalen Gesundheitsanwen-
dung (DiGA) und das Wissen des/der im Ge-
sundheitsberuf Tätigen, der Fähigkeit des/der 
im Gesundheitsberuf Tätigen Ausreißer, Feh-
ler und untypische Ergebnisse zu erkennen 
und die Fähigkeit des/der im Gesundheitsberuf 
Tätigen die Arbeitsweise einer DiGa und ihrer 
Grenzen zu erklären. 

In Zusammenarbeit mit Fachpersonal aus dem 
Gesundheitswesen sollen Individuen befähigt 
werden eine gesundheitsbezogene Entschei-
dung bspw. zu einer Therapie zu treffen (Che-
wning et al., 2012). Trotzdem wird die Haupt-
verantwortung bei in Gesundheitsberufen Täti-
gen verbleiben, die Ergebnisse und deren 
Sinnhaftigkeit prüfen und dem/der Patienten/in 
eine Beschreibung des Leistungsvermögens 
geben. Die für Interventionen benötigte Ver-
trauensbasis des/der Patienten/in bzw. des/der 
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Entscheidungsträgers/in gegenüber den in Ge-
sundheitsberufen Tätigen wird durch einen Al-
gorithmus nicht ersetzt werden können (Ste-
venson et al., 2007). Für eine gute Nutzungs-
Praxis, in welcher Algorithmen neue Informati-
onen aus komplexen Zusammenhängen (Mul-
tikausalitäten, Bildererkennung etc.) ableiten, 
die den in Gesundheitsberufen Tätigen zusätz-
liche Informationen bereitstellen, muss unter 

Kenntnis i) der Funktionsweise des Algorith-
mus, ii) der Fehlerursachen in der Beurteilung 
und iii) der Grenzen der Anwendung, die Algo-
rithmus-basierte Information in angemessener 
Weise an Individuen vermittelt und in eine 
mögliche Intervention einbezogen werden kön-
nen. 

Welche Maßnahmen sind für welche Ziele sinnvoll?
Für eine Qualitätskontrolle der Algorithmen 
wird gegenwärtig medizinische Software zerti-
fiziert und für die als Medizinprodukte einge-
stuften Gesundheitsanwendungen ein Health 
Technology Assessment durchgeführt. Für die 
Entwicklung von Kriterien zur Beurteilung von 
Nutzen, Risiko und Kosten digitaler Gesund-
heitsanwendungen ist ein transdisziplinärer 
Prozess notwendig, um wissenschaftliche Er-
kenntnisse mit praktischer Einsatzfähigkeit zu 
verbinden (Antes, 2018). In diesen Prozess 
sind zentrale Akteure der im Systemmodell 
dargestellten Bereiche (in Gesundheitsberufen 
Tätige, Individuen, Ökonomie, Technologie, 
Ethik/Jura, Verwaltung, organisatorische 
Strukturen) einzubinden.  

Die Güte der Ergebnisse aus Algorithmen soll-
ten möglichst quantitativ, beispielsweise mit-
tels positiv prädiktiven Werten (PPV) oder Kon-
fidenzintervallen, ausgewiesen und zugänglich 
gemacht werden (Gigerenzer, 2013). Eine ein-
deutige Differenzierung zwischen Korrelation 
und Kausalität unter Vermeidung von Schein-
korrelationen muss ausgewiesen werden 
(Vezyridis & Timmons, 2019). Hilfreich wäre in 
diesem Zuge auch informiertem Fachpersonal 
in Gesundheitsberufen zu ermöglichen in die 

 
14 GVG - Gesellschaft für Versicherungswissenschaft (ohne Datum). GVG- Positionspapier zu Kernanforderungen 

an eine künstliche Intelligenz im Gesundheitswesen. https://gvg.org/allgemein/publikationen/positionen/gvg-
facharbeitsgruppe-digitalisierung-position-zu-kernanforderungen-an-eine-kuenstliche-intelligenz-im-gesund-
heitswesen/#more-4907 (Abrufdatum: 13.07.2020). 

Entscheidungsbäume von regelbasierten Al-
gorithmen, bspw. durch transparente und fle-
xible Grenzwertfestlegungen, eingreifen zu 
können, um ihre zuvor getroffene Entschei-
dung datengestützt zu prüfen.14 Hierzu müs-
sen Kenntnisse der grundlegenden Funktions-
weisen von Algorithmen Fachpersonal in Ge-
sundheitsberufen vermittelt werden. 

Bei der Anwendung von Algorithmen muss 
eine individuelle Betrachtung der Gesundheits-
chancen und -risiken vorgenommen und DiGA, 
v. a. außerhalb der bildgebenden Diagnostik, 
als Entscheidungsunterstützung bzw. „Zweit-
meinung“ angesehen werden und nicht aus-
schließlich deterministisch eingesetzt werden. 
Folglich sollten einer DiGA vordringlich Assis-
tenzfunktionen zukommen und ihre Ergeb-
nisse als ein relevanter Faktor Eingang in eine 
menschliche Entscheidung finden. Vor einer 
abschließenden Entscheidung sollte die Inter-
venierbarkeit des menschlichen Entscheiders, 
aber auch des Betroffenen, stets gegeben 
sein. Die in Gesundheitsberufen Tätigen müs-
sen Grundkenntnisse zu Gesundheitsdaten 
sowie Funktionsweise und Einsatzmöglichkei-
ten von Algorithmen kennen und informations-
theoretische Kenntnisse zur Bewertung der au-
tomatisch generierten Ergebnisse besitzen. 
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