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Online-Privatheitskompetenz wird häufig als Voraussetzung für informationelle Selbst-
bestimmung angesehen. Eine entsprechende Förderung wird damit oftmals als potenzielle
Lösung für Datenschutzprobleme im Internet diskutiert. Bisher wurde Online-Privat-
heitskompetenz dabei vorrangig als Wissenskonstrukt operationalisiert. Es konnte auch
gezeigt werden, dass höheres Privatheitswissen mit mehr Selbstdatenschutz einhergeht.
Es ist jedoch unklar, inwiefern eine entsprechende Förderung tatsächlich zu mehr Selbst-
bestimmung im Internet führt und dazu beiträgt, dass Individuen sich im Internet re-
flektiert und im Einklang mit ihren Privatheitsbedürfnissen bewegen. Der vorliegende
Beitrag argumentiert, dass Online-Privatheitskompetenz allgemeiner als eine Kombi-
nation aus Wissen und besonderen Fähig- und Fertigkeiten konzeptualisiert werden muss.
Zu diesem Zweck wird eine Rekonzeptualisierung vorgeschlagen, die neben faktischen
Wissen über ökonomische, technische und rechtliche Aspekte der Online-Privatheit auch
privatheitsbezogene Reflexions- und Kritikfähigkeit sowie konkrete Privatheits- und
Datenschutzfertigkeiten umfasst.
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Für viele Menschen ist die Nutzung digitaler Medien ein fester Bestandteil ihres Alltags
geworden. Aktivitäten, die ehemals nur offline ausgeführt wurden, finden in zuneh-
mendem Maße auch in Online-Umgebungen statt. Immer mehr Menschen nutzen un-
zählige Kommunikations- und Informationstechnologien (z. B. Computer, Smartpho-
nes oder Smartwatches) sowie spezifische Online-Anwendungen und -Plattformen (z. B.
Instant-Messenger, Soziale Netzwerkseiten oder Online-Shopping-Dienste), um mit
anderen Menschen zu kommunizieren, einzukaufen, einen Partner zu finden, alltägliche
oder private Informationen zu suchen, Zerstreuung zu finden oder Nachrichten zu kon-
sumieren. Auch komplexere Aufgaben werden mittlerweile Online-Diensten überlas-
sen: Navigationssysteme zeigen den Weg, Tracking-Anwendungen zeichnen sportliche
Leistungen auf, Streaming-Dienste schlagen personalisiert Musik oder Filme vor. Die
Verfügbarkeit von mobilem Breitbandinternet erlaubt es gerade Smartphone-Nutzer-
innen und -Nutzern, diese „Dienste und Funktionen der Online-Kommunikation je-
derzeit und an jedem Aufenthaltsort in Anspruch zu nehmen“ (Vorderer 2015: 259).

Bei all diesen Online-Aktivitäten entstehen personenbezogene Daten, die durch
wirtschaftliche und staatliche Akteure gespeichert, analysiert und verwertet werden. Die
unterschiedlichen Informationen erlauben in Kombination einen intimen Einblick in das
Leben, die Verhaltensweisen und Wünsche einzelner Individuen (Acquisti, Brandimarte
& Loewenstein 2015: 509). Drei technische Entwicklungen der letzten Jahrzehnte führ-
ten dabei nach Nissenbaum (2010) insbesondere zu einer Bedrohung der Privatheit
(S. 36): 1) stetig zunehmende Kapazitäten, große Datenmengen zu speichern und effektiv
zu verwalten; 2) neue Möglichkeiten, auf Informationen von unterschiedlichen Orten
aus zuzugreifen und so zu kombinieren; sowie 3) weitreichende Entwicklungen in der
Informatik, Computertechnik und Statistik, die Vorhersagen auf Basis von Big Data in
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bisher unbekanntem Ausmaß ermöglichen. Der zunehmende Verlust von Privatheit auf
dieser vertikalen Ebene (d. h. gegenüber Online-Diensteanbietern oder staatlichen In-
stitutionen; vgl. Masur, Teutsch & Dienlin 2018: 15ff.) bei gleichzeitig hoher Akzeptanz
der Dienste führe letztlich auch zur Abschwächung des normativen Wertes der Privat-
heit in der Gesellschaft (Sevignani 2016). Gerade weil Online-Diensteanbieter behavio-
rale und psychologische Prozesse im Zusammenhang mit der Offenbarung privater In-
formationen ausnutzen (Acquisti et al. 2015: 512) und außerdem die Strukturen und
Anreizsysteme, in denen Online-Kommunikation stattfindet, bereitstellen, scheinen die
Nutzerinnen und Nutzer den damit einhergehenden Informationskapitalismus im zu-
nehmenden Maße zu akzeptieren (Castells 2010; Sevignani 2016).

Es besteht jedoch auch ein erhöhtes Risiko, dass Privatheitsverletzungen auf einer
horizontalen Ebene entstehen (vgl. Masur et al. 2018: 9ff.): Selbst diejenigen Daten und
Informationen, die bewusst nur mit ausgewählten Personen (z. B. den Facebook-Freun-
den oder den Twitter-Followern) geteilt wurden, können ungewollt ein unbekanntes
und potenziell großes Publikum erreichen (boyd 2008). Neue Online-Umgebungen sind
durch eine zunehmende Vermischung privater und öffentlicher Sphären gekennzeichnet
(Papacharissi 2011). Ehemals getrennte soziale Kontexte werden dadurch vermengt und
konfrontieren Nutzerinnen und Nutzer mit der Herausforderung, ihr Verhalten an dis-
perse und häufig nur schwer erfassbare Publika anzupassen (Binder, Howes & Sutcliffe
2009; Hogan 2010; Vitak 2012).

Der Schutz der Privatheit scheint also insbesondere in medial-vermittelten Umwelten
und Kommunikationsräumen vor neue gesellschaftliche und individuelle Herausforde-
rungen gestellt. Eine Einschränkung oder sogar Verletzung der Privatheit wird vor die-
sem Hintergrund vorrangig im Kontext des Verlustes von Freiheit und Selbstbestim-
mung diskutiert (z. B. Seubert 2016a: 89). Aus diesem Grund ist es auch das Recht auf
informationelle Selbstbestimmung, welches – abgeleitet aus dem allgemeinen Persön-
lichkeitsrecht (Art. 2 Abs. 1 GG in Verbindung mit Art. 1 Abs. 1 GG) – das Recht des
Einzelnen begründet, grundsätzlich selbst über die Preisgabe und Verwendung seiner
personenbezogenen Daten zu bestimmen, und so den Schutz informationeller Privatheit
garantieren soll (BVerfGE 65, 1).

Die Frage ist, inwiefern dieses normative Ideal in einer sich immer weiter ausdiffe-
renzierenden Medien- und Kommunikationswelt nicht nur rechtlich garantiert, sondern
auch im konkreten Einzelfall erreicht werden kann. Auf der einen Seite bedarf es dazu
staatlicher Regulierung durch entsprechende Gesetze, um auf der vertikalen Ebene den
privatheitsgefährdenden Praktiken von Online-Diensteanbietern und staatlichen Insti-
tutionen entgegenzuwirken (z. B. Gusy, Eichenhofer & Schulte 2016: 397ff.).1 Gemäß
Eichenhofer hat der Staat (bzw. die EU) sogar die Verpflichtung, das Datenschutzrecht
einerseits einzuhalten und andererseits aktiv durchzusetzen. Dies gilt „umso stärker“,
wenn der Einzelne selbst nicht die Möglichkeit hat, für seinen Schutz zu sorgen
(Eichenhofer 2016: 55). Gleichzeitig sollten Online-Diensteanbieter jedoch angehalten
werden, ihre Dienste so zu gestalten, dass auch auf der horizontalen Ebene informatio-
nelle Selbstbestimmung individuell umsetzbar ist (z. B. durch das Bereitstellen von ent-
sprechenden Einstellungsmöglichkeiten oder Privacy-by-Design).

Auf der anderen Seite ist es erforderlich, dass das Individuum in der Lage ist, sich im
Internet selbstbestimmt und im Einklang mit seinen Wünschen und Bedürfnissen zu
bewegen, zu kommunizieren und zu handeln. Aktuelle wissenschaftliche wie auch ge-

1 Die seit Mai 2018 geltende Datenschutzgrundverordnung (DSGVO) kann als ein entsprechendes
Beispiel angesehen werden. Durch sie gilt beispielsweise, dass die Verarbeitung personenbezo-
gener Daten nur aufgrund eines Erlaubnistatbestands zulässig ist.
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sellschaftliche Debatten sehen deswegen in der Förderung von Online-Privatheitskom-
petenz eine wichtige Voraussetzung für informationelle Selbstbestimmung (Hoofnagle,
King, Li & Turow 2010; Masur, Teutsch & Trepte 2017; Park 2013). Der vorliegende
Beitrag widmet sich dieser zweiten Perspektive und hinterfragt, wie Online-Privatheits-
kompetenz konzeptualisiert werden muss, um dem Anspruch gerecht zu werden, das
Individuum in die Lage zu versetzen, sich im Internet selbstbestimmt und im Einklang
mit den eigenen Privatheitsbedürfnissen zu bewegen. Wie sich zeigen wird, kann indi-
viduelle Online-Privatheitskompetenz letztlich dann auch als Grundlage für die Durch-
setzung von staatlicher Regulierung und Datenschutz angesehen werden, da erst das
kritische Verständnis für privatheitsrelevante Aspekte soziale Verantwortung und damit
demokratisches Potenzial hervorbringen kann (vgl. Masur, Teutsch, Dienlin & Trepte
2017: 187)

Obwohl sich die Forschung schon länger mit dem Konzept einer privatheitsbezo-
genen Kompetenz beschäftigt (für einen Überblick siehe Trepte et al. 2015), erscheint
die theoretische Fundierung lückenhaft und gerade in Hinblick auf den formulierten
Anspruch ausbaufähig. Neben der fragmentierten Erfassung einzelner Dimensionen und
der häufigen Fokussierung auf spezifische Anwendungsfälle oder Plattformen ist vor
allem problematisch, dass Online-Privatheitskompetenz nahezu ausschließlich als Wis-
senskonstrukt operationalisiert wurde. Dabei wurden unterschiedliche Dimensionen
deklarativen (z. B. rechtliche, ökonomische und technische Aspekte) und prozeduralen
Wissens (z. B. Wissen über Datenschutzstrategien) untersucht. Auch wenn empirische
Forschung bereits zeigen konnte, dass eine derart gemessene Online-Privatheitskom-
petenz mit der Umsetzung verschiedener Datenschutzmaßnahmen einhergeht (z. B.
Masur, Teutsch & Trepte 2017; Park 2013), ist dennoch fraglich, inwiefern allein die
Vermittlung von Wissen zur informationellen Selbstbestimmung befähigt. Ein umfas-
sender Kompetenzbegriff geht vielmehr weit über das Vorhandensein von Wissen hi-
naus.

Im vorliegenden Beitrag schlage ich eine umfassende Rekonzeptualisierung der On-
line-Privatheitskompetenz vor, die neben deklarativem und prozeduralem Wissen auch
spezifische Reflexionsfähigkeiten (z. B. die Identifikation individueller Risiken, Bewer-
tung eigener Bedürfnisse und Verhaltensweisen), datenschutzbezogene Fertigkeiten
(z. B. die Fertigkeit, privatheitsbezogen Medien auszuwählen und medienspezifische
Datenschutzstrategien umzusetzen) sowie über die eigene Person hinausgehende Kri-
tikfähigkeiten (z. B. die Fähigkeit, den Status Quo zu hinterfragen und aktiv mitzuge-
stalten) umfasst. Darauf aufbauend argumentiere ich, dass nur eine derart konzeptuali-
sierte Online-Privatheitskompetenz als Voraussetzung für informationelle Selbstbe-
stimmung in demokratischen Gesellschaften angesehen werden kann.

Privatheit als Ausmaß der Abgeschiedenheit

Um das Konzept Online-Privatheitskompetenz verstehen zu können, müssen wir zu-
nächst den Begriff der Privatheit näher definieren. Da der akademische Diskurs über
Privatheit in unterschiedlichen Disziplinen geführt wird (für einen Überblick siehe Ma-
sur 2018: 45ff.), existiert kaum eine einheitliche und allseits anerkannte Definition. Aus
sozial-psychologischer Sicht ist es jedoch hilfreich, Privatheit als das Ausmaß individu-
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eller, freiwillig gewählter Abgeschiedenheit zu betrachten.2 Das Ausmaß der Privatheit
bemisst demnach, wie stark sich ein Mensch aus eigenen Stücken aus sozialer Interaktion
bzw. aus der Gesellschaft im Allgemeinen zurückzieht. Eine entsprechend häufig zitierte
Definition stammt von Westin: „[P]rivacy is the voluntary and temporary withdrawal
of a person from the general society through physical or psychological means“ (Westin
1967: 5). Westin postulierte weiterhin, dass je nach Art des Rückzugs vier Formen der
Privatheit denkbar sind (ebd.: 33-35): Separation (physische Abgeschiedenheit), Zu-
rückhaltung (psychologische Abgeschiedenheit), Intimität (geteilte Abgeschiedenheit)
und Anonymität (Abgeschiedenheit durch Nicht-Identifizierbarkeit).

Ein hohes Maß an Privatheit ist jedoch nicht ein Idealzustand, auf das sich mensch-
liches Verhalten stetig ausrichtet. Vielmehr suchen Menschen je nach Bedarf private Si-
tuationen auf. Altman (1975) argumentierte deswegen, dass Menschen sich in einem ste-
tigen Aushandlungsprozess befinden, durch den sie versuchen, ihr erwünschtes Ausmaß
an Privatheit mit dem tatsächlichen Ausmaß an Privatheit in Einklang zu bringen. Das
subjektive Ausmaß an Privatheit ist damit unmittelbar an die spezifischen Bedingungen
der jeweilig vorherrschenden Situation gebunden. Es wird insbesondere durch die Wahr-
nehmung derjenigen Umweltfaktoren, die das Ausmaß der Abgeschiedenheit bestim-
men, beeinflusst (Masur 2018: 138ff.). Diese umfassen interpersonale Faktoren (z. B. wer
hat gerade Zugang zu mir oder zu Informationen über mich?) und externe Faktoren
(z. B. welche physischen oder virtuellen Barrieren, die den Zugang zu mir oder zu In-
formationen über mich erschweren oder verhindern, sind gerade vorhanden?).

Zusammenfassend lässt sich Privatheit also als das Ausmaß an Abgeschiedenheit ver-
stehen, welches durch die spezifische Kombination interpersonaler und externer Fak-
toren der Umwelt bestimmt wird. Dabei können durch unterschiedliche situative Be-
dingungen auch die von Westin (1967) postulierten Formen der Privatheit hervorgerufen
werden. Die Präsenz eines guten Freundes oder des Partners (interpersonaler Faktor)
kann bei gleichzeitiger physischer Abgeschiedenheit (durch externe Faktoren hervor-
gerufen) ein hohes Maß an Intimität bedeuten und damit ein hohes Maß an Privatheit.
Gleichzeitig kann die Nutzung eines Online-Forums mit einem Pseudonym (externer
Faktor) ein hohes Maß an Anonymität gewährleisten und dann unabhängig davon, dass
das eigene Verhalten (z. B. das Posten von sensitiven Inhalten) von vielen anderen Nut-
zerinnen und Nutzern wahrgenommen werden kann, eine hohes Maß an Privatheit be-
deuten.

Der Wert der Privatheit liegt dabei weniger im Erreichen des relativen Zustandes der
Abgeschiedenheit selbst, sondern in der Befriedigung fundamentaler Bedürfnisse, für die
Privatheit als eine Art Schutzraum notwendig ist (Johnson 1974; Trepte & Masur 2017a).
Privatheit ermöglicht beispielsweise die Erfahrung von Autonomie und damit die Be-
freiung von externen Einflüssen (Nissenbaum 2010; Rössler 2001; Westin 1967), emo-
tionale Entlastung (Westin 1967), Selbstbewertung (Altman 1975; Westin 1967) sowie
geschützte Kommunikation und damit Selbstoffenbarung (Dienlin 2014; Masur 2018;
Westin 1967). Das Mitteilen privater Informationen ist wiederum für die Herstellung
von Nähe und sozialer Eingebundenheit unabdingbar (Derlega & Grzelak 1979; Omar-
zu 2000). Es handelt sich dabei ausnahmslos um Bedürfnisbefriedigungen oder Verhal-
tensweisen, die eine Art „private Sphäre“ benötigen, da sie sonst mit unkontrollierbaren
Risiken einhergehen (Johnson 1974). Aus dieser psychologischen Perspektive ist die

2 Eine Unterscheidung zwischen Offline- und Online-Privatheit ist hier nicht notwendig, da Pri-
vatheit unabhängig vom Medium als ein psychologisches Konzept verstanden werden kann,
dessen Ausgestaltungsprozesse und -möglichkeiten lediglich je nach Medium bzw. Umgebung
variieren.
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Möglichkeit zum Rückzug und damit die Erfahrung von Privatheit eine notwendige
Voraussetzung für das individuelle Wohlbefinden. Privatheit ist also ein sekundäres Be-
dürfnis, welches primäre Bedürfnisbefriedigung ermöglicht.

Bei einem Ungleichgewicht zwischen erwünschter und tatsächlich vorherrschender
Privatheit (d. h. wenn die vorherrschenden Bedingungen als nicht geeignet wahrgenom-
men werden, ein entsprechendes Grundbedürfnis ohne Risiko zu befriedigen) versucht
das Individuum, das Ausmaß der Privatheit durch eine Anpassung der Umwelt oder
durch eine Anpassung des Verhaltens (z. B. die Art der Kommunikation) zu regulieren
(Altman 1975; Dienlin 2014; Masur 2018). Privatheitsregulation lässt sich dabei in prä-
ventive und korrektive sowie individuelle und kollektive Maßnahmen unterscheiden
(Lampinen, Lehtinen, Lehmuskallio & Tamminen 2011): Sie reichen von dem Schließen
einer Tür in Offline-Kontexten über die Anpassung von Privatheitseinstellungen auf
sozialen Netzwerkseiten (Litt 2013; Trepte & Masur 2016) und dem Etablieren von Re-
geln zur Informationsweitergabe (Petronio 2002) bis hin zur Umsetzung technisch an-
spruchsvoller Software-Lösungen, wie z. B. der Installation von Anti-Tracking-Soft-
ware, Nutzung von Verschlüsselung oder Anonymisierungstools (Masur, Teutsch &
Trepte 2017).

Entwicklung eines privatheitsbezogenen Kompetenzbegriffs

Ein privatheitsbezogener Kompetenzbegriff muss stets auch im Kontext vermeintlich
ähnlicher Konzepte wie Medienkompetenz oder digitaler Kompetenz diskutiert werden.
Unter Kompetenzen versteht man allgemein „die bei Individuen verfügbaren oder durch
sie erlernbaren kognitiven Fähigkeiten und Fertigkeiten, um bestimmte Probleme zu
lösen, sowie die damit verbundenen motivationalen, volitionalen und sozialen Bereit-
schaften und Fähigkeiten, um die Problemlösungen in variablen Situationen erfolgreich
und verantwortungsvoll nutzen zu können“ (Weinert 2003: 27–28). Dabei verbindet der
Kompetenzbegriff faktisches Wissen über Sachverhalte (z. B. wie ein Fahrrad funktio-
niert) mit Fähigkeiten, die als Gesamtheit der zur Ausführung einer bestimmten Leistung
oder Aufgabe erforderlichen personalen Bedingungen definiert werden können (z. B.
die Fähigkeit, die Balance zu halten; vgl. Häcker, 2017). Aus dem Wissen und den Fä-
higkeiten erwachsen wiederum konkrete Fertigkeiten, welche das Individuum in die
Lage versetzen, bestimmte Leistungen oder Aufgaben umzusetzen (z. B. Radfahren; vgl.
Heuer, 2017). Die kommunikationswissenschaftliche Beschäftigung mit dem Kompe-
tenzbegriff begann vor allem in den späten 1960er Jahren, als sich der vorrangig sprach-
wissenschaftlich verwendete Begriff in den Entwicklungs- und Sozialisationstheorien
etablierte (vgl. Baacke 1996: 115; Sutter & Charlton 2002: 130). Die Medienpädagogik
änderte im Zuge dessen ihre vornehmlich „bewahrpädagogische“ Ausrichtung hin zu
einem ganzheitlichen Blick auf die Mediennutzerinnen und -nutzer, die nicht mehr als
passive Opfer der Medien, sondern vielmehr als aktive und selbstbestimmte Nutzerinnen
und Nutzer der medialen Kommunikationsmöglichkeiten angesehen wurden (Treu-
mann, Baacke, Haacke, Hugger & Vollbrecht 2002: 21).

Medienkompetenz wird grundsätzlich als ein Teilbereich allgemeiner kommunika-
tiver Kompetenz angesehen (Baacke 1973) und als die Fähigkeit definiert, „in die Welt
aneignender Weise auch alle Arten von Medien für das Kommunikations- und Hand-
lungsrepertoire von Menschen einzusetzen“ (S. 119). Im Laufe der Zeit wurden unter-
schiedliche Dimensionen der Medienkompetenz vorgeschlagen. Baacke (1996) unter-
scheidet beispielsweise 1) Medienkritik (Fähigkeit, Medien bzw. Prozesse des Medien-
systems analytisch, reflexiv und ethisch zu beurteilen), 2) Medienkunde (faktisches Wis-
sen über das Mediensystem), 3) Mediennutzung (Fertigkeit, Medien rezeptiv und inter-
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aktiv zu nutzen) und 4) Mediengestaltung (Fertigkeit, vorhandene Medienangebote zu
erstellen, zu verändern und weiterzuentwickeln). Groeben (2002b) erweitert dieses Mo-
dell und unterscheidet 1) Medienwissen und Medialitätsbewusstsein, 2) medienspezifi-
sche Rezeptionsmuster, 3) medienbezogene Genussfähigkeit, 4) medienbezogene Kri-
tikfähigkeit, 5) Selektion und Kombination von Mediennutzung, 6) (produktive) Parti-
zipationsmuster und 7) Anschlusskommunikation. Medienkompetenz bezieht sich da-
mit stets auf die Medienumwelt und das damit und darin stattfindende Handeln und
Kommunizieren. Das normative Ziel ist also die Befähigung des Individuums, Medien
zu nutzen und für ihr Kommunikations- und Handlungsrepertoire einzusetzen.

Online-Privatheitskompetenz umschreibt dagegen das erlernbare Wissen sowie die
kognitiven Fähig- und Fertigkeiten, privatheitsbezogene Probleme im Internet zu lösen,
und die Bereitschaft, diese Problemlösungen auch in unterschiedlichen Kommunikati-
ons- und Nutzungssituationen umzusetzen. Der Begriff zielt damit auf die individuellen
Voraussetzungen ab, die zur Befriedigung eines sekundären Bedürfnisses notwendig
sind. Auch wenn das normative Ziel ist, Menschen die Befähigung zu geben, private
Räume oder private Zustände herstellen zu können, so liegt der Wert dieses Ziels erst
indirekt in der Befriedigung fundamentalerer Bedürfnisse (z. B. Autonomie oder
Selbstoffenbarung), für die eben diese privaten Räume erforderlich sind (vgl. oben). Aus
soziologischer und rechtswissenschaftlicher Sicht adressiert der Begriff weiterhin die
Frage, welches Wissen und welche Fähigkeiten notwendig sind, damit das Individuum
auch in der Informationsgesellschaft Kommunikationsräume in Hinblick auf Privat-
heitsschutz mitgestalten bzw. Privatheitsregulierung demokratisch einfordern kann
(Masur, Teutsch, Dienlin et al. 2017).

Es gibt durchaus Parallelen zwischen Subdimensionen der Online-Privatheitskom-
petenz und Teilaspekten der Medienkompetenz: Einerseits erfordert der kompetente
Umgang mit Privatheit im Internet auch die Fähigkeit, Medien privatheitsbezogen nut-
zen zu können, was eine hohe Kenntnis über deren Funktionsweisen und Nutzungs-
potenzialen voraussetzt. Andererseits kann Online-Privatheitskompetenz auch als Vo-
raussetzung für Online-Kommunikation angesehen werden, da nur mit ihrer Hilfe On-
line-Kommunikationsräume so gestaltet werden können, dass Kommunikation möglich
wird, ohne die eigenen Privatheitsbedürfnisse zu kompromittieren. Medienkompetenz
bezieht sich dabei auf verantwortungsvolle Mediennutzung und Kommunikationsfä-
higkeit im Allgemeinen, während Online-Privatheitskompetenz ein relatives Bedürfnis
nach Abgeschiedenheit sowie die Fähigkeit, diese Abgeschiedenheit zu erreichen, in den
Mittelpunkt stellt.

In den späten 80er Jahren und vermehrt seit Anfang der 2000er Jahre beschäftigen
sich Forscher aus unterschiedlichen Fachgebieten weitestgehend unabhängig von der
Medienkompetenz- und Privatheitsforschung mit dem Begriff der Computerkompetenz
bzw. der digitalen Kompetenz (z. B. Dutton & Anderson 1989; Hargittai 2002; Lank-
shear & Knobel 2008). Während Computerkompetenz vorrangig Kenntnisse über
Grundlagen der Informatik, soziale Implikationen des Computers und die Fähigkeit,
einen Computer zu bedienen, umfasste (Dutton & Anderson 1989), beschreibt digitale
Kompetenz allgemeiner eine ganze Reihe an Fähigkeiten (vgl. Bawden 2008: 20). Dazu
gehören zum Beispiel 1) die Fähigkeit zur Informationssuche (Hargittai 2002; 2005) so-
wie 2) zu deren kritischer Einordnung (Bawden 2001) und 3) die Fähigkeit sich in ver-
netzten Umgebungen zurechtzufinden (Gilster 2006). Eine zusammenfassende Defini-
tion digitaler Kompetenz liefert vor diesem Hintergrund Martin (2006): „Digital Liter-
acy is the awareness, attitude and ability of individuals to appropriately use digital tools
and facilities to identify, access, manage, integrate, evaluate, analyze and synthesize dig-
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ital resources, construct new knowledge, create media expressions, and communicate
with others, in the context of specific life situations, in order to enable constructive social
action; and to reflect upon this process.” (S. 155). Damit werden auch Verbindungen
zwischen den Teilaspekten der Online-Privatheitskompetenz und der digitalen Kom-
petenz deutlich: Auch Online-Privatheitskompetenz beinhaltet bestimmte technische
Fertigkeiten (z. B. die Fähigkeit zur Installation von Schutzprogrammen) oder auch die
Fähigkeit zur Evaluierung und Einordnung digitaler Ressourcen (z. B. Webseiten oder
Programme als privatheitsgefährdend).

Trotz der Überschneidungen mit diesen Teilaspekten der Medien- und digitalen
Kompetenz argumentiere ich, dass die eigenständige Betrachtung der Online-Privat-
heitskompetenz sowohl aus theoretischer wie auch empirischer Sicht sinnvoll ist. Erstens
erlaubt der Fokus auf privatheitsbezogene Wissensdimensionen, Fähigkeiten und Fer-
tigkeiten eine explizite Adressierung der notwendigen Voraussetzungen für informa-
tionell selbstbestimmtes Handeln im Internet. Die Beschäftigung mit einem solchen
Kompetenzbegriff ermöglicht also die Erforschung derjenigen personellen Bedingun-
gen, die gegeben sein müssen, damit das Individuum tatsächlich selbst über die Preisgabe
personenbezogener Informationen und Daten bestimmen kann. Zweitens erlaubt der
Begriff eine konzeptionelle Verdichtung, die im Hinblick auf die empirische Erfassung
zwingend notwendig und im Kontext potenzieller Bildungsprogramme, die den unbe-
darften Umgang mit der eigenen Privatheit verhindern sollen, unverzichtbar ist. Erst der
klare Fokus auf Privatheit erlaubt handhabbare Operationalisierungen, die im direkten
Zusammenhang mit privatheitsbezogenem Verhalten stehen.

Hier wird auch deutlich, dass bei der Explikation der Online-Privatheitskompetenz
(wie bei jedem anderen Kompetenzbegriff auch) zu klären ist, welche normativen Ziel-
vorstellungen eine konstitutive Rolle spielen (vgl. Groeben 2002a: 16). Die Online-Pri-
vatheitskompetenz setzt als Prämisse voraus, dass es gesellschaftlich wünschenswert ist,
das Individuum in die Lage zu versetzen, kompetent im Umgang mit Privatheit und
Datenschutz im Internet zu handeln, und damit Privatheit als wichtigen Wert anzusehen.
Dieser Wert lässt sich einerseits durch die psychologischen Funktionen der Privatheit
begründen (siehe Abschnitt 1), andererseits aber auch auf einer gesellschaftlichen Ebene
rechtfertigen.3 Gemäß Seubert (2016b) ist Privatheit nicht nur im Sinne eines liberalen
Freiheitsbegriffes als Rückzugsmöglichkeit des Einzelnen zu verstehen, sondern muss
ebenso als konstitutiv für den kritischen Meinungsaustausch und die demokratische
Meinungsbildung gedacht werden. Privatheit und private „Räume“ tragen daher maß-
geblich jene kommunikative Infrastruktur, die die Grundlage für demokratisches Zu-
sammenleben bildet (Rössler 2001; Seubert 2016b).

Diese normative Zielvorstellung scheint (zurzeit) auch gesellschaftlich getragen. Eine
repräsentative Befragung der deutschen Bevölkerung brachte zum Beispiel hervor, dass
über 90 Prozent der Deutschen es wichtig finden, dass jeder selbst entscheiden können
sollte, welche Informationen über einen selbst öffentlich zugänglich sind (Trepte & Ma-
sur 2017b: 35). Diese Norm könnte aber durch neue Nutzungsgewohnheiten verändert
werden. In derselben Befragung fanden zwar über 90 Prozent, dass Privatheit ein schüt-
zenswertes Gut sei; gleichzeitig glaubte aber auch ein Drittel, dass Privatheit in der heu-
tigen Gesellschaft weniger wichtig sei (ebd.: 34).

Einschränkend muss hier allerdings genannt werden, dass die Förderung von Online-
Privatheitskompetenz auch kritisch betrachtet werden kann, da eine verstärkte Förde-

3 In diesem Zusammenhang sei auch auf den Sonderschwerpunkt „Privatheit und Demokratie“
im Forschungsjournal Soziale Bewegungen (2017; Band 30, Heft 2) verwiesen.
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rung gleichzeitig mit einer Verantwortungsübergabe an den Einzelnen einhergeht. Es
wurde bereits argumentiert, dass sich staatliche Akteure dadurch unrechtmäßig aus der
Verantwortung ziehen könnten (Matzner, Masur, Ochs & Pape 2016). Im Rahmen der
Rekonzeptualisierung soll dieser Umstand berücksichtigt werden, indem herausgestellt
wird, dass mit einem hohen Ausmaß an Online-Privatheitskompetenz in der Bevölke-
rung auch die Voraussetzung geschaffen ist, die Verantwortung für Privatheitsregulie-
rung stärker auf staatliche Akteure zu übertragen.

Bisherige Konzeptualisierungen

Vor diesem Hintergrund können nun bisherige Konzeptualisierungen der Online-Pri-
vatheitskompetenz betrachten werden (für einen ausführlichen Überblick, siehe Trepte
et al. 2015). Erste Grundlagen wurden in den 90er Jahren in der US-amerikanischen
Marketing-Forschung gelegt. Im Kontext von Mailinglisten und Telemarketing wurde
untersucht, inwiefern Kunden ein Bewusstsein darüber haben, dass sie ihren Namen aus
entsprechenden Listen der Unternehmen löschen lassen können (Culnan 1995; Milne &
Rohm 2000). Als erstes zeichnete sich also Wissen über Opting-Out-Strategien als wich-
tige Verhaltensdeterminante ab. Milne und Rohm (2000) erfassten aber ebenfalls, inwie-
fern die Studienteilnehmenden ein Bewusstsein für die Datensammlungspraktiken der
Unternehmen haben. Diese Dimension faktischen Wissens wurde später weiter ausdif-
ferenziert und umfasste das Bewusstsein über jegliche Datensammlungs-, Datenanalyse-
und Datenweitergabepraktiken von Unternehmen (Turow 2003; Turow, Feldman &
Meltzer 2005; Turow, Hennessey & Bleakley 2008). Einige Studien erkannten weiterhin,
dass ein kompetenter Umgang mit Privatheit im Internet auch spezifisches technisches
Wissen, z. B. das Verständnis für die Funktionsweise von Cookies, voraussetzt (Jensen,
Potts & Jensen 2005; Turow et al. 2005). Jensen et al. (2005) konnten außerdem zeigen,
dass ihre Studienteilnehmenden glaubten, mehr über Privatheitsrisiken im Internet zu
wissen, als sie es letztlich taten. Acquisti und Gross (2006) untersuchten einerseits, in-
wiefern Facebooknutzerinnen und -nutzer Kenntnis von den Datensammlungs- und
Datenweitergabepraktiken von Facebook haben, andererseits aber auch, inwiefern sie
über die durch die Plattform bereitgestellten Einstellungsmöglichkeiten zur Regulierung
der horizontalen Privatheit Bescheid wussten. Sie zeigten damit einen weiteren Aspekt
prozeduralen Wissens im Kontext von Online-Privatheit auf: Wissen über plattformbe-
zogene Privatheitsschutzmöglichkeiten.

In den letzten zehn Jahren wurden darauf aufbauend umfangreichere Studien durch-
geführt, die weitere Wissensdimensionen identifizierten: Hoofnagle et al. (2010) und
Morrison (2013) untersuchten beispielsweise explizit, welches Wissen Internetnutze-
rinnen und -nutzer über jeweils US-amerikanisches bzw. kanadisches Datenschutzrecht
haben. Wissen über rechtliche Aspekte des Datenschutzes im Internet spielte daraufhin
auch in nachfolgenden Studien eine wichtige Rolle. Den ersten multidimensionalen An-
satz stellte letztlich Park (2013) vor, der Privatheitskompetenz über die Dimensionen
Wissen über technische, rechtliche und ökonomische Aspekte operationalisierte. Auf
Basis einer Inhaltsanalyse von privatheitsbezogenen Publikationen, Projektberichten,
themenbezogenen Medienberichterstattungen, Rechtsdokumenten und Datenschutzer-
klärungen (Trepte et al., 2015) schlugen Masur, Teutsch und Trepte (2017) schließlich
die bisher umfangreichste Definition vor:

„Unter Online-Privatheitskompetenz verstehen wir die Kombination von deklarativem und pro-
zeduralem Wissen über Privatheit im Internet. Deklaratives Wissen bezieht sich auf das definito-
rische Wissen über Sachverhalte und umfasst Kenntnisse über technische, rechtliche und ökono-

3.
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mische Zusammenhänge im Internet (z. B. Wissen, dass die auf Facebook hochgeladenen Fotos in
das Eigentum des Netzwerkbetreibers übergehen). Prozedurales Wissen bezeichnet das Wissen,
wie etwas gemacht wird, also welche Strategien individuell umgesetzt werden können, um persön-
liche Daten im Internet zu schützen (z. B. Wissen, wie man Cookies löscht)“ (S. 3).

In einer für Deutschland repräsentativen Befragungsstudie konnte die auf dieser Basis
entwickelte, aus 20 Items bestehende Online-Privatheitskompetenzskala (OPLIS4) auch
empirisch validiert werden.

Die bisherigen Studien konnten unabhängig von den unterschiedlichen Konzeptua-
lisierungen von Online-Privatheitskompetenz zeigen, dass höhere Privatheitskompe-
tenz mit der Umsetzung von Datenschutzmaßnahmen einhergeht. Park (2013) fand in
seiner Studie beispielsweise positive Zusammenhänge zwischen den technischen, recht-
lichen und auf Unternehmenspraktiken bezogenen Dimensionen und technischem
Schutzverhalten (z. B. Löschen des Browserverlaufs) sowie sozialem Schutzverhalten
(z. B. das Meiden von bestimmten Webseiten). Im Kontext der Nutzung von sozialen
Netzwerkseiten konnten Livingstone, Ólafsson und Staksrud (2013) in einer Studie mit
über 25.000 Jugendlichen aus 25 europäischen Ländern belegen, dass diejenigen Teil-
nehmenden, die angaben, sich mit Datenschutzmaßnahmen auf sozialen Netzwerkseiten
auszukennen, seltener ihr Profil öffentlich sichtbar gemacht hatten. Auch deutsche Stu-
dien zeigten im Kontext der Smartphone-Nutzung, dass es positive Zusammenhänge
zwischen der Kompetenz in Privatheits- und Sicherheitsfragen und der Implementie-
rung von Sicherheitsmaßnahmen gibt. Zum Beispiel verwendeten kompetente Smart-
phone-Nutzerinnen und -Nutzer eher einen verschlüsselten Instant Messenger oder
hatten bereits Apps aus Datenschutzgründen nicht genutzt (Kraus, Wechsung & Möller
2014; Masur 2018: 258-266). Auch Masur, Teutsch und Trepte (2017) fanden positive
Zusammenhänge zwischen dem Globalfaktor der Online-Privatheitskompetenz und der
Häufigkeit, mit der aktive Datenschutzmaßnahmen umgesetzt wurden (z. B. die Nut-
zung eines Pseudonyms oder anonymer E-Mail-Adressen bei Online-Registrierungen
oder die Nutzung von Anti-Tracking-Software). Eine Metaanalyse von Baruh, Secinti
und Cemalcilar (2017) fand entsprechend auch positive Zusammenhänge sowohl zwi-
schen Privatheitskompetenz und der Intention, Datenschutzmaßnahmen zu ergreifen
(r = .13, Basis waren drei Studien), als auch zwischen Privatheitskompetenz und der
tatsächlichen Nutzung von Schutzmaßnahmen (r = .29, Basis waren 10 Studien).

Auf Basis der Literatur können mehrere Schlüsse gezogen werden: 1) Auffallend ist
zunächst, dass Online-Privatheitskompetenz nahezu ausschließlich als Wissenskon-
strukt konzeptualisiert und nur selten ein allgemeinerer Kompetenzbegriff zugrunde
gelegt wurde. Auf diese Weise wurden zwar unterschiedliche Wissensdimensionen iden-
tifiziert, jedoch kaum hinterfragt, inwiefern höheres Wissen in diesen Dimensionen
überhaupt als ein ausreichender Indikator für Online-Privatheitskompetenz angesehen
werden kann. 2) Gerade weil die unterschiedlichen Dimensionen oftmals nur vereinzelt
und fragmentiert in unabhängigen Studien untersucht wurden, ist weiterhin unklar, auf
welche Art und Weise sie als Teil einer umfassenderen Online-Privatheitskompetenz
gedacht werden müssen. 3) Die anfangs angesprochene Unterscheidung zwischen ver-
tikaler und horizontaler Privatheit bleibt in bisherigen Konzeptualisierungen nahezu
unberücksichtigt. Die bisherigen Versuche, Online-Privatheitskompetenz zu konzep-
tualisieren, fokussieren meistens auf vertikale Privatheit (i. e. gegenüber Online-Diens-
teanbietern oder Institutionen) und nur in Einzelfällen auf horizontale Privatheit (i. e.
gegenüber anderen Nutzerinnen und Nutzern). Letztere konzentrieren sich dabei häufig

4 Mehr Informationen auf www.oplis.de.
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auf spezifische Plattformen (z. B. Facebook) und weniger auf allgemeine Prozesse der
horizontalen Privatheitsregulation. 4) Höheres Wissen ging in bisherigen Studien mit
einer häufigeren Umsetzung von vertikal ausgerichtetem Datenschutzverhalten einher.
Auf einer horizontalen Ebene gibt es dagegen nur wenig vergleichbare Ergebnisse.

Online-Privatheitskompetenz als Kombination aus Wissen, Fähig- und
Fertigkeiten

Im Folgenden werde ich vier Dimensionen der Online-Privatheitskompetenz skizzieren,
die einerseits auf den bereits angesprochenen, allgemeineren Kompetenzbegriff zurück-
gehen, andererseits auf der bisherigen Forschung aufbauen und die darin identifizierten
Defizite aufgreifen (siehe Abbildung).

Online-Privatheitskompetenz als Kombination aus Wissen, Fähig- und
Fertigkeiten

Dabei soll der im Absatz 2 entwickelte Anspruch an die Online-Privatheitskompetenz
berücksichtigt und anhand empirischer Ergebnisse evaluiert werden, inwiefern be-
stimmte Fähig- und Fertigkeiten dafür zusätzlich zu den bisher identifizierten Wissens-
dimensionen notwendig sind. Innerhalb der vier Dimensionen wird deswegen zusätzlich
in spezifischere Wissensanteile und Fähig- und Fertigkeiten unterdifferenziert. Die an-
gestrebte Mehrdimensionalität soll dabei einerseits eine Ausdifferenzierung relevanter
und bisher nicht berücksichtigter Aspekte der Online-Privatheitskompetenz ermögli-
chen, gleichzeitig aber auch eine vereinheitlichende und integrative Komprimierung
darstellen. Der Abstraktionsgrad ist dabei bewusst so gewählt, dass Veränderungen in
der Medien- und Kommunikationswelt, in den sozialen und individuellen Praktiken der

4.
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Mediennutzung sowie im jeweiligen nationalen Rechtssystem zukünftig integriert wer-
den können.

Faktisches Privatheitswissen

Die erste Dimension fasst einen Großteil der bisherigen Forschung zu Wissensaspekten
der Online-Privatheitskompetenz zusammen und fußt damit grundlegend auf dem von
Masur, Teutsch und Trepte (2017) entwickelten Modell der Online-Privatheitskompe-
tenz. Damit umfasst sie 1) das Verständnis der unterschiedlichen Formen von Informa-
tionsflüssen im Internet sowie der dahinterstehenden Geschäftsmodelle kommerzieller
Online-Diensteanbieter und deren Datensammlungs-, Datenauswertungs- und Daten-
verwertungspraktiken im Internet; 2) das Bewusstsein über staatliche und institutionelle
Datensammlungs- und Überwachungspraktiken; 3) technisches Wissen über die Infra-
struktur des Internets, privatheitsbezogene Software sowie spezifischer Online-Anwen-
dungen, ohne das einerseits potenzielle Privatheitsrisiken nicht identifiziert werden
können (z. B. muss man verstehen, was ein Cookie ist, bevor man ihn als ein Privat-
heitsrisiko einschätzen kann) und andererseits technische Lösungen nicht umgesetzt
werden können (z. B. muss man wissen, wie man ein Programm installiert oder einen
Browser bedient); und 4) Kenntnisse des national und international geltenden Daten-
schutzrechtes inklusive der dadurch ableitbaren Rechte und Pflichten der Online-Diens-
teanbieter auf der einen Seite (z. B. das Bereitstellen der Datenschutzerklärung) und der
Nutzerinnen und Nutzer auf der anderen (z. B. die Kenntnis der Betroffenenrechte).
Während diese Aspekte vorrangig die vertikale Privatheit betreffen, gehört zu dieser
Dimension weiterhin auch 5) das Bewusstsein über horizontale Dynamiken, die poten-
zielle Privatheitsverletzungen und -gefahren mit sich bringen können (z. B. das Be-
wusstsein für die spezifischen Strukturen und Charakteristiken von Online-Umgebun-
gen und die darin stattfindenden Interaktionen zwischen Nutzerinnen und Nutzern; das
Verständnis für soziale Dynamiken, wie beispielsweise die einfache Skalierbarkeit be-
stimmter Inhalte).

Wichtig ist, diese faktischen Wissensanteile als miteinander verbunden anzusehen.
Dafür spricht auch, dass Masur, Teutsch und Trepte (2017) in ihrer Validierungsstudie
einen starken Globalfaktor, unabhängig von den dimensionsspezifischen Varianzantei-
len, gefunden haben (S. 187). So ist technisches Wissen allein (z. B. das Wissen, was ein
Cookie ist, nämlich schlicht ein kleines Datenpaket, welches zwischen Webseiten und
Computerfestplatten ausgetauscht wird) im Hinblick auf die Evaluation von Privat-
heitsrisiken nicht ausreichend. Erst in Kombination mit dem Wissen um institutionelle
Praktiken (z. B. dass Online-Diensteanbieter Cookies nutzen, um Nutzerinnen oder
Nutzer bei wiederholten Besuchen ihrer Website identifizierbar zu machen) erlangt es
die notwendige Bedeutung für das individuelle Verhalten. Bei Kenntnis der entspre-
chenden Betroffenenrechte kann die Nutzerin oder der Nutzer dann auch Datenschutz-
maßnahmen einleiten (z. B. die Löschung der personenbezogenen Daten auf Betreiber-
seite beantragen).

Aus einer prozessorientierten Perspektive stellt diese faktische Wissensdimension
einerseits die Voraussetzung für, andererseits jedoch auch eine Begleiterscheinung der
Entwicklung aller weiteren Fähig- und Fertigkeiten und damit eine Kernkomponente
des umfassenden Kompetenzbegriffs dar. Es versteht sich von selbst, dass das Wissen in
allen vier aufgeführten Bereichen stetig wachsen kann und auch muss, gerade wenn man
den stetigen Wandel der institutionellen und ökonomischen Praktiken, die stetige Ent-
wicklung neuer Kommunikationstechnologien und die darin stattfindenden sozialen
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Kommunikationsprozesse sowie die sich daran orientierenden Rechtssysteme berück-
sichtigt.

Privatheitsbezogene Reflexionsfähigkeit

Die nächste Dimension beschreibt unterschiedliche Fähigkeiten, das mehrdimensionale
Privatheitswissen im Kontext der eigenen Mediennutzung zu reflektieren. Es beinhaltet
1) die Fähigkeit zur Selbstreflexion und damit zur Identifikation der eigenen Privat-
heitsbedürfnisse in unterschiedlichen Kontexten, Medienumgebungen und im Hinblick
auf die darin auftretenden horizontalen und vertikalen Dynamiken; 2) die Fähigkeit, auf
Basis des faktischen Wissens über ökonomische, technische, rechtliche und soziale As-
pekte der Online-Privatheit individuelle Privatheitsrisiken zu erkennen und insbeson-
dere das Ausmaß an tatsächlicher Privatheit in verschiedenen Online-Umgebungen be-
werten zu können, und 3) das eigene Verhalten in diesem Zusammenhang zu evaluieren.

Auch hier gilt, dass die Fähigkeiten ineinandergreifen und aufeinander aufbauen.
Nachdem zum Beispiel ein Nutzer gelernt hat (Dimension 1), dass Facebook seine Daten
sammelt und an Werbetreibende weiterleitet (eine vertikale Privatheitseinschränkung)
und gleichzeitig die geposteten Inhalte auf Facebook für unterschiedliche Nutzerinnen
und Nutzer aus ehemals getrennten sozialen Kontexten zugänglich sein können (hori-
zontale Privatheitseinschränkung), muss er sich nun damit auseinandersetzen, ob dies
im Lichte seiner eigenen Privatheitsbedürfnisse annehmbar ist oder nicht. Darüber ent-
wickelt er einen neuen Bezug zu den eigenen Bedürfnissen und kann in einem zweiten
Schritt bewerten, ob in vernetzten Öffentlichkeiten, wie sie soziale Netzwerkseiten wie
Facebook darstellen (boyd 2011), das Ausmaß der Privatheit auf der vertikalen oder
horizontalen Ebene ausreichend ist. Diese Dimension rekurriert damit auf die Idee von
Altman (1975), dass Menschen stets ihr erwünschtes Privatheitsmaß mit dem tatsächli-
chen vergleichen. Entsteht bei dieser Bewertung, die eben Wissen über den Einfluss der
Umgebung auf das Ausmaß der Privatheit voraussetzt, ein Ungleichgewicht, muss der
Betroffene dann im nächsten Schritt evaluieren, ob das eigene Verhalten in diesem neu-
bewerteten Kontext noch angemessen ist.

Es ist dabei keineswegs zwingend, dass Individuen durch erlerntes Wissen automa-
tisch ihr eigenes Verhalten reflektieren. Es ist beispielsweise denkbar, dass erst negative
Erfahrungen (z. B. ein ungewollter Eingriff in die eigene Privatsphäre) ein Umdenken
bewirken. Problematisch ist hier jedoch, dass Internetnutzerinnen und -nutzer (zumin-
dest auf einer horizontalen Ebene) nur wenig negative Erfahrungen machen (Trepte &
Masur 2017b: 41) und Privatheitseinschränkungen auf einer vertikalen Ebene häufig nur
schwer fassbar und im Alltag kaum spürbar sind. Eine Studie von Trepte, Dienlin und
Reinecke (2014) konnte allerdings zeigen, dass erst negative Erfahrungen auf sozialen
Netzwerkseiten langfristig zu einer anderen Einschätzung des Privatheitsrisikos führen.
Der Einfluss auf unterschiedliche Formen der Privatheitsregulation war jedoch weniger
stark und teilweise sogar gar nicht vorhanden. Vor diesem Hintergrund wird deutlich,
dass mehr Wissen (Dimension 1) eine präzisere Bewertung und damit auch umfassendere
Reflexion ermöglicht, gerade weil die Identifikation von Risiken bestimmtes Wissen er-
fordert. Damit kann mehr Wissen mit einem Beklemmungsgefühl einhergehen, welches
dann Reflexion hervorrufen kann. Nichtsdestotrotz bedarf es unter Umständen weiterer
äußerer Faktoren (z. B. negativer Erfahrungen), damit das Individuum tatsächlich das
bisherige Verhalten evaluiert.
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Privatheits- und datenschutzbezogene Fertigkeiten

Die dritte Dimension beinhaltet entsprechend das prozedurale Wissen (i. e. konkrete
Fertigkeiten), das zur Umsetzung von Privatheitsregulation im Internet und damit auch
zur Durchführung konkreter Datenschutzmaßnahmen auf der horizontalen und verti-
kalen Ebene notwendig ist. Dazu gehört 1) das Bewusstsein, sowohl auf horizontaler,
als auch auf vertikaler Ebene über Datensparsamkeit (in Westins (1967) Terminologie:
Zurückhaltung) die eigene Privatheit regulieren zu können; 2) die Fertigkeit, präventive
Datenschutzstrategien umzusetzen, die vor allem auf einer vertikalen Ebene global den
Zugang zu personenbezogenen Informationen und die Identifizierbarkeit einschränken
(z. B. durch die Nutzung von Anonymisierungstools wie TOR, Installation von Anti-
Tracking-Software, Nutzung von Verschlüsselung bei der E-Mail-Kommunikation); 3)
die Fertigkeit zur privatheitsbezogenen Medienselektion (z. B. Threema anstelle von
WhatsApp zu nutzen, um eine höhere Anonymität zu gewährleisten); und 4) die Fer-
tigkeit, medienspezifische Datenschutz- und Privatheitsregulierungsmöglichkeiten zu
nutzen (z. B. die Privatheitseinstellungen bei Facebook anzupassen).

Diese Dimension trägt dem Umstand Rechnung, dass Wissen allein nicht ausreichend
ist, um Datenschutzstrategien auch umzusetzen. Braun, von Pape, Wolfers, Teutsch und
Trepte (2018) steigerten zum Beispiel in einem Experiment das Wissen über die Daten-
nutzung sozialer Netzwerkseiten mittels eines Tutorials. Die Kontrollgruppe erhielt ein
Tutorial eines Mindmap-Programms, das keinerlei Informationen zur Privatheit ent-
hielt. Obwohl die Teilnehmenden der Experimentalgruppe signifikant mehr Wissens-
fragen zur Online-Privatheit richtig beantworten konnten, gaben sie bei einem anschlie-
ßenden, fingierten Test einer eigens für das Experiment programmierten Netzwerk-Seite
für Studierende nicht weniger Daten ein als Teilnehmende der Kontrollgruppe. Ähnliche
Befunde gibt es auch im Kontext der Phishing-Prävention. Die Förderung von Wissen
allein führte nicht zu einem bewussteren Umgang mit entsprechenden Spam-Mails (z. B.
Caputo, Pfleeger, Freeman & Johnson 2014; Junger, Montoya & Overink 2017).

Die bisherige kommunikationswissenschaftliche Forschung zu Privatheitsregulie-
rungsverhalten beschränkt sich weiterhin vorrangig auf Selbstoffenbarungsmanagement
auf sozialen Netzwerkseiten (z. B. Dienlin & Metzger 2016; Krasnova, Veltri & Günther
2012; Masur & Scharkow 2016; Taddicken 2014; Vitak & Kim 2014) bzw. auf die Um-
setzung plattformspezifischer Datenschutzstrategien (z. B. Litt 2013; Vitak, Blasiola,
Patil & Litt 2015). Häufig wurde dagegen nicht berücksichtigt, dass allein die Auswahl
bestimmter Plattformen oder Anwendungen als Privatheitsregulierung betrachtet wer-
den muss (Lampinen 2016; Masur 2018). Eine umfassende prozedurale Dimension der
Online-Privatheitskompetenz muss entsprechend erweitert werden.

Privatheitsbezogene Kritikfähigkeit

Die letzte Dimension fokussiert, ähnlich wie die in der Medienkompetenzforschung
entwickelte Teilkomponente Medienkritik (Baacke 1996) bzw. medienbezogene Kritik-
fähigkeit (Groeben 2002b) in einem besonderen Maß auf das Ziel der informationellen
Selbstbestimmung. Es geht darum, sich nicht vom Status Quo überwältigen zu lassen
und stattdessen eine eigenständige, rationale Position aufrechtzuerhalten (vgl. auch
Groeben 2002b: 172). Sie umfasst 1) die Fähigkeit, problematische gesellschaftliche
Strukturen, Prozesse, Normen und Praktiken, die die Privatheit des Einzelnen und im
Allgemeinen betreffen, analytisch zu erfassen und zu kritisieren, sowie 2) auf einer ethi-
schen Ebene das Bewusstsein, dass darüber eine soziale Verantwortung entsteht, der
durch unterschiedliche, über die individuelle Verhaltensanpassung hinausgehende Ein-
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flussmaßnahmen (z. B. das Anregen von Diskursen, die Unterstützung von Initiativen
oder die Realisierung des demokratischen Potenzials durch die Wahl entsprechender
Politiker oder Parteien) nachgegangen werden muss. Ähnlich wie die Medienkritikfä-
higkeit beschreibt die privatheitsbezogene Kritikfähigkeit also „eine analytisch-distan-
zierte Verarbeitungshaltung [...], die vor einem spezifischen gesellschaftstheoretischen
Hintergrund insbesondere von der ideologiekritischen Ästhetik (Frankfurter Proveni-
enz: Adorno etc.) postuliert […] worden ist“ (Groeben 2002b: 173).

Die privatheitsbezogene Kritikfähigkeit ist in diesem Zusammenhang von besonde-
rer Bedeutung, da nur über sie eine ausreichend analytische Tiefe in der individuellen
Auseinandersetzung mit Privatheit entstehen kann, die letztlich zur endgültigen Um-
setzung informationeller Selbstbestimmung notwendig ist. Eine Dekommodifizierung
der Privatheit, wie sie zum Beispiel Sevignani (2016) beschreibt, kann letztlich nur de-
mokratisch umgesetzt und kollektiv gesichert werden. In diesem Sinne kann die privat-
heitsbezogene Kritikfähigkeit auch als individuelle Voraussetzung für die aktive Ein-
flussnahme auf nur staatlich durchführbare Privatheitsregulierung auf der vertikalen
Ebene angesehen werden. Die ersten drei Dimensionen der Online-Privatheitskompe-
tenz sind die Voraussetzung, den privatheitsbetreffenden, gesellschaftlichen und öko-
nomischen Rahmen, in dem sich das Individuum bewegt, zu verstehen, im Kontext der
eigenen Bedürfnisse und des eigenen Verhaltens zu reflektieren und sich letztlich gegen
die darin auftretenden Gefahren und Risiken zu schützen. Erst die vierte Dimension geht
über diese ego-zentrierte Perspektive hinaus und befähigt das Individuum zu hinterfra-
gen, ob dieser Status Quo überhaupt gesellschaftlich wünschenswert ist, und steigert
somit auch die Motivation, diesen aktiv zu verändern.

Diskussion und Ausblick

Mit der Rekonzeptualisierung der Online-Privatheitskompetenz in vier Hauptdimen-
sionen wurde hinterfragt, welche zusätzlichen Fähig- und Fertigkeiten notwendig sind,
um das bisher vorrangig untersuchte faktische Wissen in prozedurales Wissen zu kon-
solidieren. Zu diesem Zweck ergänzt es bisherige multidimensionale Wissenskonzepte
der Online-Privatheitskompetenz um Reflexions- und Kritikfähigkeiten sowie spezifi-
sche Umsetzungsfertigkeiten. Es wurde argumentiert, dass erst ein solch umfassender,
privatheitsbezogener Kompetenzbegriff, gerade im Hinblick auf potenzielle Förder-
maßnahmen, als angemessenere Voraussetzung für die Umsetzung des Ideals der infor-
mationellen Selbstbestimmung angesehen werden kann.

Dennoch muss kritisch beachtet werden, dass auch mit dieser Rekonzeptualisierung
ein (zu) idealistisches Bild eines perfekt kompetenten Individuums gezeichnet wird. In
einer kritischen Betrachtung der kommunikativen Kompetenz merkte schon Baacke
(1996) an, dass das Ideal der perfekten Diskursfähigkeit nur dann denkbar ist, wenn
„Verzerrungen und Störungen der Kommunikation (z. B. Machtverhältnisse, Abhän-
gigkeiten, größeres oder geringeres Rednergeschick etc.) ausgeschaltet werden kön-
nen“ (S. 116). Das aufgeworfene Ideal der Online-Privatheitskompetenz muss entspre-
chend ebenfalls im Kontext situativer, gesellschaftlicher und kultureller Einflüsse ver-
standen werden und ist damit einer Vielzahl an Störungen ausgesetzt. Aus einer pro-
zessorientierten Perspektive ist zum Beispiel leicht denkbar, dass Menschen recht schnell
faktisches Wissen erlangen und dies auch im Kontext ihres eigenen Verhaltens reflek-
tieren können. Für das Erlernen prozeduralen Wissens und damit konkreter Umset-
zungsfertigkeiten bedarf es jedoch einer klaren Verhaltensintention, bei Bedarf das ei-
gene Verhalten auch ändern und neue Fertigkeiten aktiv erlernen zu wollen (Ajzen 1991;
im Kontext von Privatheitsverhalten siehe auch Dienlin & Trepte 2015; Niemann 2016).

5.
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Dieser Schritt, der insbesondere durch die Reflexionsfähigkeiten beeinflusst wird, ist
jedoch aus zwei Gründen herausfordernd: Erstens stehen den Privatheitsbedürfnissen,
die diese Verhaltensänderung oder Lernprozesse anregen, häufig starke Gratifikationen
der eher privatheitsgefährdenden Nutzung neuer und insbesondere sozialer Medien ge-
genüber (Dienlin & Metzger 2016; Krasnova et al. 2012). Gleichzeitig sind Privatheits-
verletzungen oder -einschränkungen häufig nur selten, und wenn sie auftreten, dann
kaum erfassbar.

Zweitens zeigen Studien häufig, dass Nutzerinnen und Nutzer nur wenig Daten-
schutz betreiben (Litt 2013: 1653; Matzner et al. 2016: 284–285). Erste qualitative Studien
legen nahe, dass viele Menschen glauben, dass sie gerade auf einer vertikalen Ebene nichts
gegen die informationelle Ausbeutung durch Online-Diensteanbieter ausrichten können
(Hoffmann, Lutz & Ranzini 2016). Auf dieser Basis, so postulieren die Autoren, entstehe
sogar eine Art Privatheitszynismus, der trotz existierender Privatheitssorgen die geringe
Umsetzung von Privatheitsregulierung erklären könne. Gemeint ist damit ein Gefühl
der Unsicherheit und der Machtlosigkeit gegenüber den Datensammlungspraktiken von
Online-Diensteanbietern. Mit Blick auf die Rekonzeptualisierung der Online-Privat-
heitskompetenz mag die Entwicklung eines solchen Privatheitszynismus durch fehlende
privatheitsbezogene Kritikfähigkeit erklärbar sein.

Ein weiterer kritischer Punkt der Auseinandersetzung mit Online-Privatheitskom-
petenz liegt in der empirischen Erfassung. Während Teilaspekte wie faktisches Wissen
objektiv durch Testfragen erfasst werden können (und so auch schon häufig erfasst wur-
den; vgl. Abschnitt 3), so sind abstraktere Formen der allgemeinen Kompetenz nur durch
Performanzen der empirischen Untersuchung zugänglich (vgl. Sutter & Charlton 2002:
135). Zum Beispiel kann man letztlich bei einem Probanden nur auf prozedurales Wissen
bzw. Fertigkeiten schließen (Dimension 3), indem man ihn bei der Umsetzung von Da-
tenschutzstrategien beobachtet und die Effektivität seiner Entscheidungen anhand seiner
persönlichen Zielsetzung (Dimension 2) evaluiert. Bei solchen indirekten Maßen kann
man die Kompetenz nicht direkt überprüfen. Diskrepanzen zwischen angenommener
Kompetenz und beobachteter Performanz sind damit stets durch fördernde oder hin-
dernde Faktoren erklärbar. Eine solche Perspektive macht jedoch den Kompetenzbegriff
schlichtweg nicht falsifizierbar. Ungleich schwieriger ist die Erfassung von Reflexions-
und Kritikfähigkeiten. Hier mag höchstes ein impliziter Test, der gleichzeitig die indi-
viduelle Situation des Individuums berücksichtigt, Aufschluss über das jeweilige Maß
an Kompetenz geben.

Die jetzige Rekonzeptualisierung ist vor diesem Hintergrund zunächst vor allem als
Anregung und systematische Grundlage zu verstehen, Online-Privatheitskompetenz
ganzheitlicher zu betrachten. Es handelt sich bei den Dimensionen um einen ersten Ver-
such der Strukturierung, der durch empirische Studien bestätigt und validiert werden
muss. Zu diesem Zweck sind die Dimensionen bewusst offengehalten, um etwaige durch
empirische Daten gewonnene Erkenntnisse im Zuge der Weiterentwicklung aufgreifen
zu können. Ein weiterer wichtiger Punkt ist in diesem Kontext auch, dass sich das not-
wendige faktische Wissen und auch die prozeduralen Fertigkeiten stetig ändern. Mit
neuen Plattformen, Geschäftspraktiken und Nutzungsgewohnheiten entstehen neue
Anforderungen an das Individuum. Eine empirische Erfassung der Online-Privatheits-
kompetenz muss diese Veränderungen stets berücksichtigen. Gleichermaßen gilt es zu
beachten, dass gerade der rechtliche Rahmen nicht nur einem zeitlichen Wandel unter-
liegt, sondern sich auch je nach nationalem und kulturellem Kontext unterscheidet. Ein
Vergleich zwischen Ländern muss dies also ebenfalls berücksichtigen.
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Trotz dieser, dem Kompetenzbegriff stets innewohnenden Probleme ist die weitere
theoretische und empirische Erforschung der Online-Privatheitskompetenz ein wichti-
ger gesellschaftlicher Auftrag, um letztlich das Individuum in die Lage zu versetzen, sich
in der heutigen und zukünftigen Informationsgesellschaft selbstbestimmt und in Ein-
klang mit den eigenen, rational reflektierten Privatheitsbedürfnissen zu bewegen. Diese
normative Zielsetzung kann jedoch nicht allein durch die (pädagogische) Förderung der
Online-Privatheitskompetenz einzelner Individuen erreicht werden und muss – ganz im
Sinne der Zielorientierung der privatheitsbezogenen Kritikfähigkeit – als kollektive und
gesamtgesellschaftliche Aufgabe verstanden werden.
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