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Abbreviations

ANN arti�cial neural network

CMO constant molar over�ow

DMPC distributed model-predictive control

EQ equilibrium stage
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NEQ nonequilibrium stage

PDE partial di�erential equations

PI proportional-integral controller

PID proportional-integral-derivative controller

PLS partial least squares
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RGA relative gain array

S-DMPC sensitivity-driven distributed model-predictive control
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VLE vapor-liquid equilibrium

Greek letters

α observer tuning parameter, see Eq. (3.3)

αi observer tuning parameter

∆T̂ pred
k,m predicted temperature di�erence between two trays k and m

δŷ∗ deviation of the estimated vapor compositions from the estimated equilibrium com-

positions, see Eq. (3.6)

∆hL,0 heat of vaporization

δT vector of temperature di�erences, see Eq. (3.7)

∆Tk,m temperature di�erence between two trays k and m

γi,j activity coe�cient of component i
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Nomenclature

λM , λV parameters specifying liquid dynamics with respect to holdup and vapor �ow rate

changes

νL
i liquid phase molar volume of component i

φL
i,j fugacity coe�cient of pure component i in the liquid phase

φV
i,j fugacity coe�cient of pure component i in the vapor phase

Ψj Jacobian of the vapor-liquid equilibrium function

ξ0, ξ1 correlation constants in pressure relation

Latin letters

f̄(x̄, t) majorant of f(x, x̂, t), see Eq. (3.14)

T̄ vector of all temperature di�erences in the plant, see Eq. (3.8)

∆x, ∆u, ∆d, ∆y vector deviations in state equation, see Eq. (5.6)

D̂ estimated mass transfer matrix, see Eq. (3.4)

H, F , A, B matrices in QP formulation, see Eq. (5.22)

Tx, Td, Tu matrices in prediction equation, see Eq. (5.17)

f vapi (·) function specifying vapor component i

f vle vapor-liquid equilibrium function

A, B, C matrices in state equation of the plant, see Eq. (2.65)

Ac, Bc, Cc, Dc continuous-time matrices in state equation, see Eq. (5.7)

Ad, Bd, Cd, Dd discrete-time matrices in state equation, see Eq. (5.12)

aj interfacial area between liquid and vapor phases on tray j

Al1l2 , Bl1l2 , Cl1l2 inner matrices in state equation of the plant, see Eq. (2.66)

ar,s,l, br,s,l, cr,s,l, fL
r,l1,s,l2

, fV
r,l1,s,l2

sub-matrices, see Eq. (2.67)

CV
l , C

L
l e�ciency factors with resistance on the vapor and liquid side, respectively

Cl e�ciency factor with resistance on the vapor or liquid side

EMV,i,j Murphree tray e�ciency for component i on stage j

EMV,j multi-component Murphree tray e�ciency on stage j

EOV,i,j Murphree point e�ciency for component i on stage j

EOV,j multi-component Murphree point e�ciency on stage j

F �ow rate through a valve

f(x, x̂, t) rede�nition, see Eq. (3.11)

fL function specifying liquid dynamics

FL
j feed liquid stream on stage j
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Nomenclature

fV function specifying vapor dynamics

F V
j feed vapor stream on stage j

F0 distillate �ow rate

Fj side stream on stage j

Fm+1 bottom �ow rate

Fmax maximum �ow rate through a valve

htot
j total height of the liquid on tray j

hF enthalpy of feed stream F

hL enthalpy of liquid stream L

hSL enthalpy of stream SL

hSV enthalpy of stream SV

hV enthalpy of vapor stream L

Jj interphase stream on stage j

KL
j matrix of mass transfer coe�cients in the liquid phase on tray j

KV
j matrix of mass transfer coe�cients in the vapor phase on tray j

Lj liquid stream leaving stage j

ML
j liquid holdup on stage j

MV
j vapor holdup on stage j

ml number of stages in column l in-/excluding feed stages/condenser and reboiler

Mi,j holdup of component i on stage j

msec number of stages in a distillation column section

Ni,j molar �ux between the vapor and liquid phases of component i on stage j

NTUL,j matrix of numbers of transfer units for the liquid phase

NTUOV,j matrix of overall number of transfer units on tray j

psati vapor pressure of component i

pj pressure on stage j

q number of components in the mixture

QC heat �ow out of condenser

QR heat �ow into reboiler

qL,0 thermal condition of the re�ux �ow

R ideal gas constant

SL
j side liquid stream on stage j

SV
j side vapor stream on stage j

Sj side stream on stage j

X
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Nomenclature

Sactual current valve stem position

Tj boiling temperature on stage j

Uj internal energy of both phases on stage j

Vj vapor stream leaving stage j

x, y, z vectors of all liquid and vapor compositions in the plant, see Eq. (2.64)

xl, yl, zl vectors of all liquid and vapor compositions in column l, see Eq. (2.63)

xi,j, yi,j, zi,j molar liquid, vapor or feed fraction of component i on stage j, page 12

xj,l, yj,l, zj,l vectors of all liquid and vapor compositions in column l on stage j, see

Eq. (2.62)

y∗ vapor compositions in equilibrium with liquid

Mathematical symbols

◦ Hadamard product
˙(·) time derivative

Rn vector space over R

Rn×m n×m matrix space over R

L(·) linear function

N(·) nonlinear function

Subscripts, superscripts, accents

(·)nom nominal value

(·)rec, (·)str refers to a quantity in the rectifying or stripping distillation sections

(·)true refers to a quantity in the plant replacement model

(·)ji stage number selected from all stages in the distillation column

(̄·) di�erence between estimated and measured quantities

(̆·) nominal value of the variable

(̂·) an observer variable

XI

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


1 Introduction

1.1 Distillation, distillation state observers and

distillation control

Distillation is a standard process which has been used for centuries in the chemical and

petroleum industry for separation of mixtures into their components. This process is based

on the di�erent boiling points of the mixture components. The components with lower boil-

ing points evaporate before the components with higher boiling points and accumulate at

the top of a distillation apparatus where they are removed. On the other hand, the compo-

nents with higher boiling points condense before the components with lower boiling points,

accumulate therefore at the bottom of the apparatus and can be removed there. If a large

amount of a mixture is to be separated by distillation, either a single distillation column

or a sequence of distillation columns, is employed. There are various types of distillation

columns having quite di�erent designs which are selected with respect to the thermody-

namic properties of the mixture, economic considerations, available technology etc. In this

work, we consider staged and continuously operated distillation columns. Such columns

usually consist of a reboiler at the bottom of the column where heat is added, a condenser

at the top where heat is removed, and a number of stages in between that guarantee a

desired quality of separation. The mixture enters the distillation column continuously on

the feed stage. The separation products are continuously withdrawn from the condenser

and the reboiler. Distillation is extensively dealt with in contemporary literature, by Kister

(1992), Perry and Green (2008) and many others. With more than 486,000 references1, it

has been one of the most popular research areas in chemical engineering. It is therefore

practically impossible to provide a complete overview of distillation and related subjects.

In this thesis, we will restrict ourselves to a moderate number of important references.

In order to ensure smooth operation of a distillation column, di�erent quantities have

to satisfy certain constraints and, therefore, need to be controlled. Following the classi-

cal works of Rademaker et al. (1975) and Buckley et al. (1985), these are liquid levels,

pressures, and temperatures or product compositions. Disturbances in the feed �ow rate,

1 References containing the concept �distillation�; found with SciFinder at www.cas.org; March 25, 2012

1
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1 Introduction

composition, or thermal condition, as well as in heat supply or removal and ambient tem-

perature may, however, disrupt operation and diminish product qualities.

In distillation columns, pressures, temperatures and liquid levels can usually be measured

quickly and reliably. The situation is completely di�erent for product compositions. Their

direct measurement is expensive and di�cult (Mejdell and Skogestad, 1991a). Besides, only

the average tray compositions are typically obtained with a time delay; measurements of the

average tray compositions on every tray of a column, not to mention local compositions

on every tray, are presently more than a challenge. To overcome the problem of the

missing or delayed composition measurements, a lot of research has been devoted to the

estimation of product compositions. Static as well as dynamic estimation methods have

been proposed. These works include those of Weber and Brosilow (1972), Joseph and

Brosilow (1978), Mejdell and Skogestad (1993), Baratti et al. (1995, 1998), Shin et al.

(2000a), Kano et al. (2000), Osman and Ramasamy (2010), as well as Olanrewaju et al.

(2012). Most of the estimators deal with binary distillation (e.g. Joseph and Brosilow,

1978, Mejdell and Skogestad, 1993, Baratti et al., 1995, Osman and Ramasamy, 2010),

but estimators for multicomponent distillation columns are also available (e.g. Lang and

Gilles, 1990, Quintero-Marmol et al., 1991, Oisiovici and Cruz, 2001).

To estimate compositions dynamically, state observers have often been used. The term

observer was �rst used by Luenberger (1964). A state observer provides estimates of the

state variables from measurements of the input and output of the real system under con-

sideration, i.e., compositions are estimated from �ow rate and temperature measurements

in a distillation column. Later, a number of di�erent approaches were applied to distil-

lation columns, for example, Kalman �lters (Oisiovici and Cruz, 2001, Olanrewaju and

Al-Arfaj, 2006), extended Luenberger observers (Quintero-Marmol et al., 1991), geometric

observers (Tronci et al., 2005, Álvarez and Fernández, 2009), exponential observers (Deza

and Gauthier, 1991), or observers with a physically motivated correction term (Lang and

Gilles, 1990). It is well known that the state variables can be fully reconstructed by a

state observer from selected measurements if the system is observable. Observability of

distillation columns has been investigated by Quintero-Marmol et al. (1991) and Yu and

Luyben (1987).

In order to apply state observers in practice, their convergence and robustness with

respect to the modeling errors and measurement noise should be veri�ed beforehand. The

convergence of linear state observers can usually be proved with relatively little e�ort

for well-selected assumptions. However, the convergence of nonlinear state observers in

particular and studies showing their robustness require more e�ort and are consequently

very rare in literature. It is thus not surprising that the convergence properties of linear

state observers such as the Kalman �lter and the Luenberger observer (Kalman, 1960,

2
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1.2 Scope of the thesis

Luenberger, 1964) applied to linear systems are well understood. In contrast, the properties

of nonlinear state estimators are less clear. In particular, the convergence of the Lang-Gilles

observer (Lang and Gilles, 1990) is still an open question.

In a control environment, composition estimates typically compensate for missing or

delayed composition measurements to improve product control. The composition estimates

can either be incorporated in the outer (slower) loop of a cascade controller (Barolo and

Berto, 1998, Bettoni et al., 2000, Kano et al., 2000, Castellanos-Sahagún and Alvarez,

2004), or, often, they serve as initial values to calculate predictions in a model predictive

controller (Brizuela et al., 1996, Diehl et al., 2003, Guo et al., 2009). Often, distillation

case studies consider only a single column (Kano et al., 2000, Pannocchia and Brambilla,

2005, Guo et al., 2009). However, since Buckley's pioneering work (Buckley, 1964), a trend

towards plantwide control seems inevitable as the research focus shifts to more complex

processes (Luyben et al., 1997, Skogestad, 2004, Downs and Skogestad, 2011), in which

several distillation columns and also other units may be included. Very few works, even

those studying single distillation columns, analyze the e�ect of parametric plant-model

mismatch, e.g., mismatched controller and plant models (Biswas et al., 2009). A structural

plant-model mismatch is considered even more rarely. For instance, Olanrewaju and Al-

Arfaj (2006) used a linearized model in the Kalman �lter and a nonlinear plant model;

they also investigated the e�ect of uncertainties in relative volatilities on control results.

Uncertainties in parameters as well as a plant-model mismatch were examined by Baratti

et al. (1995), too.

1.2 Scope of the thesis

In the remainder of this work, we investigate several problems that address a certain

distillation state observer, the Lang-Gilles distillation observer (Lang and Gilles, 1990). We

especially want to shed light on conditions under which this observer converges, and derive

a simple rule for the tuning of the observer gains. In a sequence of simulation studies, we

will investigate the capabilities of the observer for the estimation of the separation e�ciency

and for control. The simulation studies are based, except where otherwise stated, on a

complex distillation process �rst developed by Kraemer et al. (2009). This process is

introduced in the following.

3
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Figure 1.1: The ACBT separation process with a base-control layer; the design of the base-

control layer is presented in Section 2.5.2.

1.2.1 A distillation process for the separation of the mixture of

acetone, chloroform, benzene and toluene

For the separation of the azeotropic mixture of acetone, chloroform, benzene and toluene,

an equimolar feed stream is split into the pure components with a purity of 99 %. The

mixture exhibits the binary maximum boiling azeotrope of acetone and chloroform, which

gives rise to a distillation boundary. This boundary prohibits separation into the pure

components. Kraemer et al. (2009) suggested a process con�guration (the ACBT process)

in which the curved distillation boundary can be crossed and separation into the pure

components is possible with a minimum number of three distillation columns. In this

con�guration, shown in Fig. 1.1, toluene is recycled to the �rst column, shifting the total

feed of the column and enabling exploitation of the curved boundary in the distillation

process. In the �rst column, pure acetone is separated at the top, followed by separation

of pure toluene at the bottom of the second column. The third column separates the binary

mixture of chloroform and benzene.

The ACBT process will serve as a plant-replacement model in some simulation studies.
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1.2 Scope of the thesis

Further, a simpler model of the ACBT process will be used in the Lang-Gilles observer.

This will extend the work of Lang and Gilles (1990) who studied the separation of a

feed mixture with up to 3 components by a single distillation column. To the best of

our knowledge, there are no publications which propose to apply their observer for state

estimation of distillation trains. Although the extension to more components seems to be

straightforward, the principal obstacles involving the increased numerical workload and

integration di�culties may prevent a broader usage of the observer. Lang and Gilles

(1990) also do not provide theoretical results for convergence of their observer. Therefore,

the convergence properties is one of the problems we will study in this work.

1.2.2 Convergence of the Lang-Gilles observer

The convergence of an observer is de�ned in terms of the convergence of the di�erence

between the observed and real system-state variables to zero. Under certain assumptions,

the propagation of this error is described by the error equation which can be written as

d

dt
(x̂− x) = A(x̂− x) + f(x, x̂, t), (1.1)

where x̂− x is the error between the observed and real state variables, A a system matrix

�xed especially by the �ow rates and tray holdups, f a function which includes remaining

thermodynamical nonlinearities, and t the time variable. One of our main goals will be to

de�ne the su�cient conditions under which the error x̂− x in Eq. (1.1) converges to zero.

In this context, tuning of the observer gains will also be important.

1.2.3 Separation e�ciency estimation in conjunction with the

Lang-Gilles observer

There are di�erent de�nitions of separation e�ciencies in distillation columns. A prominent

one is unquestionably the Murphree e�ciency (Murphree, 1925). The accurate estimation

of separation e�ciencies, however, plays a very important role in distillation. A good pre-

diction of separation e�ciencies helps, for example, to design distillation columns which

require lower investment cost. Calculating e�ciencies on-line may reduce operating cost

because then the plant operator would more easily recognize (un-)favorable operating con-

ditions. Unfortunately, even the estimation of the nominal separation e�ciencies is usually

a complicated task. It may be even more tricky to calculate these on-line.

In this work, starting from a simpli�ed de�nition of the multi-component Murphree

e�ciency EMV,j on stage j,

EMV,j = I − (I + ClΨ
−1
j )−1, (1.2)

5
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with the Jacobian of the vapor-liquid equilibrium Ψj and the lumped separation e�ciency

parameter Cl, we are interested in a simple on-line method for estimation of the parameter

Cl. Only a few temperature measurements should be required and a simple tuning should

be su�cient. With this in mind, we will propose a method that combines a parameter

estimation method with state estimation by the Lang-Gilles state observer.

1.2.4 Model-predictive control in conjunction with the Lang-Gilles

observer

As pointed out in Section 1.1, plantwide control becomes more important when dealing

with complex processes. In this thesis, we will investigate the ACBT process for the

separation of an acetone-chloroform-benzene-toluene mixture into its components. Since

the mixture is azeotropic, its separation is more di�cult than that of an ideal mixture

as it was outlined in Section 1.2.1. The separation is performed by means of a three-

column distillation sequence including a recycle as proposed by Kraemer et al. (2009). This

distillation sequence presents us with a challenge in setting up an observer and a model-

predictive controller. We are especially interested in answering the following questions for

this sequence:

• How can we design the Lang-Gilles observer and how does it perform?

• Does a certain distributed model-predictive controller (Scheu and Marquardt, 2011)

have advantages over a decentralized controller?

• How do the designed observer and controllers perform when a structural plant-model

mismatch is present?

The results of our simulations are also of particular interest to us as neither the Lang-Gilles

observer, nor the proposed model-predictive controller have been tested with azeotropic

distillation trains accounting for structural plant-model mismatch before.

1.3 Structure of the thesis

In this thesis we will focus on the following issues:

• dynamic distillation modeling,

• convergence, tuning and performance of the Lang-Gilles observer,

6
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1.3 Structure of the thesis

• estimation of the multi-component Murphree e�ciency, and

• the use of the Lang-Gilles observer in output feedback control.

These objectives can be roughly assigned to the separate chapters of the thesis.

A detailed study of the existing dynamic distillation models is carried out in Chapter 2.

Physically motivated distillation models are the basis for the Lang-Gilles state observer

and serve as the plant replacement and controller models in our later case studies. These

distillation models adopt the Murphree tray e�ciency to take into account the non-ideal

behavior of column trays. Here, we �rst classify distillation models, introduce the Murphree

e�ciency concept, and present thereafter those particular models for our case studies

including a summary of the model parameterization. Finally, we discuss the dynamics

of the ACBT process at a nominal operating condition and present the base-control layer

for this process.

In Chapter 3, we deal with convergence of the Lang-Gilles observer. Three theorems

relying on di�erent assumptions concerning vapor compositions and temperature measure-

ments are stated and proved. After this, we derive from the third theorem a rule for

observer tuning. In the subsequent case study, we address an e�ect in�uencing the con-

vergence rate of the observer, which is related to the internal �ow rates in the distillation

columns, that supports the derived tuning rule.

Chapters 4 and 5 cover applications of the Lang-Gilles observer. Chapter 4 introduces

a method for estimating the separation e�ciency parameter derived in Chapter 2 from

the Murphree e�ciency model by lumping hardly measurable quantities to one single

parameter. This parameter is estimated online in a series of alternate state and parameter

estimation steps. The states are estimated by the Lang-Gilles observer and the e�ciency

parameter is determined by nonlinear parameter estimation. The e�ectiveness of this

sequential approach is again demonstrated in a case study.

Chapter 5 concerns the application of the Lang-Gilles observer in the context of control.

First, we recall some theoretical results. Then, a large-scale study is presented in which

the Lang-Gilles observer for a distillation train with a plant-model mismatch is used. The

high complexity of this study usually avoided in the literature allows us to investigate

practically relevant problems especially concerning plant-model mismatch.

Finally, we draw conclusions arising from this work and raise some potential issues for

future research.
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2 Dynamic distillation modeling

2.1 Introduction

In his book on the history of distillation, Forbes (1970) addressed the origin of distillation

and pointed out that Alexandrian chemists were probably �rst to invent distillation in

the �rst century A.D.. In the following centuries and before industrialization in Europe

began, the distillation apparatus was the focus of further development. It was not until

1893 that Sorel (1893) �rst developed a model of a distillation column comprising a set of

algebraic mass and energy balance equations. In these equations, Sorel uses already the

so-called K-value to describe the relationship between the liquid and vapor concentrations

of alcohol impurities and he recognizes that the K-value depends on the vapor pressure.

Surprisingly, he gives no reference to Dalton's and Raoult's laws, known since 1803 and

1886 (Hall, 1999), which can be combined to establish a basic vapor-liquid equilibrium

model for ideal vapor and liquid phases that gives explicitly the dependency of the vapor

composition on the vapor pressures of the components and the total pressure. However,

inside a real distillation column, a vapor-liquid equilibrium is rarely reached. To take this

into account, Murphree (1925) introduced a separation e�ciency factor named later after

him. At that time, the solution of the set of distillation equations was still a problem.

This changed in 1925 as McCabe and Thiele (1925) proposed a simple method to solve the

equation set graphically, and in 1932, Lewis and Matheson (1932) made a �rst attempt to

solve the equations numerically. The appearance of analog and especially digital comput-

ers marked a milestone in distillation modeling and simulation. In the 1950s researchers

�rst deployed punched card machines for plate-by-plate calculations of distillation columns,

e.g. Opler and Heitz (1951). According to Seader (1985) the year 1951 marks the start of

using computers for distillation modeling and simulation. Later, countless contributions

to distillation modeling appeared which dealt with phenomenological e�ects and investi-

gated di�erent model structures and solution algorithms (Perry and Green, 2008). For

example, a lot of scienti�c e�ort was spent to develop new equations of state to detail

the K-value model. For non-polar mixtures, some widely used equations of state are the

Benedict-Webb-Rubin (Benedict et al., 1940), Redlich-Kwong (Redlich and Kwong, 1949),

Soave-Redlich-Kwong (Soave, 1972), and Peng-Robinson (Peng and Robinson, 1976) state
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equations. For polar mixtures, the K-value model was extended by additional factors,

the activity coe�cients. Modern methods for modeling activity coe�cients are based on

molecular considerations and include the Wilson model (Wilson, 1964) which is adequate

for miscible mixtures, the NRTL model (Renon and Prausnitz, 1968) which is especially

suitable for non-ideal and partially immiscible mixtures, and the UNIQUAC (Abrams and

Prausnitz, 1975) and UNIFAC models (Fredenslund et al., 1975) which are applicable to a

variety of miscible and immiscible mixtures. Distillation modeling has also bene�ted from

scienti�c progress in various �elds such as numerical methods and computer science, the

demand for new commodities, and new techniques in column design (e.g. Cameron et al.,

1986, Gani et al., 1998, Oluji¢ et al., 2009). All these developments boosted novel model-

ing approaches which now give the engineer a great number of possibilities from which to

choose (Taylor, 2007).

In this chapter, dynamical modeling of continuously operated distillation columns or

column sequences is presented, including the standard column parts such as reboilers, feed

trays, condensers, and stripping and rectifying sections. We will consider equations which

apply to a typically con�gured distillation column as shown in Fig. 2.1 but which may

readily be rolled out to column sequences.

Figure 2.1: A basic con�guration for a distillation column

Generally, there are no clear recommendations how the structure of an entire distillation

model should be selected. Distinct model structures and correlations were proposed by
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various authors (cf. McAvoy and Wang, 1986, Skogestad, 1997, Abdullah et al., 2007, and

references therein). Therefore, the approach followed in this thesis is based upon general

advice given and partly summarized by Häggblom (1991), Luyben (1992), and Skogestad

(1997). Furthermore, correlations which are known to have a sound physical foundation

and which result in numerically stable solutions by available modeling environment such as

gPROMS (Process Systems Enterprise, 1997-2013) are preferred. Additional considerations

made by Pearson (Pearson, 2003), who studied the properties of some nonlinear model

structures, are used to justify the choice of nonlinear model structures.

The chapter is organized as follows. In Section 2.2, fundamental, empirical and semi-

empirical distillation models are presented. In Section 2.3, we will review distillation ef-

�ciency models and derive a parametric form of the multicomponent Murphree e�ciency.

This e�ciency model is incorporated in our plant replacement and controller/observer

models. We will derive their equations in Section 2.4 on the basis of Section 2.2. We

will also highlight the similarities and di�erences between the plant replacement and con-

troller/observer models and discuss their parametrization. In Section 2.5, the exemplary

dynamics of the distillation models at a nominal operating condition are demonstrated

with the help of the ACBT process. We will also introduce the regulatory control for the

ACBT process. Finally, we will summarize this chapter.

2.2 Classi�cation of distillation models

Distillation models can be classi�ed in di�erent ways. A plausible way to introduce a

classi�cation is to decide which type of information is used to build a model. In this

section, we adopt a general classi�cation of distillation models, including fundamental,

empirical, and hybrid models. We will emphasize some essential concepts for development

of fundamental models, reviewing however model classi�cation and some of the works very

much along the lines of Abdullah et al. (2007).

2.2.1 Fundamental models

The term fundamental (or �rst principle) model refers to a model which is derived from

physical laws such as mass, energy or momentum balances and the associated constitu-

tive equations. The physical laws are typically represented by nonlinear algebraic and

di�erential equations. Although numerical di�culties and also more development e�ort

are often introduced by nonlinear compared to linear equations, good fundamental mod-

els may compensate for these disadvantages with physically meaningful parameters and

a superior simulation accuracy. Besides, �rst principle models usually extrapolate to op-

erating regions not present in the modeling data. Consequently, higher expenses for the
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development of a fundamental model are justi�ed if an accurate model is desired. For

highly nonlinear distillation processes, the use of such models is very attractive and much

valuable work has been conducted on their basis in contemporary research.

In �rst principle distillation modeling, two concepts, which are used to describe the

physical behavior of a tray or a part of a packed column, turned out to be very important:

the equilibrium stage (EQ) and the nonequilibrium stage (NEQ) concepts. They will be

introduced in the following.

The concept of the equilibrium stage (EQ)

The concept of the equilibrium stage was introduced by Sorel (1893). It is assuming

Figure 2.2: The equilibrium stage

that the liquid phase on stage j is well mixed and that vapor and liquid streams leaving

the stage, Vj, Lj, S
V
j , S

L
j , are in thermodynamic equilibrium with each other (Fig. 2.2).

The assumption of thermodynamic equilibrium is essential as it allows determination of

the compositions and temperatures of the streams leaving the stage (Perry and Green,

2008). The di�erential equations may be formulated for each stage as material balances

for components i = 1, . . . , q − 1,

dMi,j

dt
= Lj−1xi,j−1 −

(
Lj + SL

j

)
xi,j + Vj+1yi,j+1 −

(
Vj + SV

j

)
yi,j + Fjzi,j, (2.1)

Mi,j = ML
j xi,j +MV

j yi,j, (2.2)

11

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


2 Dynamic distillation modeling

overall material balance,

dMj

dt
= Lj−1 −

(
Lj + SL

j

)
+ Vj+1 −

(
Vj + SV

j

)
+ Fj, (2.3)

Mj = ML
j +MV

j , (2.4)

and energy balance

dUj

dt
= Lj−1hL,j−1 −

(
Lj + SL

j

)
hL,j + Vj+1hV,j+1 −

(
Vj + SV

j

)
hV,j + FjhF,j. (2.5)

Here ML
j ,M

V
j are the holdups of the liquid and vapor phases, respectively. xi,j, yi,j, and

zi,j denote mole fractions of the liquid phase, the vapor phase, and the feed. Uj is the

internal energy of both phases on stage j and hL,j, hV,j, hF,j, hSL,j, hSV ,j are the enthalpies

of the streams Lj, Vj, Fj, S
L
j , S

V
j leaving or entering stage j. Moreover, there are algebraic

relations to be included in the model which describe the vapor-liquid equilibrium (VLE),

the stage hydraulics and vapor dynamics, i.e.,

yi,j = f vlei (x1,j, . . . , xq−1,j, Tj, pj), (2.6)

Lj = fL(ML
j , Vj,∆pj), (2.7)

Vj = fV (ML
j ,∆pj), (2.8)

where pj, Tj are the pressure and boiling temperature on stage j. f vlei is the equilibrium

equation valid for the actual mixture. fL and fV are some functional relations to be

speci�ed with respect to the pressure di�erence∆pj = pj+1−pj−1 over stage j and the plate

geometry. A thorough speci�cation of these algebraic functions has been given by Gani

et al. (1986), Häggblom (1991), Skogestad (1997), and Wittgens and Skogestad (2000), for

example.

In our simulations we will use EQ, where especially the function f vlei in Eq. (2.6) must

be selected. We will calculate this by the so-called γ/φ-approach (Perry and Green, 2008).

This means that an equation obtained from the equality of the component fugacities in

the vapor and liquid phases at vapor-liquid equilibrium,

γi,jxi,jφ
L
i,jp

sat
i exp

νL
i (pj − psati )

RTj

= φV
i,jyi,jpj, (2.9)

is solved for yi,j to obtain

yi,j = γi,jxi,j

φL
i,jp

sat
i

φV
i,jpj

exp
νL
i (pj − psati )

R Tj

, (2.10)

where R is the ideal gas constant, psati denotes the vapor pressure of component i, νL
i is the

liquid phase molar volume, φV
i,j is the vapor-phase fugacity coe�cient of pure component

i evaluated at temperature Tj and pressure pj, φL
i,j is the liquid-phase fugacity coe�cient
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of pure component i evaluated at temperature Tj and pressure psati , and γi,j is the activity

coe�cient of component i. Moreover, we assume φV
i,j = φL

i,j = 1, i.e, the vapor phase is

an ideal gas, and the exponential known as the Poynting factor is neglected. Therefore,

Eq. (2.10) reduces to

yi,j = γi,jxi,j
psati

pj
. (2.11)

The vapor pressure psati is calculated by the Extended Antoine equation (Aspen Technology,

Inc., 1981-2010),

ln psati = Ci,1 +
Ci,2

Tj + Ci,3

+ Ci,4 + Ci,5 lnTj + Ci,6T
Ci,7

j , Ci,8 ≤ Tj ≤ Ci,9, (2.12)

where ln psati is extrapolated versus 1/Tj if Tj is outside of the temperature bounds. The

activity coe�cients γi,j account for deviations from ideal behavior in the mixture on stage

j. They are functions of temperature and liquid-phase composition. We predict them by

the Wilson (1964) equation

ln γi,j = 1− ln

(
q∑

k=1

Λi,kxk,j

)
−

q∑
k=1

Λk,ixk,j∑q
m=1 Λk,mxm,j

, (2.13)

Λk,m =
νL
k

νL
m

exp−λk,m − λk,k

R Tj

, (2.14)

where the parameters νL
k and λk,m must be predetermined for k,m = 1, . . . , q. The depen-

dent concentration xq,j, which is required in Eq. (2.13), is calculated from the independent

concentrations by the relation xq,j = 1−
∑q−1

i=1 xi,j. For the Antoine/Wilson parameters of

an ACBT mixture as mostly used in this work the reader is referred to Appendix C.1. If

the temperature Tj on tray j is required, it is determined as bubble point temperature by

solving an implicit function F given as

F (Tj(pj, x1, . . . , xq), p, x1, . . . , xq) = 0 (2.15)

for Tj. For a discussion of bubble point calculations (or �ash calculations), the reader is

referred to Perry and Green (2008).

If the streams leaving the column tray deviate from equilibrium conditions, the number

of theoretical and that of real trays is not the same. Peters, Jr. (1922) was among the �rst

to notice this problem. Thereupon Murphree (1925) suggested a nowadays well-known

tray e�ciency concept discussed in more detail later in Section 2.3. The use of such

an e�ciency concept together with the equilibrium stage might sometimes be su�cient

to describe a moderate deviation from equilibrium conditions (Murphree, 1925, Klemola,

1997). However, in case of more severe deviations, one should adopt the nonequilibrium

stage.
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The concept of the nonequilibrium stage (NEQ)

A schematic representation of the nonequilibrium stage is given in Fig. 2.3. Distillation

models using NEQ stages are also called rate-based. In contrast to the equilibrium stage,

Figure 2.3: The nonequilibrium stage

the nonequilibrium stage j is modeled by writing balance equations for both phases sep-

arately. The distinct phases can exchange material and energy by interphase streams Jj
(Krishnamurthy and Taylor, 1985).

The dynamic equations corresponding to Fig. 2.3 can be formulated as material balances

for components i = 1, . . . , q − 1,

dML
i,j

dt
= Lj−1xi,j−1 −

(
Lj + SL

j

)
xi,j − Ji,j + FL

j z
L
i,j, (2.16)

dMV
i,j

dt
= Vj+1yi,j+1 −

(
Vj + SV

j

)
yi,j + Ji,j + F V

j zVi,j, (2.17)

ML
i,j = ML

j xi,j, MV
i,j = MV

j yi,j, (2.18)

overall material balances,

dML
j

dt
= Lj−1 −

(
Lj + SL

j

)
− Jj + FL

j , (2.19)

dMV
j

dt
= Vj+1 −

(
Vj + SV

j

)
+ Jj + F V

j , (2.20)

Jj =
∑
i

Ji,j, (2.21)
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and energy balances

dUL
j

dt
= Lj−1hL,j−1 −

(
Lj + SL

j

)
hL,j − JjhJ,j + FL

j hFL,j, (2.22)

dUV
j

dt
= Vj+1hV,j+1 −

(
Vj + SV

j

)
hV,j + JjhJ,j + F V

j hFV ,j. (2.23)

Note that the feed stream is split in two streams, FL
j (liquid phase) and F V

j (vapor phase)

in the equations above. In general, the vapor and liquid streams leaving the stage are not

in equilibrium. However, equilibrium is assumed to hold at the phase boundary. The NEQ

stage concept is generic as it can be applied to a stage with any number of phases observed.

Even more complex stage models with a mass transfer between the bubbles (phase), the

froth (phase) and the spray (phase) were already proposed (Taylor and Krishna, 1993).

In contrast to the equilibrium-stage models, tray e�ciencies are not used in a rate-based

model.

In the following, we discuss rigorous models which may be based upon one of the afore-

mentioned concepts, EQ or NEQ.

Rigorous distillation column models

According to Skogestad the term rigorous model usually refers to a staged model as de-

picted in Fig. 2.4 which includes mass and energy balances on each stage, the liquid �ow

dynamics, and pressure dynamics (Skogestad, 1997). The EQ concept has been used more

frequently than the NEQ concept for distillation modeling although there are situations

when the NEQ concept (see p.13) is mandatory (cf. Taylor et al., 2003). Many authors

applying the NEQ approach have focused on steady-state models, e.g., Block and Hegner

(1976), Müller and Segura (2000), Higler et al. (2004). However, dynamical models were

developed, as well, e.g. Gilles and Retzbach (1983). The authors employed an optimal

control algorithm including their simpli�ed model of an extractive distillation column in

a large-scale plant, where it not only proved its reliability and e�ciency in �eld tests but

also in two yeas of continuous operation. A more recent dynamical model was developed

by Damartzis and Seferlis (2010). However, the authors emphasize that the employment of

NEQ models strongly increases the model size and complexity. For real-time applications

simpler approaches are often preferred (Perry and Green, 2008). Therefore, we focus here

on distillation models utilizing the EQ stages.

Also for EQ models, Skogestad (1997) reports that no references were found at the time

in which the model equations are solved in the rigorous form given in Section 2.2.1. Still,

even nowadays, a number of simpli�cations are commonly employed:

A. Simpli�cations of the vapor dynamics
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STAGE j

Vj+1

Vj

L j

L j-1

STAGE j-1

STAGE j+1

Vj-1

Vj+2 L j+1

L j-2

Figure 2.4: A staged distillation section without sidestreams

1. Disregarding vapor holdup

This assumption is equivalent to requiring MV
j = 0. However, for volatile

components, columns operating at high pressures and cryogenic distillation,

the di�erence between vapor and liquid densities becomes smaller. Therefore,

under certain circumstances, disregarding vapor holdup may be inadequate. As

a consequence of excluding the vapor holdup, a change of the vapor �ow at the

reboiler immediately changes the vapor �ow at every stage of the column.

2. Fixed pressure and disregarding vapor holdup

As the pressure in a distillation column is usually tightly controlled, it also

can be �xed in a simulation. With this approach, a linear or a �ow dependent

decrease of the pressure along the column can be assumed while at the top of

the column the pressure is controlled.

3. Fixed pressure but with vapor holdup

Vapor holdup should be included if the vapor density becomes relatively high,

which often corresponds to operating a distillation column at a pressure higher
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than 5 � 10 bar. For example, Luyben (1992) recommends including the vapor

holdup if it exceeds 1/6th of the total holdup.

For lower pressures, the vapor holdup should be included if the vapor density

becomes greater than 2% of the liquid density. Including the vapor holdup

results in more accurate time constants and thus in more reliable predictions of

column dynamics (Choe and Luyben, 1987).

B. Simpli�cations of the liquid �ow dynamics

1. Disregarding liquid dynamics

This case is equivalent to assuming constant liquid holdups. It is a valid assump-

tion if only the dominant response of the composition dynamics is of interest.

However, in a control study the initial response of the distillation column, i.e.,

the response due to the liquid dynamics, is also important. Thus, for control

purposes, liquid dynamics must be included in the model.

2. Linearized liquid dynamics

Linearized liquid dynamics can also be used in a control study if �ooding and

similar nonlinear e�ects are not present at the operating condition.

C. Simpli�cations of the energy balance (in addition to the disregarded vapor holdup

and if the internal liquid energy is approximated by the liquid enthalpy)

1. Constant energy holdup

This common assumption results in an algebraic energy balance. In mathemati-

cal notation it is equivalent to assuming dUj/dt = MjdhL,j/dt+hL,jdMj/dt = 0

for the left-hand side of the energy balance equation. As this formula suggests,

the assumption of a constant energy holdup is valid only if the liquid enthalpy

is zero, or both the liquid holdup and the enthalpy are constant. However, in

other cases, this is usually a physically wrong assumption and should not be

used.

2. Constant liquid enthalpy

Skogestad remarks that the validity of this assumption, which implies dUj/dt =

hL,jdMj/dt for the left-hand side of the energy balance equation, depends on the

assumed reference state for energy. The reference state should be chosen such

that the pure components are saturated liquids at a given reference pressure,

which is usually the column pressure. If non-ideal mixtures with large heats

of mixing or di�erences in enthalpy of vaporization are distilled, or the column
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pressure varies within wide limits, this assumption is usually very poor (cf. nec-

essary conditions for the derivation of the constant liquid enthalpy assumption

in Appendix A.1).

3. Constant molar �ows

When assuming the above reference state for energy, a constant column pressure,

the liquid enthalpy equal to zero, and the same heat of vaporization for pure

components, it holds Vj = Vj+1 and at a steady state also Lj = Lj+1. This

corresponds to the constant molar over�ow assumption (see Appendix A.2).

As stated by Skogestad (1997), some of the above simpli�cations are utilized in models

which were given di�erent names in the past. Levy et al. (1969) refer to the models

incorporating enthalpy (E), mass (M), and components (C) balances as EMC models. Also

analogously derived MC and C models have been widely used. There is a link between these

models and simpli�cations outlined by Skogestad and presented above. An EMC model

often includes the simpli�cations A1 and A2, an MC model A2 and C3, and a C model

incorporates A2, B1 and C3. Nowadays, due to various advances in computer technology,

the computational load is of less importance in distillation simulation and the models C

and MC are becoming less relevant. Actual models usually incorporate energy and mass

balances in some form (Gani et al., 1986, Häggblom, 1991, Olsen et al., 1997, Biswas et al.,

2009, Guo et al., 2009). Often, these equations are referred to as MESH equations, i.e., M

equations refer to the material balances, E to the equilibrium equations, S stands for the

summation equations of the molar fractions, and H are the enthalpy balance equations.

However, the majority of the models based on MESH equations still rely on simpli�cations,

and even so, they may su�er from numerical problems (Perry and Green, 2008, Simulation

of distillation processes, pp.13�45).

Finally, we can remark that rigorous models, even the simpli�ed ones, should be clas-

si�ed as fundamental since they incorporate physical laws. However, not all fundamental

models are rigorous in the literal sense of Skogestad's de�nition as there are, for example,

non-staged models describing packed distillation columns by a set of partial di�erential

equations (PDE) and reduced models which may retain only some implicit forms of bal-

ances. Such reduced models are reviewed in the following.

Reduced models

Model reduction is a mathematical technique which aims at a reduction of the number of

di�erential equations. It is usually employed if the reduced model promises a decrease in

computational time. Prior to performing the model reduction, the purpose of the reduction

should be de�ned. Three principal purposes can be distinguished:
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a) The reduced model is adopted in real-time applications in order to speed up the

optimization or simulation.

b) The reduced model must reduce numerical problems.

c) The reduced model must explain the principal behavior of the plant.

Due to the great importance of these three issues in engineering, it is therefore natural

that a considerable amount of research on reduction techniques has been conducted and

probably will be conducted in the future (see van den Berg, 2005, Hahn and Edgar, 2002,

and references therein).

In the realm of distillation modeling, model reduction became attractive after rigorous

simulation was studied in the 1960's (Howard, 1970). First reduced models were linear

(Weigand et al., 1972). Thereafter, various mathematical model-reduction techniques were

proposed. Among them there are techniques using collocation (Cho and Joseph, 1983),

lumping stages to compartments (Benallou et al., 1986), substitution of concentration

pro�les by waves (Retzbach, 1986, Marquardt, 1988, Kienle, 2000), balancing of empirical

Gramians (Hahn and Edgar, 2002), singular perturbation (Kumar and Daoutidis, 2003),

and others. Not all of these techniques are equally well suited to each of the purposes a) -

c) described above. Besides known problems leading to reduced models which fail to ful�ll

one of the above purposes, there are other requirements a reduced model should possess.

Benallou et al. (1986) formulate these desirable requirements as follows

• the reduced model should retain the physical structure of the process,

• all state variables should remain physically signi�cant,

• all model parameters should be related to the process parameters and should be

obtainable from steady state process data.

Compartmental and wave-based models, for example, satisfy these requirements well. On

the other hand, collocation-based models are known to produce a discrepancy between the

states of the reduced and complete models at steady state. Nevertheless, a true advantage

of many reduction techniques is their ability to derive numerically robust models in a

structural way. The focus of model reduction, however, may change in the future. While

in the past, the need for model reduction often ensued from software limitations and

limited computational power (Cho and Joseph, 1983), these obstacles are becoming more

and more irrelevant nowadays. Moreover, a �good� reduction method which is necessary

to obtain a model of good quality (Marquardt, 2001) also transfers the nonlinear behavior

from the non-reduced to the reduced model. This, however, contradicts the goal of model

simpli�cation for simulation (Linhart and Skogestad, 2009), especially since the nonlinear

19

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


2 Dynamic distillation modeling

rigorous models can be handled by the actual software and computers quite well. Hence,

from the application point of view, a reduction of distillation models will rarely help if

high-�delity (nonlinear) predictions are required.

2.2.2 Empirical models

Empirical modeling is one of the most appealing techniques when no detailed process

information is available. In such a case only the input-output behavior of the process may

be modeled to prevent time-consuming rigorous modeling procedures.

Although advanced models are available, a very detailed insight into the distillation

process seems to be out of reach (Taylor, 2007). The more nonlinear a distillation process

is, for example a reactive three-phase distillation, the more laborious it is to create a

rigorous model of it which is also adequate to run robustly when using current state-of-

the-art solvers. A number of authors responded to this obstacle by empirical modeling

of the whole or parts of the distillation process. In particular, the following methods for

model derivation have been extensively used:

• identi�cation of a transfer function describing the process or construction of an in-

ferential model,

• design of an arti�cial neural network (ANN), and

• identi�cation of a block-oriented model.

Identi�cation of a transfer function is a standard system-theoretical approach. Luyben

recommends applying an advanced version of this method to highly nonlinear and complex

columns for which linearized models can not be obtained easily (Luyben, 1987).

For control of product compositions in a multicomponent distillation column, an infer-

ential model can be constructed which returns estimates of the compositions from on-line

measured process variables such as temperatures, the re�ux �ow rate, the reboiler heat

duty and the pressure. Kano et al. (2000, 2003) propose using the partial least squares

(PLS) model in a cascade control structure to regress product compositions with mea-

surements instead of using a standard tray temperature control. They also suggest using

a dynamic model based on time-series data to improve the estimation capability of the

PLS model. However, they recommend fully understanding the process by developing a

fundamental model before constructing an inferential model. This helps to validate the

usefulness of the inferential model.

An alternative to simple linear models is the use of block-oriented nonlinear models.

Three schemes are very popular: the Hammerstein model, the Wiener model, and the

feedback block-oriented model (e.g. Bloemen et al., 2001, Nugroho et al., 2004, Gómez and
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Figure 2.5: (a) Wiener model, (b) Hammerstein model, (c) Feedback block-oriented model

Baeyens, 2004). These models combine a static nonlinear function N(·) with a dynamic

linear function L(·) in di�erent ways, see Fig. 2.5. Pearson reports that signi�cant di�er-

ences in dynamic behavior of these models may appear (Pearson and Pottmann, 2000).

The identi�cation process often relies on knowledge of the steady state data which is used

to specify the static nonlinear part N(·). The function L(·) is then identi�ed from the

input/output data of the process.

The arti�cial neural network (ANN) is another often-used modeling technique for dis-

tillation columns. A popular variant of ANN often applied in distillation modeling is the

feedforward neural network where input data propagates through hidden nodes in the di-

rection of the outputs without feedback in the network. There are many publications on

distillation modeling with ANN, however, the focus is often on the potential of ANN in

the context of control. Di�erent modeling approaches are therefore not compared thor-

oughly with each other (e.g. Brizuela et al., 1996, Baratti et al., 1997). An overview of the

proposed ANN models is given by Abdullah et al. (2007).

2.2.3 Hybrid models

In order to simplify the distillation model, a hybrid modeling approach can be preferred.

Hybrid modeling refers to the construction of models which comprise a set of fundamental

equations and a set of empirical equations. The empirical equations are usually introduced

to substitute highly nonlinear and numerically problematic fundamental equations or to

describe process parts which are not completely understood while preserving good accuracy

of the model.

There are only a few researchers who have published their results on hybrid distillation

models (see references in Abdullah et al., 2007). Instead, rigorous equilibrium and non-

equilibrium models seem to dominate the distillation literature. However, these models

also rely on empirical relations, e.g., the development of more sophisticated models for

the phase interface is avoided in practice by including much simpler empirical correlations

(Taylor, 2007). For this reason, we proceed without a thorough description of the hybrid

models, only noting an approach based on neural networks.
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2 Dynamic distillation modeling

Two articles explicitly dedicated to hybrid distillation modeling are presented by Safavi

and Romagnoli (1995), and Safavi et al. (1999). The authors construct a wavelet-based

neural network in order to simplify a fundamental binary distillation model. The simpli�ed

model consists of simple energy and mass balances. The neural network is developed for

the separation factor as a function of re�ux and feed �ow rates, the reboiler heat duty and

feed concentrations. This hybrid model is then adopted in an optimization study where

the nominal net pro�t is optimized.

Generally, model simpli�cations resulting in a hybrid model can be very useful to re-

duce the number of model parameters and improve the numerical reliability. However,

Pearson (2006) also advises against blind trust in the algorithms performing the simpli�-

cations without supervision. Knowledge of the process must be integrated in the modeling

procedure to account for important interactions which must not be omitted.

2.3 Distillation e�ciency models

The prediction of a distillation model based on the EQ stages is known to depend on tray

e�ciency. The distillation models presented later in Section 2.4 incorporate the multi-

component Murphree tray e�ciency, which is a generalization of the well-known Murphree

tray e�ciency (Murphree, 1925). In the following, we recall some relevant de�nitions of

distillation e�ciency and derive a parametric form of the multi-component Murphree tray

e�ciency including the e�ciency factor to be estimated on-line by the algorithm proposed

in Chapter 4. Further e�ciency models are discussed elsewhere (Taylor and Krishna, 1993,

Klemola, 1997).

2.3.1 Murphree point e�ciency

Distillation columns with a large diameter usually have concentration gradients in the

liquid �owing on trays. For such columns, it is reasonable to de�ne an e�ciency at a

point. The (vapor-phase) Murphree point e�ciency is an approach which allows assigning

an e�ciency to any point along the �ow path of the liquid on a tray. It is de�ned as

the ratio of the actual to the best possible change in the local vapor compositions on two

subsequent trays j and j + 1:

EOV,i,j =
yi,j − yi,j+1

y∗i,j − yi,j+1

. (2.24)

This de�nition requires a phase equilibrium model to compute the equilibrium concentra-

tions y∗i,j of all components i = 1, . . . q. Note that EOV,i,j = 1, if local thermodynamic

equilibrium could be established. It is worth noting that point e�ciencies for any com-

ponent of a binary mixture are identical and range from 0 to 1. In contrast to these, the
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2.3 Distillation e�ciency models

point e�ciencies in a multi-component mixture are usually di�erent and might take any

value between −∞ and ∞ (Klemola, 1997).

2.3.2 Murphree tray e�ciency

In the absence of local information, which is usually the case in industrial distillation

columns, or for columns with a small diameter, calculation of tray e�ciency may be more

reasonable. Murphree (1925) proposed a tray e�ciency de�nition very similar to Eq. (2.24)

that only requires average vapor compositions on a tray. This (vapor-phase) Murphree tray

e�ciency for component i on tray j is de�ned as

EMV,i,j =
ȳi,j − ȳi,j+1

y∗i,j − ȳi,j+1

, (2.25)

where the bars over vapor compositions denote now the spatially averaged values of the

vapor concentrations on trays j and j + 1. Note that this de�nition does not respect the

interaction e�ects between the mixture components, such that the Murphree tray e�ciency

for component i can be calculated from a binary data correlation, e.g., from that proposed

by AIChE (1958).

Relations between EOV,i,j and EMV,i,j have been established. In particular, if the liquid

and vapor are perfectly mixed on the tray, both are identical (Fair et al., 1983), i.e.,

EMV,i,j = EOV,i,j. (2.26a)

For plug �ow of the liquid across the tray and a perfectly mixed vapor phase, the relation

EMV,i,j =
exp(λEOV,i,j)− 1

λ
(2.26b)

holds, where the stripping factor λ and the point e�ciency EOV,i,j are assumed to be

constant on the tray (Lewis Jr., 1936).

2.3.3 Multi-component Murphree tray e�ciency

For multi-component systems, Eq. (2.25) was generalized to implicitly de�ne the multi-

component Murphree tray e�ciency EMV,j by

EMV,j

(
y∗:,j − ȳ:,j+1

)
= ȳ:,j − ȳ:,j+1, (2.27)

where the colon denotes the vector of the q − 1 independent components and EMV,j ∈
R(q−1)×(q−1). The multi-component Murphree tray e�ciency in Eq. (2.27) is a generalization

of the component-wise de�nition in Eq. (2.25). The former de�nition implies that the

Murphree tray e�ciency is a non-diagonal matrix if the mixture components are not very
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2 Dynamic distillation modeling

similar. This is due to the di�erent interaction e�ects between components which are

possible in a multi-component mixture. For example, a component can di�use when there is

no concentration gradient for this component (osmotic di�usion), a component can di�use

in the opposite direction of its concentration gradient (reverse di�usion), or a component

does not di�use at all, although there is a concentration gradient (di�usion barrier) (Taylor

and Krishna, 1993). In the general case, the Murphree tray e�ciency can have positive or

negative entries and is unbounded.

Note that Eqs. (2.26a) and (2.26b) can also be generalized for multi-component systems

by introducing the matrix of stripping factors Λ and the multi-component Murphree point

e�ciency EOV,j (Taylor and Krishna, 1993) to result in

EMV,j = EOV,j (2.28a)

and

EMV,j = (exp (EOV,jΛ)− I) Λ−1. (2.28b)

2.3.4 Multi-component Murphree tray e�ciency in parametric

form

In this section, we derive a parametric form of the Murphree e�ciency based on results

from Toor (1964) and discuss some properties of the introduced parameter. Parts of this

section have been published before (Stuckert et al., 2012).

Derivation

The multi-component Murphree point e�ciency EOV,j is related to NTUOV,j, the matrix

of overall numbers of transfer units on tray j, by

EOV,j = I − exp (−NTUOV,j) . (2.29)

Based on the two-�lm theory of mass transfer (Lewis and Whitman, 1924), NTUOV,j can

be expressed as a function of the matrix of numbers of vapor phase transfer units NTUV,j

and the matrix of numbers of liquid phase transfer units NTUL,j as

NTU−1
OV,j = NTU−1

V,j +Ψj
Vj

Lj

NTU−1
L,j , (2.30)

where Ψj is the Jacobian of the vapor-liquid equilibrium function on tray j, calculated as

Ψj = (Ψm,n)j =

(
∂y∗m
∂xn

)
j

∣∣∣∣∣
T,p

, (2.31)
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2.3 Distillation e�ciency models

where the entry in row m and column n of matrix (Ψm,n)j refers to the partial derivative

of vapor-liquid equilibrium concentration of component m in the vapor phase with respect

to the equilibrium concentration of component n in the liquid phase. It is well known that

in most distillation columns the resistance to the mass transfer is dominated by the vapor

phase (Kister, 1992), i.e., Eq. (2.30) reduces to

NTU−1
OV,j ≈ NTUV,j

−1. (2.32)

On the other hand, at high liquid �ow rates the resistance to the mass transfer can be

dominated by the liquid phase, i.e., NTUOV,j can be approximated as

NTU−1
OV,j ≈ Ψj

Vj

Lj

NTUL,j
−1. (2.33)

Furthermore, recall the de�nitions of the matrices of numbers of transfer units for the

vapor and liquid phase,

NTUV,j = KV
j ajh

tot
j /Vj, (2.34)

NTUL,j = KL
j ajh

tot
j /Vj, (2.35)

where KV
j and KL

j are the matrices of mass transfer coe�cients in the vapor and liquid

phase, aj is the interfacial area per unit volume, and htot
j denotes the total height of the

liquid on tray j. Disregarding di�usional cross e�ects, i.e., approximating

KV
j ≈ kV

j · I, KL
j ≈ kL

j · I, (2.36)

with scalars kV
j and kL

j and identity matrix I, and lumping with regard to the phase

dominating the overall mass transfer as (resistance on the (a) vapor, (b) liquid side)

CV
l,j :=

kV
j ajh

tot
j

Vj

, (2.37a)

CL
l,j :=

kL
j ajh

tot
j

Vj

Lj

Vj

, (2.37b)

the matrix of overall numbers of transfer units, given by Eq. (2.32) (resistance on the vapor

side) or Eq. (2.33) (resistance on the liquid side), becomes

NTUOV,j ≈
kV
j ajh

tot
j

Vj

I = CV
l,jI, (2.38a)

NTUOV,j ≈
kL
j ajh

tot
j

Vj

Lj

Vj

Ψ−1
j = CL

l,jΨ
−1
j . (2.38b)

Therefore, inserting Eq. (2.38a) into Eq. (2.29) and Eq. (2.38b) into Eq. (2.29) the multi-

component Murphree e�ciency matrix simpli�es to

EOV,j = I − exp
(
−CV

l,jI
)
, (2.39a)

EOV,j = I − exp
(
−CL

l,jΨ
−1
j

)
. (2.39b)
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2 Dynamic distillation modeling

In order to reduce the computational burden, the parameters CV
l,j and CL

l,j can be assumed

constant for all trays of the distillation column or, at least, for the trays within a column

section (Note that the Murphree tray e�ciencies are also often assumed to be constant in

a column or column section). Then, Eqs. (2.39a) and (2.39b) become

EOV,j = I − exp
(
−CV

l I
)
=
(
1− exp(−CV

l )
)
I, (2.40a)

EOV,j = I − exp
(
−CL

l Ψ
−1
j

)
. (2.40b)

In contrast to the parameters CV
l,j and CL

l,j, the matrix Ψj is not assumed to be constant in

Eq. (2.40b). This is due to the fact that we only want NTUL,j be simpli�ed. Since Ψj is

a factor in the stripping factor, it is left unchanged. To further reduce the computational

load, the exponential function can be approximated by the truncated Taylor series up to

�rst order. Hence, Eqs. (2.40a) and (2.40b) reduce to

EOV,j = I − (I + CV
l I)

−1 =
CV

l

1 + CV
l

I, (2.41a)

EOV,j = I − (I + CL
l Ψ

−1
j )−1. (2.41b)

Finally, using Eq. (2.28a), the parametric forms of the multi-component Murphree tray

e�ciency corresponding to the Murphree point e�ciencies given by Eqs. (2.40a), (2.40b),

(2.41a), and (2.41b) become

EMV,j =
(
1− exp

(
−CV

l

))
I, (2.42a)

EMV,j = I − exp
(
−CL

l Ψ
−1
j

)
, (2.42b)

EMV,j =
CV

l

1 + CV
l

I, (2.42c)

EMV,j = I − (I + CL
l Ψ

−1
j )−1. (2.42d)

Analogously, using Eq. (2.28b) the parametric forms of the multi-component Murphree tray

e�ciency corresponding to the Murphree point e�ciencies given by Eqs. (2.40a), (2.40b),

(2.41a), and (2.41b) are

EMV,j = exp
(
Λ− exp(−CV

l )Λ
)
Λ−1 − Λ−1, (2.43a)

EMV,j = exp
(
Λ− exp(−CL

l Ψ
−1
j )Λ

)
Λ−1 − Λ−1, (2.43b)

EMV,j = exp

(
CV

l

1 + CV
l

Λ

)
Λ−1 − Λ−1, (2.43c)

EMV,j = exp
(
Λ− (I + CL

l Ψ
−1
j )−1Λ

)
Λ−1 − Λ−1, (2.43d)

where Λ = (Vj/Lj)Ψj. Note that Eqs. (2.42a) � (2.42d) refer to perfectly mixed liquid and

vapor phases, while Eqs. (2.43a) � (2.43d) to plug liquid �ow, i.e., non-mixed liquid and

perfectly mixed vapor phases.
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2.3 Distillation e�ciency models

Properties of the truncated formulae

In distillation models any of the derived Eqs. (2.42a) � (2.42d), or (2.43a) � (2.43d) can be

used depending on how well it meets the physics and geometry of the actual distillation

column. However, the Eqs. (2.42c), (2.42d) and (2.43c), (2.43d) which were derived using

a truncated Taylor series introduce a numerical drawback. For example, consider again

Eq. (2.42c). It is derived from Eq. (2.40a) which is equivalent to Eq. (2.42a). However, the

domains of de�nition of Eqs. (2.42c) and (2.42a) are di�erent: Eq. (2.42c) is not de�ned for

CV
l = −1, whereas Eq. (2.42a) is de�ned everywhere for CV

l ∈ R. The diagonal entries of
the Murphree tray e�ciencies given by Eqs. (2.42a) and (2.42c) are depicted in Figure 2.6.

Note the singularity of the truncated formula at CV
l = −1 (dashed line). If noisy estimates

Figure 2.6: Diagonal entries of Murphree e�ciency matrices with respect to the parameter

CV
l

of CV
l ≈ −1 are used to calculate the Murphree e�ciency, the latter could turn out to

be inaccurate. Besides, if the actual e�ciency is identity, the parameter CV
l is not unique

because of the ambiguity

lim
CV

l →∞

CV
l

1 + CV
l

I = lim
CV

l →−∞

CV
l

1 + CV
l

I = I. (2.44)

This property is certainly not a concern when calculating the Murphree e�ciency from CV
l

because the Murphree e�ciency won't change with di�erent algebraic signs of CV
l .

On the other hand, the range for the Murphree tray e�ciency de�ned by Eq. (2.42c) is

between −∞ and +∞, and in contrast to that, the range for the Murphree tray e�ciency
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de�ned by Eq. (2.42a) is between −∞ and 1. Therefore, the usage of Eq. (2.42a) is

inappropriate under operating conditions for which the Murphree tray e�ciencies would

have large positive values. This property of Eq. (2.42c) could be even more important in

simulation studies than the numeric disadvantages outlined above. Because of this, the

truncated Eqs. (2.42c), (2.42d), (2.43c), and (2.43d) should be preferred when choosing a

model for the Murphree tray e�ciency, if possible.

2.4 Distillation column models for simulation and

theoretical analysis

In this section, we discuss some criteria for the selection of the model structure and the

level of modeling detail more thoroughly. We will take these criteria into account in the

following subsections when choosing our distillation models for simulations.

Modeling of an arbitrary process is a di�cult iterative procedure (Foss et al., 1998).

The authors summarized the entire modeling process by giving a brief description of a

possible task structure. Furthermore, the authors also interviewed several practitioners

from academia and industry about modeling habits by using the task list including

a) problem statement and initial data collection,

b) modeling environment selection,

c) conceptual modeling,

d) model representation,

e) implementation,

f) veri�cation,

g) initialization,

h) validation,

i) documentation, and

j) model application.

This list is practical for coarse orientation in any modeling process. Items d) - h) appro-

priately describe the necessary steps for model selection which were also conducted during

the modeling process to prepare this thesis.
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2.4 Distillation column models for simulation and theoretical analysis

The model representation deals with the formal description of the process, i.e., in our

case with the modeling equations of the distillation process. Considering the outlined

classi�cation of distillation models, we thus only need to choose the appropriate model.

However, this appears to be an ambivalent task since the model usefulness is determined

by usually contradicting measures (Pearson, 2003):

• approximation accuracy,

• physical interpretation,

• suitability for control, and

• ease of development.

An ideal model should show all these properties but none of the presented fundamental,

empiric and hybrid distillation-process models really does. Fundamental models are as-

sumed to have a superior accuracy and to be physically interpretable; however, they are

usually less suitable for control due to their complexity and they are more di�cult to de-

velop. Empiric models, in contrast to the fundamental ones, are much better suited for

control and are easy to formulate. Unfortunately, they usually lack accuracy and physical

interpretability. A practicable solution is to consider all four measures of model usefulness

by introducing a trade-o� between them. Hybrid models will be the result of this modeling

e�ort, o�ering in the best case a good trade-o� between the measures of usefulness. The

�rst three of the measures of usefulness are the most important for this work. Ease of de-

velopment is indeed less relevant since the models are to be reused in the future. Note that

suitability for control also implies that the models should allow stable and fast simulations.

Here, we only introduce equations to model standard parts of a distillation column such

as a condenser, a feed tray, section trays, and a reboiler. These are hybrid models in the

context of the above classi�cation in Section 2.2.3, including mass and energy balances,

whereas the �ows, vapor compositions and pressures are subject to phenomenological as-

sumptions. These parts are su�cient to represent the distillation columns which we will

encounter later.

In the following, we propose two models, which are well known in literature, in order to

consider more realistic scenarios with a plant-model mismatch: a plant replacement and

a controller/observer model. We then give an overview over similarities and di�erences of

these models for a better understanding of the introduced mismatch, and for theoretical

analysis, we provide a plant-replacement model in state-space form based on the CMO

assumption. Finally, the parametrization of the used distillation models is discussed.
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2.4.1 Plant-replacement model

Problem statement and initial data

We are interested in a model which is able to simulate the dynamic behavior of a real plant

(a distillation column). The problem of model selection for plant replacement is similar

to that of model selection when a set of models is known (Verheijen, 2003) and can be

formulated as follows:

Assume that all characteristic plant data exists. The purpose of the plant-replacement

model is to mimic the principal plant behavior with the highest possible accuracy. Select an

adequate model type, structure, and parameters.

The characteristic distillation data is obtained from a rigorous process-design study

(Kraemer et al., 2009). It includes stationary data such as liquid and vapor �ow rates,

compositions and enthalpies of the liquid and vapor phases on each stage, and the heat

requirements of the reboiler and condenser. Furthermore, there is complete information on

thermodynamics. However, no data on dynamically relevant holdups is available. These

and all necessary parameters to describe the liquid dynamics are determined in agreement

with Skogestad (1997). The explicit parameterization is explained in Section 2.4.5.

Model equations

The variables on stage j are introduced as follows. ML
j is the molar holdup of the liquid

phase (here equal to the total molar holdup, which is considered to be a valid assumption

for pressures less than 10 bar (Luyben, 1992)), xi,j and yi,j are the liquid and vapor

concentrations of component i, Vj and Lj are the vapor and liquid �ow rates leaving stage

j, and hV,j and hL,j are the vapor and liquid enthalpies. QC and QR are the heat �ows

out of the condenser and into the reboiler, and pj is the pressure with the correlation

constants ξ0 and ξ1. The total number of components is assumed to be q. However,

only q − 1 component concentrations are independent and thus included in mass balance

equations. For the plant-replacement model, we especially adopt the EQ stage concept

with the following simplifying assumptions from Section 2.2.1:

• vapor dynamics: negligible vapor holdup and pressure controlled at the top of the

distillation column (item A.2, p. 16),

• liquid dynamics: linearized liquid �ow rate on stages within distillation column sec-

tions (item B.2, p. 17),

• energy balance: constant energy holdup (item C.1, p. 17).
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2.4 Distillation column models for simulation and theoretical analysis

For a total condenser, denoted as stage j = 0, the equations read as

dML
0 xi,0

dt
= V1yi,1 − (L0 + F0) xi,0, i = 1, q − 1, (2.45a)

dML
0

dt
= V1 − L0 − F0, (2.45b)

0 = V1hV,1 − (L0 + F0)hL,0 +QC , (2.45c)

0 = p0 − p1 + ξ0 + ξ1V
2
1 , (2.45d)

where F0 is the distillate liquid �ow rate. Note that we use the notation F0 instead of a

more common D to label the distillate �ow rate to circumvent notational complexity in

the proofs of the theorems in Chapter 3. Eq. (2.45d) describes the �dry tray� pressure

drop, i.e., the pressure drop imposed by the geometry of the holes in a tray. The e�ects of

surface tension and froth on a tray are not considered by this equation.

If a partial condenser is used, the equations read as

dML
0 xi,0

dt
= V1yi,1 − L0xi,0 − F0yi,0, i = 1, q − 1, (2.46a)

dML
0

dt
= V1 − L0 − F0, (2.46b)

0 = V1hV,1 − L0hL,0 − F0hF,0 +QC , (2.46c)

yi,0 = f vlei (x1,0, . . . , xq−1,0, p0, T0), i = 1, q − 1, (2.46d)

0 = p0 − p1 + ξ0 + ξ1V
2
1 , (2.46e)

where F0 is the distillate vapor �ow rate and the vapor concentration yi,0, calculated in

Eq. (2.46d) and later by the function f vlei de�ned by Eq. (2.11) which is our implementation

of Eq. (2.6), is in equilibrium with xi,0 at given pressure p0 and temperature T0.

For a feed stage, the equations read as

dML
j xi,j

dt
= Lj−1xi,j−1 − Ljxi,j + Vj+1yi,j+1 − Vjyi,j + Fjzi,j, i = 1, q − 1, (2.47a)

dML
j

dt
= Lj−1 − Lj + Vj+1 − Vj + Fj, (2.47b)

0 = Lj−1hL,j−1 − LjhL,j + Vj+1hV,j+1 − VjhV,j + FjhF,j, (2.47c)

Lj = λM

(
ML

j − M̆L
j

)
+ λV

(
Vj+1 − V̆j+1

)
+ L̆j, (2.47d)

yi,j = f vapi (x1,j, . . . , xq−1,j, y1,j+1, . . . , yq−1,j+1, pj, Tj, C
L
l ), i = 1, q − 1, (2.47e)

0 = pj − pj+1 + ξ0 + ξ1V
2
j+1, (2.47f)

where the vapor concentration yi,j is a function of liquid concentration, pressure, temper-

ature, and the e�ciency factor CL
l de�ned in Section 2.3.4. The liquid �ow rate Lj from

the feed stage is calculated using a linearization around the nominal liquid holdup M̆L
j and
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the vapor �ow rate to the feed stage V̆j+1 with the corresponding parameters λM and λV .

The function f vapi in Eq. (2.47e) and later is obtained by solving Eq. (2.27) for the vector

of vapor concentrations y:,j and replacing the vapor-liquid equilibrium function y∗:,j by our

implementation of that, f vle , as

y:,j = EMV,j

(
f vle(x1,j, . . . , xq−1,j, pj, Tj)− y:,j+1

)
+ y:,j+1, (2.48)

where the Murphree e�ciency EMV,j is calculated by one of Eqs. (2.42a) � (2.42d), or

(2.43a) � (2.43d). In our simulation studies, we use Eq. (2.42d). Note that here the

function f vle is meant to be a vector function, i.e., f vle =
(
f vle1 ; . . . ; f vleq-1

)
, and f vapi is de�ned

as the i-th entry of the result vector y:,j in Eq. (2.48).

On each stage j of any column section, the equations read as

dML
j xi,j

dt
= Lj−1xi,j−1 − Ljxi,j + Vj+1yi,j+1 − Vjyi,j, i = 1, q − 1, (2.49a)

dML
j

dt
= Lj−1 − Lj + Vj+1 − Vj, (2.49b)

0 = Lj−1hL,j−1 − LjhL,j + Vj+1hV,j+1 − VjhV,j, (2.49c)

Lj = λM

(
ML

j − M̆L
j

)
+ λV

(
Vj+1 − V̆j+1

)
+ L̆j, (2.49d)

yi,j = f vapi (x1,j, . . . , xq−1,j, y1,j+1, . . . , yq−1,j+1, pj, Tj, C
L
l ), i = 1, q − 1, (2.49e)

0 = pj − pj+1 + ξ0 + ξ1V
2
j+1. (2.49f)

For a reboiler, denoted as the stage j = m+ 1, the equations read

dML
m+1xi,m+1

dt
= Lmxi,m − Fm+1xi,m+1 − Vm+1yi,m+1, i = 1, q − 1, (2.50a)

dML
m+1

dt
= Lm − Fm+1 − Vm+1, (2.50b)

0 = LmhL,m − Fm+1hF,m+1 − Vm+1hV,m+1 +QR, (2.50c)

yi,m+1 = f vlei (x1,m+1, . . . , xq−1,m+1, pm+1, Tm+1), i = 1, q − 1. (2.50d)

Note that Fm+1 refers to the bottom �ow rate instead of a more common notation B to

simplify the notation in the proofs of the theorems in Chapter 3.

In order to study the e�ects of �ow changes, simpli�ed valves with linear behavior are

used for �ow control in the pipelines

F = SactualFmax, 0 ≤ Sactual ≤ 1, (2.51)

where F is the �ow rate through the valve, Sactual represents the current stem position, and

Fmax is the maximum �ow rate through the valve. Headley (2003), for example, suggests

using such linear valves for processes with slow dynamics if there is an almost constant

pressure drop across a valve. We assume this to be true for our simulations.
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2.4 Distillation column models for simulation and theoretical analysis

The valves are operated automatically. For this task, the PI controllers of the form

output(t) = gain ·
(
error(t) +

1

reset time

t∫
0

error(τ)dτ
)
+ bias, (2.52a)

error(t) = setpoint− input(t), (2.52b)

output(t) ∈ [outputmin, outputmax] , (2.52c)

input(t) ∈ [inputmin, inputmax] , (2.52d)

are attached to the valves to set the stem positions without modeling explicitly the valve

actuators. Every PI controller may be set in manual mode. In this case, its output and

the attached valve's stem position are kept constant. In automatic mode, the controller

output is calculated by Eq. (2.52a) and the output limits are preserved by clipping the

output value and using a simple integral anti-windup strategy that switches on and o� the

integral action with respect to the current output value.

The valves and controllers described are also used in the controller model and observer.

The controller model which is also used in our state observer is introduced next.

2.4.2 Controller/Observer model

Problem statement and initial data

In contrast to the development of a plant-replacement model, where the main target is only

to implement a model which accurately represents the plant's behavior, the development

of the controller model (which we will also use in the observer introduced in Chapter 3) is

more severe: Amrhein et al. (1993) demand from a good model for controller design �the

simplest description of the process that captures the essential characteristics relevant for

controller design.� This idea can be generalized to obtain the problem statement:

Assume that data describing the essential characteristics relevant for controller design

exist. The purpose of the controller model to be developed is to capture the essential char-

acteristics of the plant. Select adequate model type, structure, and parameters.

It is worth noting that this problem statement does not give a well-de�ned problem with

a unique controller model as a result but rather comprises a very general idea about the

development of the controller model. For simpli�ed modeling of distillation columns, Mar-

quardt and Amrhein (1994) remarked that there is not even �consensus on what constitutes

an adequate linear model, on the physical e�ects to be retained, and on a recommended

method for low-order model development�. Therefore, in order to obtain our controller

model, we need to state our own criteria for development of the controller model.

We choose criteria which give an acceptable trade-o� between utility measures outlined

in Section 2.4. Especially simpli�ed �rst-principles models such as those described in
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Section 2.2.1 are good candidates. They might capture well essential characteristics of

distillation columns (Skogestad, 1997). The resulting controller model is also suitable for

observer design.

Necessary parameters for the controller model are adopted from the simulated data for

the plant replacement. The explicit parameterization is explained in Section 2.4.5. Note

that a plant-model mismatch is introduced in what follows.

Model equations

The variables on stage j are introduced as follows. ML
j is the mole number in the liquid

phase (here equal to the total mole number, which is considered to be a valid assumption

for pressures less than 10 bar (Luyben, 1992)), xi,j and yi,j are the liquid and vapor

concentrations of component i, Vj and Lj are vapor and liquid �ow rates from stage j,

and hV,j and hL,j are the vapor and liquid enthalpies. −QC and QR are the heat �ows

removed from the condenser and added to the reboiler, Tj is the boiling temperature and

pj is the pressure. The total number of components is assumed to be q. However, only q−1

component concentrations are independent and thus included in mass balance equations.

For the controller/observer model, we especially adopt the EQ stage concept with the

following simplifying assumptions from Section 2.2.1:

• vapor dynamics: negligible vapor holdup and pressure controlled at the top of the

distillation column; within distillation column sections between the reboiler and feed

stage, and between the feed stage and condenser, a linear pressure decrease assumed

(item A.2, p. 16),

• energy balance: constant molar �ows within distillation column sections between the

reboiler and feed stage, and between the feed stage and condenser (item C.3, p. 18);

simpli�ed energy balances in the condensers.

For a total condenser, denoted as stage j = 0, the equations read as

dML
0 xi,0

dt
= V1yi,1 − (L0 + F0) xi,0, i = 1, q − 1 (2.53a)

dML
0

dt
= V1 − L0 − F0, (2.53b)

ML
0

dqL,0
dt

= (1− qL,0)V1 +
Q0

∆hL,0

. (2.53c)

0 = p0 − p1 + ξ0 + ξ1V
2
1 , (2.53d)

where F0 is the distillate liquid �ow rate. Eq. (2.53c) gives the simpli�ed energy balance

for the total condenser (it corresponds to Eq. (A.3.9) derived in Appendix A.3). Therein,
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2.4 Distillation column models for simulation and theoretical analysis

qL,0 denotes the thermal condition of the re�ux �ow L0 which is equal to the thermal

condition of the distillate �ow F0 for the total condenser. Eq. (2.53d) describes the �dry

tray� pressure drop as in Eq. (2.45d).

If a partial condenser is used, the equations read as

dML
0 xi,0

dt
= V1yi,1 − L0xi,0 − F0yi,0, i = 1, q − 1 (2.54a)

dML
0

dt
= V1 − L0 − F0, (2.54b)

0 =
QC

∆hL,0

− (V1 − F0), (2.54c)

yi,0 = f vlei (x1,0, . . . , xq−1,0, p0, T0), i = 1, q − 1 (2.54d)

0 = p0 − p1 + ξ0 + ξ1V
2
1 , (2.54e)

where ∆hL,0 is the heat of vaporization, yi,0 are the concentrations of the vapor in equi-

librium with the liquid at temperature T0 and pressure p0 calculated by Eq. (2.11). F0 is

the vapor �ow rate leaving the condenser. Eq. (2.54c) corresponds to the energy balance

Eq. (A.3.10) derived in Appendix A.3. Eq. (2.54e) describes the �dry tray� pressure drop

as in Eq. (2.46e).

For a feed stage, denoted as the stage j, the equations read as

ML
j

dxi,j

dt
= Lj−1xi,j−1 − Ljxi,j + Vj+1yi,j+1 − Vjyi,j + Fjzi,j, i = 1, q − 1 (2.55a)

0 = Lj−1 − Lj − Vj + Vj+1 + Fj, (2.55b)

0 = Vj+1hV,j+1 − VjhV,j + Lj−1qL,0hL,j−1 + FjhF,j +Qj, (2.55c)

yi,j = f vapi (x1,j, . . . , xq−1,j, y1,j+1, . . . , yq−1,j+1, pj, Tj, C
L
l ), i = 1, q − 1 (2.55d)

where Fj is the feed �ow rate and the vapor composition yi,j is a function of the liquid

composition, pressure, temperature calculated by Eq. (2.48) and the separation-e�ciency

factor CL
l introduced in Section 2.3.4. Note that the liquid holdup ML

j is assumed to be

constant. Therefore, the left-hand side of the mass-balance Eq. (2.55b) is zero and the

accumulation term in Eq. (2.55a) reduces to ML
j

dxi,j

dt
=

dML
j xi,j

dt
= ML

j
dxi,j

dt
+ xi,j

dML
j

dt
.

On each stage j of a distillation-column section (stages in a rectifying column section

are numbered as j = 1, . . . ,msec, in the column sections below, the number of above trays

must be added to j), the equations read as

ML
j

dxi,j

dt
= Lj−1xi,j−1 − Ljxi,j + Vj+1yi,j+1 − Vjyi,j, i = 1, q − 1 (2.56a)

Lj = L, (2.56b)

Vj = V, (2.56c)

yi,j = f vapi (x1,j, . . . , xq−1,j, y1,j+1, . . . , yq−1,j+1, pj, Tj, C
L
l ), i = 1, q − 1 (2.56d)
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pj = p0 + (j − 1)
pmsec+1 − p0

msec

, (2.56e)

where msec is the number of stages in the corresponding section. Vapor concentrations yi,j
are calculated by Eq. (2.48). The pressure is assumed to be linear in j, where the pressure

drop is given by the constant (pmsec+1−p0)/msec. Note that p0 in Eq. (2.56e) is understood

as the pressure on the �rst tray above and pmsec+1 is the pressure on the �rst tray below

this section.

For a reboiler, denoted as stage j = m+ 1, the equations read as

dML
m+1xi,m+1

dt
= Lmxi,m − Fm+1xi,m+1 − Vm+1yi,m+1, i = 1, q − 1, (2.57a)

dML
m+1

dt
= Lm − Fm+1 − Vm+1, (2.57b)

Vm+1 =
QR

∆hL,m+1

, (2.57c)

yi,m+1 = f vlei (x1,m+1, . . . , xq−1,m+1, pm+1, Tm+1), i = 1, q − 1, (2.57d)

where Fm+1 is the bottom �ow rate and ∆hL,m+1 the heat of vaporization of the liquid in

the reboiler. The energy balance is given by Eq. (2.57c). Vapor concentrations yi,m+1 in

Eq. (2.57d) are calculated by Eq. (2.11).

2.4.3 Comparison of plant-replacement and controller/observer

models

The plant-replacement and controller models described by Eqs. (2.45a) � (2.50d) and

(2.53a) � (2.57d) have much in common. First, they are based on �rst principles with

some simpli�cations. Second, the models share structurally the same model parts. Finally,

they have the same mass balance equations. However, we chose to introduce some di�er-

ences in the energy balance equations to investigate robustness of the Lang-Gilles observer

(Lang and Gilles, 1990, Chapter 3), based on the controller model, towards a structural

plant-model mismatch. Lang and Gilles (1990) reported that their observer is very robust

towards wrong model parameters or uncertain inputs. However, the authors do not pro-

vide any information about the e�ects of structural mismatches on the robustness of their

observer.

What are the main di�erences between the plant replacement and controller models in

detail?

In the plant-replacement model Eqs. (2.45a) � (2.50d) we use the algebraic energy bal-

ance Eq. (2.45c) formulated for the condenser. In contrast to this, the energy balance

Eq. (2.53c) of the condenser in the controller model is modeled dynamically, but a simpli-
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�cation is adopted. That reduces especially the numerical load and appears to ease the

start-up of a simulation when using the controller model Eqs. (2.53a) � (2.57d)

The energy balances in the reboilers of the plant-replacement and controller models given

by Eqs. (2.50c) and (2.57c) are also di�erent. In the plant replacement, Eq. (2.50c) is again

algebraic and rigorous, whereas in the controller model, the energy balance Eq. (2.57c) is

actually algebraic but in a simpli�ed form. Here, the simpli�ed algebraic relation does not

seem to cause numerical problems, probably because the vapor �ow rate in the reboiler

can be set (almost) independently of all other �ows in the column.

The di�erences in the energy balances of the distillation column sections are more cru-

cial for simulation results than the di�erences in the energy balances of the condensers

and reboilers. In the column sections of the plant-replacement model, the energy balances

given by Eq. (2.49c) are algebraic on each stage. In addition, the linearized liquid dy-

namics Eq. (2.49d) and a polynomial in vapor �ow rate of second order for the pressure

Eq. (2.49f) are used. On the other hand, the column sections of the controller model have

no energy balances (CMO condition) and the pressure in Eq. (2.56e) increases linearly

within the section.1 However, the CMO condition results in a very poor approximation of

the composition pro�les obtained with the plant-replacement model.

All signi�cant model di�erences are summarized in Table 2.1.

Table 2.1: Main di�erences of plant-replacement and controller/observer models

model part plant-replacement model controller/observer model

condenser

1. energy balance algebraic, rigorous dynamic, simpli�ed

column sections

1. energy balance algebraic, rigorous not available

2. liquid dynamics linearized, liquid/vapor �ow rate

dependent on liquid holdup �xed

and vapor �ow rate

3. pressure polynomial of degree 2 linear approximation

in vapor �ow rate of pressure pro�le

reboiler

1. energy balance algebraic, rigorous algebraic, simpli�ed

The plant-replacement and controller/observer models were implemented in gPROMS

1Note that the controller model is in fact a reduced model. However, as opposed to a mathematical order

reduction, the reduction here is achieved by introducing constraints on model validity for di�erent

operating conditions, namely, the controller model is valid for the CMO condition.
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(Process Systems Enterprise, 1997-2013). They rely on thermodynamic properties which

are calculated by an external software package. For further details, the reader is referred

to Appendix B.

2.4.4 Controller model in a compact form for theoretical analysis

In order to prove theoretical results in Chapter 3, we need to give the controller model

equations in a compact form. To derive this form, we assume the following conditions:

1. conditions 1�5 from Appendix A.1,

2. conditions 1�2 from Appendix A.2,

3. only total condensers are used,

4. vapor-liquid equilibrium in reboiler and non-ideal column stages with a tray e�ciency,

and

5. temperatures are functions of tray compositions.

Note that conditions under items 1 and 2 above imply the assumption of constant molar

over�ow (CMO) as shown in Appendix A.2. Item 3 is given to simplify the analysis of the

plant equations, item 4 is a common assumption for distillation columns, and item 5 can

be assumed because the column pressures are �xed in line with conditions under item 1.

Our compact form of the controller-model equations is a generalisation of that for a

single distillation column based on controller-model Eqs. (2.53a), (2.53b), (2.55a), (2.55b),

(2.56a), (2.56b), (2.56c), and (2.57a), (2.57b) from Section 2.4.2. Keep in mind that

the latter are composed for numerical reasons of q − 1 component and one total balance

equations per tray and are mainly used in simulation. In contrast to this, now, we want to

give equations to investigate the dynamic behavior of distillation trains. A compact form

with q component equations is more suitable for such purpose and, therefore, we substitute

the equations (2.53b), (2.55b), (2.56b), (2.56c), and (2.57b) from Section 2.4.2 with the

corresponding balance equations for component q. For a distillation column with one feed

tray j1, this results in the following set of equations:

ML
0

dxi,0

dt
=
(
V + νF

j1
Fj1

)
yi,1 − (L+ F0) xi,0, i = 1, q, (2.58a)

ML
j

dxi,j

dt
= L (xi,j−1 − xi,j) +

(
V + νF

j1
Fj1

)
(yi,j+1 − yi,j) ,

i = 1, q, j = 1, j1 − 1, (2.58b)

ML
j1

dxi,j1

dt
= Lxi,j1−1 −

(
L+ (1− νF

j1
)Fj1

)
xi,j1 + V yi,j1+1−(

V + νF
j1
Fj1

)
yi,j1 + Fj1zi,j1 , i = 1, q, (2.58c)

ML
j

dxi,j

dt
=
(
L+ (1− νF

j1
)Fj1

)
(xi,j−1 − xi,j)+

V (yi,j+1 − yi,j) , i = 1, q, j = j1 + 1,m, (2.58d)
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2.4 Distillation column models for simulation and theoretical analysis

ML
m+1

dxi,m+1

dt
=
(
L+ (1− νF

j1
)Fj1

)
xi,m − Fm+1xi,m+1 − V yi,m+1, i = 1, q, (2.58e)

yi,j = f vapi (x1,j, . . . , xq−1,j, y1,j+1, . . . , yq−1,j+1, pj, Tj, C
L
l ),

i = 1, q − 1, j = 1,m, (2.58f)

yi,j = f vlei (x1,j, . . . , xq−1,j, pj, Tj), i = 1, q − 1, j = m+ 1, (2.58g)

yq,j = 1−
q−1∑
i=1

yi,j, j = 1,m+ 1. (2.58h)

In this equation set, Eq. (2.58f) is calculated by Eq. (2.48) with Murphree e�ciency EMV

depending on the separation e�ciency CL
l as in Eq. (2.42d). The function f vlei in Eq. (2.58g)

is calculated by Eq. (2.11) which is our implementation of Eq. (2.6).

The Eqs. (2.58a) � (2.58e) can be written in compact matrix form as follows (zero

elements are omitted, for simplicity; the lines in composition vectors separate from each

other the compositions on di�erent stages for better readability):

d

dt



x1,0

...
xq,0

x1,1

...
xq,1

...
x1,j1

...
xq,j1

x1,j1+1

...
xq,j1+1

...
x1,m+1

...
xq,m+1



=



a0,0

a1,0 a1,1
. . . . . .

aj1,j1−1 aj1,j1

aj1+1,j1 aj1+1,j1+1

. . . . . .

am+1,m am+1,m+1





x1,0

...
xq,0

...
x1,j1−1

...
xq,j1−1

x1,j1

...
xq,j1

x1,j1+1

...
xq,j1+1

...
x1,m+1

...
xq,m+1


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2 Dynamic distillation modeling

+



0 b0,1

b1,1 b1,2
. . . . . .

bj1,j1 bj1,j1+1

bj1+1,j1+1 bj1+1,j1+2

. . . . . .

bm+1,m+1





y1,0

...
yq,0

...
y1,j1
...

yq,j1

y1,j1+1

...
yq,j1+1

y1,j1+2

...
yq,j1+2

...
y1,m+1

...
yq,m+1



+



0

0

cj1,j1

0

0




z1,j1
...

zq,j1

 , xi,j(0) = xinit
i,j , i = 1, q, j = 0,m+ 1, (2.59)

where vapor concentrations yi,j are calculated by Eq. (2.58g) and feed concentrations zi,j
are time-dependent. During a simulation, the liquid concentrations xi,j are initialized with

xinit
i,j . The sub-matrices ar,s, br,s, and cr,s shown in Eq. (2.59) are de�ned as

ar,s =



− 1
ML

0
(L+ F0) · I, r = s = 0, I ∈ Rq×q,

1
ML

1
L · I, r = 1, s = 0, I ∈ Rq×q,

− 1
ML

1
L · I, r = s = 1, I ∈ Rq×q,

1
ML

j1

L · I, r = j1, s = j1 − 1, I ∈ Rq×q,

− 1
ML

j1

(
L+ (1− νF

j1
)Fj1

)
· I, r = s = j1, I ∈ Rq×q,

1
ML

j1+1

(
L+ (1− νF

j1
)Fj1

)
· I, r = j1 + 1, s = j1, I ∈ Rq×q,

− 1
ML

j1+1

(
L+ (1− νF

j1
)Fj1

)
· I, r = s = j1 + 1, I ∈ Rq×q,

1
ML

m+1

(
L+ (1− νF

j1
)Fj1

)
· I, r = m+ 1, s = m, I ∈ Rq×q,

− 1
ML

m+1
Fm+1 · I, r = s = m+ 1, I ∈ Rq×q,

(2.60a)
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2.4 Distillation column models for simulation and theoretical analysis

br,s =



1
ML

0

(
V + νF

j1
Fj1

)
· I, r = 0, s = 1, I ∈ Rq×q,

− 1
ML

1

(
V + νF

j1
Fj1

)
· I, r = 1, s = 1, I ∈ Rq×q,

1
ML

1

(
V + νF

j1
Fj1

)
· I, r = 1, s = 2, I ∈ Rq×q,

− 1
ML

j1

(
V + νF

j1
Fj1

)
· I, r = s = j1, I ∈ Rq×q,

1
ML

j1

V · I, r = j1, s = j1 + 1, I ∈ Rq×q,

− 1
ML

j1+1
V · I, r = s = j1 + 1, I ∈ Rq×q,

1
ML

j1+1
V · I, r = j1 + 1, s = j1 + 2, I ∈ Rq×q,

− 1
ML

m+1
V · I, r = s = m+ 1, I ∈ Rq×q,

(2.60b)

cr,s =
Fj1

ML
j1

· I, r = s = j1, I ∈ Rq×q. (2.60c)

As stated above, we can generalize Eq. (2.59) to the entire plant, which may consist of

several coupled distillation columns, and obtain

dx

dt
= Ax+By + Cz, x(0) = xinit, (2.61a)

y = f (x, y, p, T, Cl), (2.61b)

where x and y are the vectors including all liquid and vapor compositions of the plant, z

denotes the vector of external feed compositions, the vector Eq. (2.61b) for calculation of y

is composed of Eqs. (2.58f) � (2.58h) which give the vapor compositions on each tray and

in each reboiler of the plant columns. The temperatures Tj and consequently the vector

T composed of individual temperatures Tj are calculated by Eq. (2.15) with a given �xed

pressure pj. The matrices A, B, and C will be de�ned below after some additional notation

has been introduced.

In order to de�ne the composition vectors x, y, and z for the plant, we �rst de�ne

composition vectors for stage j in column l as

xj,l =


x1,j,l

...

xq,j,l

 ∈ Rq, yj,l =


y1,j,l
...

yq,j,l

 ∈ Rq, zj,l =


z1,j,l
...

zq,j,l

 ∈ Rq, (2.62a)

where each entry yi,j,l of vector yj,l is calculated by Eq. (2.58g). Then, the composition

vectors for column l with a condenser, a reboiler, and ml stages including feed tray(s) may

be de�ned as

xl =


x0,l

...

xml+1,l

 ∈ R(ml+2)·q, (2.63a)
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2 Dynamic distillation modeling

yl =


y0,l
...

yml+1,l

 ∈ R(ml+2)·q, (2.63b)

zl =


zj1,l
...

zjkl ,l

 ∈ Rkl·q, 1 ≤ j1, < . . . < jkl ≤ ml, (2.63c)

where the index 0 corresponds to the condenser and ml + 1 to the reboiler. Notice that

the dimension of vector zl di�ers from those of vectors xl and yl as it only includes kl

compositions of the existing external feed �ows (i.e., feed �ows which do not originate

from other columns in the plant) Fj1 , . . . , Fjkl
on stages j1 to jkl . So, the sub-index of

variable j ranges from 1 to kl and denotes the number of the external feed in column l.

We de�ne kl = 0 if the column l does not contain any external feeds. In this case, the

dimension of vector zl collapses to zero.

The vectors including all compositions of the plant with n columns are denoted as

x =


x1

...

xn

 ∈ Rq
∑n

l=1(ml+2), (2.64a)

y =


y1
...

yn

 ∈ Rq
∑n

l=1(ml+2), (2.64b)

z =


z1
...

zn

 ∈ Rq
∑n

l=1 kl . (2.64c)

The matrices A and B from Eq. (2.61a) are introduced as follows

A =
(
Ars

)
r,s∈{1,...,n}

(2.65a)

B =
(
Brs

)
r,s∈{1,...,n}

(2.65b)

C =
(
Crs

)
r,s∈{1,...,n}

(2.65c)

The sub-matrices All and Bll, l ∈ {1, . . . , n}, represent the coe�cients of the individ-

ual columns (including reboiler and (total) condenser) of the column sequence. Cll,

l ∈ {1, . . . , n}, is a matrix with non-zero diagonal entries if the column l has external

feeds, otherwise Cll and the matrix column and row in C that contain it are removed. The
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matrices are de�ned as

All =



a0,0,l 0 0 . . . 0

a1,0,l a1,1,l 0
. . . ...

0
. . . . . . . . . 0

... . . . aml,ml−1,l aml,ml,l 0

0 . . . 0 aml+1,ml,l aml+1,ml+1,l


, (2.66a)

Bll =



b0,0,l b0,1,l 0 . . . 0

0 b1,1,l b1,2,l
. . . ...

0 0
. . . . . . 0

...
... . . . bml,ml,l bml,ml+1,l

0 0 . . . 0 bml+1,ml+1,l


, (2.66b)

Cll =


cj1,j1,l 0 0

0
. . . 0

0 0 cjkl ,jkl ,l

 . (2.66c)

The sub-matrices Al1l2 and Bl1l2 with l1 6= l2 describe possible liquid and vapor streams

from distillation column l2 to distillation column l1 (i.e. column couplings). These are

given by

Al1l2 =


fL
0,l1,j0,l2

0 . . . 0

0 fL
1,l1,j1,l2

. . . ...
... . . . . . . 0

0 . . . 0 fL
ml2

+1,l1,jml2
+1,l2

 , (2.66d)

Bl1l2 =


fV
0,l1,j0,l2

0 . . . 0

0 fV
1,l1,j1,l2

. . . ...
... . . . . . . 0

0 . . . 0 fV
ml2

+1,l1,jml2
+1,l2

 . (2.66e)

Matrices Cl1l2 with l1 6= l2 are equal to zero.

In agreement with Eq. (2.60a), the elements of the generalized sub-matrices ar,s,l read

as

ar,s,l =



−L+Fr

ML
r
I, r = s = 0,

−
L+

∑
jk≤s(1−νFjk

)Fjk

ML
r

I, 1 ≤ r = s ≤ ml, Fr < 0,

−
L+

∑
jk<s(1−νFjk

)Fjk

ML
r

I, 1 ≤ r = s ≤ ml, Fr ≥ 0,
L+

∑
jk<s(1−νFjk

)Fjk

ML
r

I, r > s,

− Fr

ML
r
I, r = s = ml + 1,

(2.67a)
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where I ∈ Rq×q is the identity matrix. The liquid holdups ML
r and liquid-�ow rates L

used in the formulations of ar,s,l belong to the distillation column l. The �rst entry in

Eq. (2.67a) corresponds to the liquid rate of change in the condenser (the minus\plus sign
in front of the fraction term stands for a stream leaving\entering the condenser, the same

applies to reboiler or other trays in column l). Note that if a partial condenser is included

in column l, then a0,0,l = −L/ML
0 I. νF

jk
is the vapor fraction of the feed-�ow rate Fjk on

stage jk. The next three entries in Eq. (2.67a) include the term
∑

jk≤s(1 − νF
jk
)Fjk which

sums up the feed-�ow rates of the liquid feed streams above stage s including (jk ≤ s) or

excluding (jk < s) the feed on stage s; the �rst two entries comprise the liquid rates of

change due to the liquid leaving stage s distinguished from each other by the algebraic sign

of the feed-�ow rate Fr on stage r(= s) and the third entry describes the rate of change

due to the liquid entering stage s from the stage above. The last entry in Eq. (2.67a) is

the rate of change of reboiler due to the leaving liquid.

In agreement with Eq. (2.60b), the generalized sub-matrices br,s,l are de�ned as

br,s,l =



0 · I, r = s = 0,

−
V+

∑
jk≥r ν

F
jk

Fjk

ML
r

I, r = s 6= 0, Fr < 0,

−
V+

∑
jk>r ν

F
jk

Fjk

ML
r

I, r = s 6= 0, Fr ≥ 0,
V+

∑
jk>r ν

F
jk

Fjk

ML
r

I, r < s,

(2.67b)

where I ∈ Rq×q is the identity matrix and the vapor �ow rate V belongs to the distillation

column l. The �rst entry in Eq. (2.67b) is zero as no vapor is leaving the (total) condenser.

Note that if a partial condenser is included in column l, then b0,0,l = −F0/M
L
0 I. Similar to

ar,s,l, the next three entries in Eq. (2.67b) include a term summing up all feed-�ow rates

for vapor feed streams below stage r including (jk ≥ r) or excluding (jk > r) the feed on

stage r; the �rst two entries comprise the vapor rates of change due to the vapor leaving

stage r distinguished from each other by the algebraic sign of the feed-�ow rate Fr on stage

r(= s) and the third entry describes the rate of change due to the vapor entering stage r

from the stage below.

In agreement with Eq. (2.60c), the generalized sub-matrices cr,s,l read as

cr,s,l =

{
0 · I, r 6= s,
Fr

ML
r
I, r = s,

(2.67c)

where the non-zero entry corresponds to the existing external feeds on stage s in column

l.

Finally, the generalized sub-matrices fL
r,l1,s,l2

and fV
r,l1,s,l2

describing the couplings between

individual distillation columns in the plant and being used in Eqs. (2.66d) and (2.66e) are

de�ned as

fL
r,l1,s,l2

= (1− νF
s )F

l2
s /ML,l1

r I, (2.67d)
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fV
r,l1,s,l2

= νF
s F

l2
s /ML,l1

r I. (2.67e)

The de�nitions fL
r,l1,s,l2

and fV
r,l1,s,l2

indicate the direction and phase of the corresponding

coupling stream, namely the liquid or vapor stream from stage s of column l2 to the stage

r of column l1. The stream F l2
s is withdrawn from stage s of column l2 and the term ML,l1

r

denotes the liquid holdup on stage r of column l1. If there are no streams between the

columns l2 and l1, then fL
r,l1,s,l2

= fV
r,l1,s,l2

= 0.

2.4.5 Determination of model parameters

In this thesis, several simulation studies will be considered. Due to the lack of real pro-

cess data, the parameters of the models must either be estimated from design data, tuned

manually, or assigned some reasonable values taken from literature. An overview of all

available parameters, the models in which these occur, and the methods used for their

determination, are depicted in Table 2.2. Parameters describing the thermodynamic prop-

erties of the mixture are extracted from Aspen Plus (Aspen Technology, Inc., 1981-2011),

for further details see Sections C.1 and C.2 in the Appendix, and hence excluded from

Table 2.2. The pressure correlation constants ξ0 and ξ1 in Eqs. (2.45d), (2.46e), (2.47f),

Table 2.2: Model parameters and methods for their determination

model parameter model method

ξ0 plant replacement least squares

ξ1 plant replacement least squares

λM plant replacement empirical value

λV plant replacement empirical value

M̆L
j plant replacement empirical value

L̆j plant replacement column design (nominal)

V̆j plant replacement column design (nominal)

Cl all tuning

ML
j controller/observer empirical value

L controller/observer column design (mean)

V controller/observer column design (mean)

pmsec+1 controller/observer plant (steady state)

p0 controller/observer plant (steady state)

(2.49f), (2.53d), and (2.54e) are determined for each distillation column by minimization

of the least squares error assuming a dry-tray pressure drop of pj+1 − pj = 6 mbar which
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2 Dynamic distillation modeling

lies within the operating region of a bubble-cap tray (cf. Atteridg et al. (1956)) and taking

nominal vapor �ow rates V̆j calculated by Kraemer et al. (2009) as follows

min
(ξ0,ξ1)

∥∥∥∥∥(pj+1 − pj

)
j=0,m

−
[
1 V̆ 2

j+1

]
j=0,m

(
ξ0

ξ1

)∥∥∥∥∥
2

2

. (2.68)

The inverse of the hydraulic time constant λM in Eq. (2.47d) varies typically from 0.5 to

15 seconds and the vapor constant λV in Eq. (2.47d) ranges between −5 and 5 (Wittgens

and Skogestad, 2000). The nominal liquid holdup M̆L
j in Eq. (2.47d) is proportional to a

multiple of the feed �ow rate F , as usual 30 · F , but may vary considerably (Skogestad,

1997). Starting with any initial values within proposed ranges, λM , λV , and M̆L
j are

manually �ne-tuned for stable simulations. The reader is also referred to Wittgens and

Skogestad (2000) who provide some details on how these parameters are identi�ed in

practice.

For our models, the nominal liquid and vapor �ow rates L̆j and V̆j in Eq. (2.47d) are set

according to the values obtained by Kraemer et al. (2009) in their design study. Unlike

the nominal �ow rates, the separation e�ciency factor CL
l in Eqs. (2.47e), (2.49e), (2.55d),

and (2.56d) is not determined in the design study. Instead it is also manually tuned.

The liquid holdups on trays of the controller/observer modelML
j in Eq. (2.56a) are taken

equal to the nominal holdups in the plant replacement M̆L
j . The liquid and vapor �ow

rates L and V in Eqs. (2.56b) and (2.56c) are estimated from column design data obtained

by Kraemer et al. (2009) by taking the mean value of the corresponding �ow rates in each

of the column sections. The pressures on the stages located above the top and bottom

stages of a column section p0 and pmsec+1 in Eq. (2.56e) �x the pressure pro�le within this

column section and are equated with the corresponding pressures of the plant replacement

in a stationary state. In the column section, the pressures are assumed to increase linearly

from the top stage downwards.

2.5 Dynamics and basic control of the ACBT process

The dynamics and base control layer of distillation models are demonstrated with the help

of the ACBT process.

2.5.1 ACBT process dynamics at the nominal state

Here, we compare the dynamics of the linearized plant-replacement model based on equa-

tions from Section 2.4.1 with those of the linearized controller model based on equations

from Section 2.4.2 at the nominal state to establish the appropriateness of the controller

model for control purposes at the nominal steady state. Both models emulate the ACBT
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process depicted in Fig. 1.1 from Section 1.2.1. The nominal state refers to the steady state

obtained with the nominal design data which are referenced in Section 5.4 and summarized

in Appendix C.6.

The dynamics of the linear state-space models are characterized by the eigenvalues

of their (continuous-time) system matrices. Figure 2.7 depicts the eigenvalues of both

the linearized plant-replacement and the controller/observer models at the nominal state.

There are obviously fewer eigenvalues of the controller/observer model than of the plant-

replacement model. The former overlap the slower part of the spectrum of the plant

replacement. The additional eigenvalues of the plant replacement represent faster dy-

namics introduced by the liquid and pressure dynamics which are modeled by algebraic

relations in the controller/observer model. Fortunately, the principal dynamics (dynamics

of concentrations) are not represented by these additional eigenvalues since otherwise the

controller model would be inadequate. This is also in agreement with Skogestad (1997)

who notices that

[. . . ] This very common assumption (disregarding liquid dynamics - author's

note) is partly justi�ed by the fact that the dominant composition dynamics

are much slower than the �ow dynamics and nearly una�ected by the �ow

dynamics [. . . ]

However, it is even more important to ensure that the most dominant eigenvalues, i.e.,

the eigenvalues representing the poles of the system closest to the imaginary axis in the

s-plane and giving rise to the longest lasting transient responses of the system, are equal, as

also mentioned by Rommes and Martins (2006) (see transfer function modal equivalent).

Figure 2.8 shows the 5 most dominant eigenvalues for the controller/observer (three real

and one conjugate-complex pair of eigenvalues) and 6 most dominant eigenvalues for the

plant-replacement (two real and two conjugate-complex pairs of eigenvalues) models. It is

clear that a perfect overlapping of the eigenvalues is hardly possible. Therefore, we can

only expect that all eigenvalues lie close to each other as it is the case for the distillation

process as shown in Figure 2.8. Note also that both models are stable at the nominal

state although the controller/observer model possesses a poorly damped pair of conjugate

complex poles what complicates its use for predictions over a longer time horizon.
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2.5 Dynamics and basic control of the ACBT process

Figure 2.8: Dominant spectra of the linearized plant-replacement (x) and controller/observer

(o) models

2.5.2 Regulatory control of the ACBT process

The function of regulatory control loops is to provide basic control of a process, i.e.,

they ensure a safe start-up, operation at a required target, and shut-down of the process.

Furthermore, regulatory control should reduce the e�ects of load disturbances.

Here, we introduce the regulatory control for the ACBT process shown in Fig. 1.1 from

Section 1.2.1. The production rate is set at the inlet to the plant by �xing the feed

�ow rate F2. Controlled and manipulated variables are chosen based on the standard

control con�gurations typically used in distillation columns (Kister, 1990). All regulatory

controllers are implemented as PI regulators speci�ed by Eqs. (2.52a) � (2.52d). The

objective of the regulatory control for the ACBT process is to stabilize the plant for

varying �ow rate and composition of the feed by using the following 16 PI controllers:

• pressures are controlled by manipulating the rates of heat removal in the condensers

with controllers 2, 12, and 17,

• condenser levels are controlled by manipulating distillate and re�ux �ow rates with

controllers 1, 10, and 16,

• reboiler levels are controlled by manipulating bottoms �ow rates with controllers 5,

8, and 13,
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• temperatures are controlled by manipulating either re�ux �ow rates with controllers

3 and 15, or by manipulating the reboiler heat inputs with controllers 4, 9, and 14,

• the �ow rate in the recycle is set by the controller 7, and the distillate �ow rate of

the second column is controlled by a distillate-to-re�ux ratio controller 11.

Note that the second column has a partial condenser which requires a di�erent basic control

scheme from that used in the total condensers of columns 1 and 2. The controller tuning

parameters are tabulated in Table C.5 in Appendix C.3.

2.6 Chapter summary

In this chapter, we presented three variants of distillation-column models: fundamental,

empirical, and hybrid. We especially focused on the fundamental models to be used in the

following chapters. In this context, the concept of the equilibrium stage with an associated

vapor-liquid equilibrium function was introduced. The equilibrium stage is employed in our

distillation columns for modeling individual trays; the vapor-liquid equilibrium function is

known to a�ect crucially the quality of the distillation-column model.

For non-ideal mixtures, the vapor-liquid equilibrium function must be extended with

an e�ciency concept. For this purpose, we presented the well-known Murphree point and

tray e�ciencies and gave the link between them. Based on the multi-component Murphree

tray e�ciency we derived a parametric e�ciency model. The independent parameter of

this e�ciency model is an e�ciency factor that lumps together several hardly measurable

quantities. To estimate this factor on-line, an algorithm will be proposed later in Chapter 4.

Moreover, based on the fundamental models, two di�erent models to be used as the

plant replacement and controller/observer models were chosen for the studies and analysis

in the next chapters. By this choice, a structural plant-model mismatch that concerns

the energy balances in particular can be introduced where necessary. The case study in

Chapter 5, for example, was carried out with that type of mismatch. Of course, parametric

plant-model mismatches can also be investigated with either of the plant replacement and

controller models, e.g., a mismatch of tray holdups, �ows or the parameters involved in

the vapor-liquid equilibrium model. For subsequent analysis, we also derived a generalized

compact form of an arbitrary plant model with several possibly coupled distillation columns

assuming the CMO conditions. The CMO conditions simplify the plant model such that

its compact form is suitable for mathematical analysis in Chapter 3.

Finally, a comparison of model dynamics of the linearized plant replacement and con-

troller models with the layout introduced in Section 1.2.1 is presented and the regulatory

control of the ACBT process is introduced in Section 2.5.2. The principal dynamics of
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these models are determined by their dominant poles and concern the outcomes of our

later control studies. Dominant poles of both models are shown to lie close to each other;

a poorly damped pair of poles in the controller model was found which will play again a

negative role in �ndings of Chapter 5.
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observer

In this chapter, some theoretical results on convergence of the Lang-Gilles observer will be

presented.

3.1 Introduction

Due to its industrial importance, distillation is the subject of many papers in the process

control literature. Many researchers have demonstrated that successful control of distilla-

tion columns can lead to signi�cant improvements in energy e�ciency, process safety, and

pro�t. However, in order to apply these bene�cial control techniques in practice, accurate

distillation column models and carefully designed state observers are typically required.

Since Kalman (Kalman, 1960) and Luenberger (Luenberger, 1964) developed their fa-

mous state estimators for linear systems in the 1960s, the capabilities of computers have

risen signi�cantly and modern numerical methods allow the accurate solution of nonlin-

ear di�erential equations with improved extrapolation quality. Consequently, a number

of nonlinear state estimation schemes were proposed and some of them were eventually

applied to nonlinear distillation column models. The remainder of this section provides

some references concerned with nonlinear state estimation in distillation columns.

To start with, the well-known Extended Kalman Filter (EKF) (Jazwinski, 1970) was

studied for binary distillation by Diehl et al. (2003). The authors developed a variant of

a full-state EKF for a distillation column with 40 stages to be used in a model-predictive

controller (MPC). Three temperature measurements are used in the EKF which also incor-

porates state and parameter ranges in form of bounds. However, the authors do not give

the explicit model equations and no thorough discussion of the �lter performance. The

provided information on the prediction quality of this EKF suggests a possible error in

temperature prediction of up to ±4 K. A more thorough investigation of an EKF designed

for a ternary mixture was presented by Baratti et al. (1998). The authors developed a

distillation column with 30 stages assuming CMO conditions. In order to calculate the

activity coe�cients of the VLE equation, the NRTL equations are used. On each stage,
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a constant Murphree tray e�ciency is assumed. Furthermore, a constant linear pressure

pro�le along the column is included in the model. The EKF is studied for disturbances on

steam, re�ux and feed �ow rates. It uses temperature measurements to update its states

and the measurements are taken only at two points of a real pilot plant. The authors

note that additional temperature measurements do not improve essentially the prediction

quality of their EKF. Even these two measurements are su�cient to predict temperatures

with an accuracy of up to ±2 K. The authors do not investigate larger distillation columns

or column trains, though. A similar work with a focus on the e�ect of additional tem-

perature measurements on EKF's convergence behavior and prediction accuracy was done

by Oisiovici and Cruz (2000). These authors developed a model for a multi-component

batch distillation process also based on the CMO conditions and assumed a constant col-

umn pressure. The columns in their examples have 10 to 30 stages. They claim that the

EKFs designed for fast distillation processes require more temperature measurements than

necessary in theory to be observable (the number of required measurements is equal to the

number of mixture components minus one) to improve convergence and prediction qual-

ity. However, the authors give only some probable reasons for this EKF property without

providing reasonable derivations. Also here, it is not clear how an adequate number of

temperature measurements can be determined for larger columns or column trains.

Quintero-Marmol et al. (1991) applied full and reduced-order Extended Luenberger Ob-

servers (ELO) to a batch distillation process. They developed a model on the basis of CMO

conditions with the tray temperatures calculated by Antoine equation and constant rela-

tive volatilities. For this, they gave a complete procedure for observer design and studied a

ternary column with 20 trays. The authors investigated, in particular, the e�ect of initial

conditions on convergence and found that using more temperature measurements for the

state correction makes the observer less sensitive to the mismatch between the plant and

model initial conditions. However, except for the presented procedure for observer design,

no further derivations con�rming the �ndings were given. Barolo and Berto (1998) pointed

out some shortcomings of the ELO as used by Quintero-Marmol et al. (1991). To show

the problems of this observer, the authors used essentially the same distillation model but

introduced a plant-model mismatch in feed composition, neglected the tray hydraulics, and

assumed noise in temperature measurements. They found that the larger the number of

trays in the column, the harder it becomes to tune the observer and the number of tem-

perature measurements should be increased. For a large amount of noise in measurements

they advised to use a Kalman �lter. Regrettably, in the case of tuning problems it is not

made clear what a �large� number of trays could be as no derivations were presented.

In order to estimate continuous and non-continuous variables of a system while taking

into account some constraints on these variables, moving horizon estimation (MHE) can be
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deployed. For example, Olanrewaju et al. (2012) developed a CMO model with constant

relative volatilities and tray temperatures calculated by Antoine equation. For their case

study, the authors presented a hybrid MHE (HMHE) which estimates simultaneously all

states by a method incorporating a Kalman �lter and a nonlinear optimizer and tested it on

a binary pilot plant with 5 trays. Changing the vapor boilup, they obtained very accurate

estimates of the product mole fraction with an accuracy of ±0.01. The small model in

this case study is a big drawback. A consequence thereof could be that di�culties, e.g.,

with the tuning/convergence of the Kalman �lter or the choice of the right measurement

positions which can appear for larger columns and restrict the use of the HMHE, were not

detected.

A high-gain observer with guaranteed exponential convergence was presented by Deza

and Gauthier (1991) for distillation of a binary mixture when vapor composition measure-

ments are available. This observer has a Luenberger-like structure. In contrast to the

Luenberger observer, the observer gain matrix of the high-gain observer is updated on-line

by solving an additional di�erential equation. The distillation column model is based on

the assumption of CMO conditions. The authors presented a sketch of the proof where

they apply the Lyapunov theory to show the convergence of the high-gain observer. Fur-

thermore, the authors suppose that this observer is useful for low-dimensional systems;

the assumptions of the proof might be violated in high-dimensional systems due to the

stronger nonlinearities.

Another Luenberger-like observer, the so-called geometric estimator (GE), was studied

by Tronci et al. (2005) and Álvarez and Fernández (2009). The gain of the GE is also

updated on-line, however in contrast to the high-gain observer (Deza and Gauthier, 1991),

Lie derivatives of the system model output are used to calculate the gain matrix. The

main drawback of the GE is that the order of the Lie derivatives in the gain grows with

the order of the system model. This makes the estimator less robust and impractical as a

full-state estimator. Tronci et al. (2005) suggested, therefore, a design procedure to reduce

the observer order. The authors used the same distillation model as Baratti et al. (1998)

that was mentioned above. They tested their reduced-order estimator on a pilot-plant

binary column with 32 trays. However, the proposed design procedure is complex and the

advantage of GE over conventional observers is not clear.

Observers based on neural networks are presented by Brizuela et al. (1996), Baratti et al.

(1997) and Fortuna et al. (2005). Neural networks are di�erent from the observers discussed

above in that they are data-driven and require a large amount of data to identify the

model parameters. These neural models represent correlations between input and output

arguments and not di�erential equations modeling a system behavior updated with some

measurements as it is the case, e.g., for the Luenberger observer. We want to emphasize

54

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


3.1 Introduction

the work of Fortuna et al. (2005). These authors developed soft sensors to estimate the top

and bottom product concentrations in a real debutanizer column as an alternative to the

gas chromotographs introducing long time delays. Real historical data as well as expert

plant knowledge were used to train and validate the neural networks. A comparison with

the installed gas chromotographs was made where the soft sensors achieved an accuracy

of ±0.5 wt%. This study not only shows that neural networks can work well in complex

systems but also that expert system knowledge is compulsory to develop a good neural

network.

Based on the wave theory introduced by Marquardt (1988), a pro�le position observer

was developed by Han and Park (1993). A position observer consists of one di�erential

equation per column section and has a Luenberger-like structure. The main idea behind

this observer is that a concentration pro�le retains its constant-pattern form while mov-

ing around its position in the column where the position of the pro�le is de�ned by the

point of in�ection. Han and Park (1993) developed their observer only for binary columns

as the wave theory for multi-component distillation was missing at that time. For the

observer correction term, the concentration measurements were used, and this observer

behaved robustly in cascade control applied to a distillation column taken from the lit-

erature. A similar study was done by Shin et al. (2000b). Instead of the concentration

measurements, these authors used temperature measurements which are known to follow

from the compositions for binary mixtures. Kienle (2000) extended the wave theory to

multi-component distillation. Based on that, Grüner et al. (2004) developed a position

observer for multi-component columns. Here, one pro�le position observer for each inde-

pendent concentration pro�le was derived and the authors reported a good performance of

the observer in control of a ternary distillation column. Their observer is in principle usable

for all multi-component columns, however, from the practical point of view, the application

of the observer to the columns with more than three components might be demanding as

the complexity of pro�le dynamics rises with the number of mixture components.

Finally, one particular approach to accurate nonlinear distillation column modeling and

observer design was proposed by Lang and Gilles (1990). The observer relies on a nonlinear,

high-order dynamic process model for prediction, and uses temperature measurements in

regions of high mass-transfer for the correction of the predicted temperature pro�le along

the column. Appropriate design is based on physical insight and requires only a few tuning

parameters. In simulation, the observer obtained was found to exhibit good and su�ciently

robust dynamic behavior.

While some of the authors above have successfully tested their observers in experiments,

there are remarkably few papers that give theoretical convergence guarantees for the spe-

ci�c nonlinear distillation observer. There are even less convergence results for coupled
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column trains. In particular, to the best of our knowledge no proof of convergence has

been reported for the attractive nonlinear distillation column model and observer proposed

by Lang and Gilles (1990). In this thesis we give general proofs for asymptotic convergence

of the observer's states to the true states for varying requirements on the initial estimation

error. The proofs are general in that they hold not only for the particular distillation

column model used by Lang and Gilles (1990) but for a more general class of distillation

column trains.

3.2 Lang-Gilles observer

There are many approaches worthy of consideration when developing a state observer

for distillation columns (Birk, 1992, Tronci et al., 2005). We utilize a full state observer

(Lang and Gilles, 1990) based on the model presented in Section 2.4.2. This observer has

a simple Luenberger-like structure and the choice of its feedback term is based on the

physical insight that a temperature front moves with the region of high mass transfer. As

shown below, the mass balance equations are corrected by the observer feedback. The

observer model captures well the principal dynamics of a distillation process (Marquardt,

1988, Skogestad, 1997).

3.2.1 Problem statement and initial data

Having chosen the state observer of Lang and Gilles relieves us of selecting a model for the

observer. We formulate the task of selecting a model for the observer in a similar way to

that adopted for the controller model but, in addition, require the plant to be observable:

Assume that data describing the essential characteristics relevant for observer design

exist and the plant is observable. The purpose of the observer model to be developed is

to capture the essential characteristics of the plant. Select adequate model type, structure,

and parameters.

Selecting the same model for both the controller and state observer allows us to also use

the same data for their initialization and for determining their parameters. For the same

reason, in the following we consider only those model equations which are di�erent for the

observer.

3.2.2 Observer correction term

In the observer model, state variables are corrected. These corrections concern the liquid

compositions in the column sections only. Eq. (2.56a) specifying the mass balance in a

column section of the controller model is corrected and the remaining Eqs. (2.56b) � (2.56e)
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3.2 Lang-Gilles observer

of the column section are left unchanged. In the condenser, feed trays, and reboiler,

corrections of the compositions are dropped in favor of a model simpli�cation, i.e., the

equations are the same as Eqs. (2.53a) � (2.53d), (2.55a) � (2.55d), (2.57a) � (2.57d) in

the controller model. This observer simpli�cation is in agreement with Lang and Gilles

(1990).

On each stage j of a column section, the equations read as

dx̂i,j

dt
=

1

ML
j

(
L̂j−1x̂i,j−1 − L̂jx̂i,j + V̂j+1ŷi,j+1 − V̂j ŷi,j

)
− αiN̂i,j

(
T̃ji − T̂ji

)
, i = 1, q − 1, (3.1a)

L̂j = L, (3.1b)

V̂j = V, (3.1c)

N̂1:q−1,j = NTUOV,j ·
(
ŷ1:q−1,j − ŷ∗1:q−1,j

)
, (3.1d)

ŷi,j = f vapi (x̂1,j, . . . , x̂q−1,j, ŷ1,j+1, . . . , ŷq−1,j+1, pj, T̂j, C
L
l ), i = 1, q − 1, (3.1e)

ŷ∗i,j = f vlei (x̂1,j, . . . , x̂q−1,j, pj, T̂j), i = 1, q − 1, (3.1f)

pj = p0 + (j − 1)
pmsec+1 − p0

msec

. (3.1g)

where the hat highlights observer variables. x̂i,j and ŷi,j are the liquid and vapor concen-

trations of component i. ŷ∗i,j are the concentrations of vapor in equilibrium with liquid.

ML
j is the mole number in the liquid phase. L̂j and V̂j are liquid and vapor �ow rates

leaving stage j. The term αN̂i,j is the observer gain, where αi denotes the observer tuning

parameter and N̂i,j is the predicted molar �ux between the vapor and liquid phases of

component i on stage j calculated by Eq. (3.1d). Therein, the matrix of overall numbers

of transfer units NTUOV,j is obtained from Eq. (2.38b). Note that the colon notation in

term N̂1:q−1,j (also in ŷ1:q−1,j and ŷ∗1:q−1,j) denotes a vector of length q−1 with its elements

N̂i,j (ŷi,j and ŷ∗i,j) for i ∈ {1, . . . , q − 1}. T̃ji and T̂ji are the measured and predicted tem-

peratures on stage ji. The indices ji with sub-indices i ∈ {1, . . . , imax} point to the stages

selected from all available stages of a single column. These must be chosen such that the

corresponding temperatures are strongly related to single components, i.e., the tempera-

tures must lie within the regions of high mass transfer of corresponding components. The

maximum sub-index imax is a design parameter equal to the number of temperatures used

in the observer feedback. msec is the number of stages in the corresponding column section.

The pressure pj on stage j is assumed to be linear in j, where the pressure drop is given

by the constant (pmsec+1 − p0)/msec.
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3 Analysis of the Lang-Gilles observer

3.2.3 Plant observer in a compact form for theoretical analysis

Here, we introduce the plant observer for estimating state variables of the plant replacement

which was given in compact form by Eqs. (2.61a) and (2.61b). This observer is based on

the equations of the controller model with corrected mass balances in column sections

as it was explained in Section 3.2.2. Note that equations corresponding to stage j are

formulated for q (not q − 1) components for reasons stated in Section 2.4.4.

Assuming Â = A, B̂ = B, Ĉ = C, and ẑ = z for the sake of simplicity to allow further

mathematical analysis, the state equation for the observer corresponding to an entire plant

can be written as

dx̂

dt
= Âx̂+ B̂ŷ + Ĉẑ + α N̂ ◦ δT, x̂(0) = x̂init, (3.2a)

N̂ = D̂ δŷ∗, (3.2b)

ŷ = f (x̂, ŷ, p, T̂ , CL
l ), (3.2c)

ŷ∗ = f vle(x̂, p, T̂ ), (3.2d)

T̂ = T̂ (p, x̂), (3.2e)

where ◦ is the entrywise product (Hadamard product). The three composition vectors

from the observer x̂, ŷ and ẑ are determined by following the same steps as for x, y and

z from Eq. (2.61a). The matrices A,B, and C are those de�ned by Eqs. (2.65a), (2.65b),

and (2.65c). The vector N̂ in Eq. (3.2b) is a generalisation of that in Eq. (3.1d) for the

entire plant where D̂ is assumed for simplicity to be a constant matrix of overall numbers

of transfer units. Eq. (3.2c) corresponds to Eq. (2.61b) and Eq. (3.2d) combines all vapor

concentrations in equilibrium with liquid on each tray calculated by Eq. (2.11) which is

our implementation of Eq. (2.6). p is the vector of pressures on column trays. CL
l is the

vector of separation e�ciencies for column sections. T̂ is the vector of all tray temperatures

where each element is calculated by Eq. (2.15). It should be understood that the notation

in Eqs. (3.2b) � (3.2e) suggests the calculation of the vector elements of N̂ , δŷ∗, ŷ, ŷ∗, and T̂

by taking the corresponding elements from the vectors x̂, ŷ, p, T̂ , and CL
l . In the following,

we introduce in more detail the speci�c observer variables α, D̂, ŷ∗, δŷ∗, and δT .

The observer tuning parameter α in Eq. (3.2a) is a diagonal matrix, where values corre-

sponding to each tray from one column section are equal. It is de�ned as

α = diag(diag(α1), diag(α2), . . . , diag(αn)) ∈ Rq
∑n

l=1(ml+2)×q
∑n

l=1(ml+2), (3.3a)

where diag(α1), . . . , diag(αn) are diagonal sub-matrices assigned to n distillation columns
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3.2 Lang-Gilles observer

and

αj,l =


α1,j,l

...

αq,j,l

 ∈ Rq, j = 0,ml + 1, l = 1, n, (3.3b)

αl =


α0,l

...

αml+1,l

 ∈ R(ml+2)·q, l = 1, n. (3.3c)

The tuning parameters αi,j,l in Eq. (3.3b) that correspond to di�erent species i on stage

j in column l are assumed to be equal, i.e. α1,j,l = . . . = αq,j,l (Lang and Gilles, 1990),

whereas the parameter vectors corresponding to di�erent stages j in column l, αj,l, can

be equal in each column section but vary for di�erent column sections. When no observer

correction is used on a certain stage (e.g. reboiler and condenser), then the corresponding

α-values will be zero.

D̂ in Eq. (3.2b) is a bounded matrix which corresponds to the �nite mass transfer

between the liquid and vapor phases. It is denoted as

D̂ = diag(D̂1, D̂1, . . . , D̂n) ∈ Rq
∑n

l=1(ml+2)×q
∑n

l=1(ml+2), (3.4a)

D̂j ∈ R(ml+2)q×(ml+2)q. (3.4b)

Note that claiming the boundedness of D̂ is required for mathematical proofs later.

The vector of estimated vapor compositions in equilibrium with the liquid is denoted as

ŷ∗j,l =


ŷ∗1,j,l
...

ŷ∗q,j,l

 ∈ Rq, j = 0, . . . ,ml + 1, l = 1, . . . , n, (3.5a)

ŷ∗l =


ŷ∗0,l
...

ŷ∗ml+1,l

 ∈ R(ml+2)·q, l = 1, n, (3.5b)

ŷ∗ =


ŷ∗1
...

ŷ∗n

 ∈ Rq
∑n

l=1(ml+2), (3.5c)

and the deviation of the estimated current vapor compositions from corresponding esti-

mated equilibrium compositions as

δŷ∗ = ŷ − ŷ∗. (3.6)
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3 Analysis of the Lang-Gilles observer

In order to update the component mass balances on a stage of the column l, the feedback

term of Eq. (3.2a) includes the vector of k temperature di�erences, δTj1:jk,l, de�ned as

δTj1:jk,l =



T̄j1,l

...

T̄jk,l

0
...

0


∈ Rq, k ≤ q, l = 1, n, (3.7a)

where T̄j,l = T̂j,l − T̃j,l denotes the di�erence between the estimated (T̂j,l) and measured

(T̃j,l) temperatures on stage j in the distillation column l. The temperature T̂j,l is calculated

by Eq. (2.15). As the de�nition of the vector δTj1:jk,l suggests, if k < q, then the vector is

�lled up with zeros to have q entries. However, it must be noted that faster convergence

is expected for a larger k. In order to update the component mass balances of the entire

column l, the following vector is de�ned:

δTl =


δTj1:jk,l

...

δTj1:jk,l

 ∈ R(ml+2)q, l = 1, n. (3.7b)

Finally, the vector of temperature di�erences used in Eq. (3.2a) is de�ned as

δT =


δT1

...

δTn

 ∈ Rq
∑n

l=1(ml+2), (3.7c)

where each entry of this vector has its own set of indices {j1, . . . , jk}.
For concise formulation of our theorems, it is also convenient to de�ne the following

vector of all temperature di�erences in the plant as

T̄ =


T̄1

...

T̄n

 ∈ R
∑n

l=1(ml+2), (3.8a)

where the vector of temperature di�erences in the column l is given as

T̄l =


T̄0,l

...

T̄ml+1,l

 ∈ Rml+2, l = 1, n. (3.8b)

60

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


3.3 Convergence analysis

3.3 Convergence analysis

Here, convergence of the state observer is analyzed in terms of stability of the di�erential

equation which is derived for the error between the observer states and the states of the

plant. The states comprise all q liquid compositions on each of the ml + 2 (including

condenser and reboiler compositions) stages of a column l and are represented by a state

vector of length q · (ml + 2). The state observer of the plant, e.g., a distillation column or

a distillation train, generally combines several column observers into one. In what follows,

we consider the observer for the entire plant.

3.3.1 The state error equation

Subtracting Eq. (2.61a) from (3.2a), the state error equation for the entire plant is intro-

duced as

dx̄

dt
= Ax̄+Bȳ + α D̂ δŷ∗ ◦ δT. (3.9)

Therein, we de�ne the error vectors as

x̄ = x̂− x, (3.10a)

ȳ = ŷ − y, (3.10b)

where ŷ and y are given by Eqs. (3.2c) and (2.61b). The variables x,A,B were introduced

in Section 2.4.4. The variables α, D̂, δŷ∗, δT are given in Section 3.2.3 by Eqs. (3.3a),

(3.4a), (3.6), and (3.7c). To prepare a notation compatible with the auxiliary theorems

used in our proofs, we de�ne

f(x, x̂, t) = Bȳ + α D̂ δŷ∗ ◦ δT. (3.11)

Note that in Eq. (3.11) f is interpreted as a function of x, x̂, and t only because with �xed

pressure p and e�ciency constants CL
l the temperature and vapor concentration vectors

T, T̂ , δT and y, ŷ, y∗, ŷ∗ are all functions of x, x̂, t. Thus, we can rewrite Eq. (3.9) as

˙̄x = Ax̄+ f(x, x̂, t). (3.12)

Keep in mind that at a given pressure in both plant and observer, f(x, x̂, t) → 0 for x̂ → x.

3.3.2 Preliminary results

In order to prove our convergence theorems, we will apply Theorem D.2 in the Appendix

to an equation which is related to Eq. (3.12) by the majorant criterion for integrals1.
1This criterion claims that for the functions f and g with f(x) ≤ g(x) the inequality is also retained for

integrals of these functions (cf. Walter (1995)).
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3 Analysis of the Lang-Gilles observer

As a consequence of the majorant criterion, the solution of Eq. (3.12) will converge to

zero because the former equation converges to zero under speci�c conditions, too. The

assumptions for this convergence behavior are summarized in Lemma 1. We must also

show that the matrix A in Eq. (3.12) has eigenvalues with negative real parts. This result

is summarized in Lemma 2.

Lemma 1. Let

˙̄x = Ax̄+ f(x, x̂, t), x̄(0) = x̄0 (3.13)

be the system from Eq. (3.12). Moreover, let

˙̄x = Ax̄+ f̄(x̄, t), x̄(0) = x̄0 (3.14)

be a second system, where the function f̄ is a majorant of function f from Eq. (3.13), and

the variables x̄, A be de�ned as those in Eq. (3.13). If the solution x̄ of Eq. (3.14) converges

towards zero, then the solution x̄ of Eq. (3.13) converges towards zero.

Proof. Since f̄ is a majorant of function f , this can be written, by de�nition, as an element-

wise inequality

|f(x, x̂, t)| ≤ f̄(x̄, t). (3.15)

Adding Ax̄ to each side of inequality (3.15), we obtain

Ax̄+ f(x, x̂, t) ≤ Ax̄+ |f(x, x̂, t)| ≤ Ax̄+ f̄(x̄, t). (3.16)

Furthermore, the solution of Eq. (3.13) can be given as

x̄(t) = x̄0 +

t∫
0

Ax̄(s) + f
(
x(s), x̂(s), s

)
ds, (3.17)

and that of (3.14) as

x̄(t) = x̄0 +

t∫
0

Ax̄(s) + f̄
(
x̄(s), s

)
ds. (3.18)

Since the inequality (3.16) is preserved by integration (also for improper integrals), we

obtain

t∫
0

Ax̄(s) + f
(
x(s), x̂(s), s

)
ds ≤

t∫
0

Ax̄(s) + f̄
(
x̄(s), s

)
ds, (3.19)
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3.3 Convergence analysis

and using Eq. (3.19), the terms on the right-hand sides of Eqs. (3.17) and (3.18) can be

brought into relation to each other as

x̄0 +

t∫
0

Ax̄(s) + f
(
x(s), x̂(s), s

)
ds ≤ x̄0 +

t∫
0

Ax̄(s) + f̄
(
x̄(s), s

)
ds. (3.20)

Finally, let the solution of Eq. (3.14), given by Eq. (3.18), converge towards zero, then

0 ≤

∥∥∥∥∥∥x̄0 +

t∫
0

Ax̄(s) + f
(
x(s), x̂(s), s

)
ds

∥∥∥∥∥∥
(3.20)

≤

∥∥∥∥∥∥x̄0 +

t∫
0

Ax̄(s) + f̄
(
x̄(s), s

)
ds

∥∥∥∥∥∥→ 0. (3.21)

Eq. (3.21) guarantees that also the solution of Eq. (3.13) converges to zero.

Lemma 2. Let A = G+E be a decomposition of the matrix A from Eq. (2.65a) such that

G is the lower triangular matrix and E the strictly upper triangular matrix. If ‖E‖2 is

su�ciently small, then all eigenvalues of the matrix A in Eq. (2.65a) have negative real

parts.

Proof. Let A = G + E be a decomposition of the matrix A from Eq. (2.65a) such that

G is the lower triangular matrix (including the diagonal entries) and E the strictly upper

triangular matrix (excluding the diagonal entries).

First, notice that diagonal entries of the matrix G are equal to those of the matrix A.

Because G is triangular, its diagonal entries, i.e., the values ar,s,l in Eq. (2.67a) for r = s,

are also its eigenvalues. These are negative as otherwise, i.e., for a zero numerator in ar,s,l,

there would be no liquid �ow on stage r in distillation column l what is only possible in

the case of a malfunction.

Then, Theorem D.1 in the Appendix applied to G ensures that the eigenvalues of A are

close to those of G if ‖E‖2 is su�ciently small (‖·‖2 is here the spectral norm), i.e., if the

streams between di�erent distillation columns are su�ciently small.

Note that the matrix A can be arranged such that only recycle streams are described by

the matrix E and therefore required to be su�ciently small in terms of the above Lemma.

This lemma also gives only su�cient conditions which might be too strict in general.

3.3.3 Convergence results

In this section, we state and prove three theorems to demonstrate how di�erent assumptions

imply convergence of the state observer. To this end we will usually use non-speci�c vector
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3 Analysis of the Lang-Gilles observer

and matrix norms. In some cases, it will be more convenient to use a norm of the class of

p-norms, de�ned as

‖x‖p =
p

√∑
|xi|p, 1 ≤ p < ∞

‖x‖∞ = max
1≤i≤n

|xi|,

for a vector x ∈ Rn. For matrices, we will use natural norms induced by p-norms and

de�ned as

‖A‖p = max
x6=0

‖Ax‖p
‖x‖p

, 1 ≤ p ≤ ∞,

especially the row sum norm

‖A‖∞ = max
i

n∑
j=1

|aij|

and the spectral norm

‖A‖2 =
√
λmax(AHA),

where λmax is the maximum eigenvalue of AHA and AH is the conjugate transpose of A.

However, as norms in �nite-dimensional spaces are equivalent, the qualitative results are

essentially the same for either norm.

Theorem 1. Let A = G + E be a decomposition of A and ‖E‖2 be su�ciently small

in the context of Lemma 2. Furthermore, let the diagonal gain matrix α with αi,i > 0

be arbitrarily chosen, and ∃K1, K2 ∈ R : ‖ȳ‖∞ ≤ K1 ‖x̄‖1+β1

∞ ,
∥∥T̄∥∥∞ ≤ K2 ‖x̄‖1+β2

∞ , where

β1 > 0 and β2 > 0. Then there is a δ > 0 such that for every initial observer state x̂(0) with

‖x̂(0)− x(0)‖∞ ≤ δ the solution x̂ of the observer system (3.2a) converges asymptotically

towards the solution x of the system (2.61a).

Proof. In order to prove the statement, it is su�cient to show that there is a system as in

Eq. (3.14) for which all assumptions of Theorem D.2 in the Appendix are ful�lled.

(i) All eigenvalues of A have negative real parts.

This is shown for a su�ciently small value of ‖E‖2 by Lemma 2.

(ii) It holds ∃K > 0 ∃δ > 0:
∥∥f̄(x̄, t)∥∥∞ ≤ K ‖x̄‖1 , ∀ ‖x̄‖1 ≤ δ, t ≥ 0.

First, we derive a majorant f̄(x̄, t) for f(x, x̂, t) from Eq. (3.11) and show �nally that (ii)

is ful�lled.

Due to subadditivity

‖f(x, x̂, t)‖∞ ≤ ‖Bȳ‖∞ +
∥∥∥αD̂δŷ∗ ◦ δT

∥∥∥
∞

(3.22)
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3.3 Convergence analysis

holds. For the �rst term on the right hand side of Eq. (3.22), we obtain by the assumption

‖ȳ‖∞ ≤ K1 ‖x̄‖1+β1

∞ , β1 > 0 that

‖Bȳ‖∞ ≤ K1 ‖B‖∞ ‖x̄‖1+β1

∞ . (3.23)

The second term in Eq. (3.22) also has an upper bound. Note that∥∥∥αD̂δŷ∗ ◦ δT
∥∥∥
∞

=
∥∥∥αD̂δŷ∗ ◦

(
P T̄

)∥∥∥
∞
, (3.24)

where the matrix P is selected (selection matrix) such that

P T̄ = δT. (3.25)

Furthermore, the Hadamard product can be resolved by virtue of equivalence of norms in

�nite-dimensional spaces and the Cauchy-Schwarz (CS) inequality∥∥∥αD̂δŷ∗ ◦
(
P T̄

)∥∥∥
∞

≤
∥∥∥αD̂δŷ∗ ◦

(
P T̄

)∥∥∥
1

CS

≤
∥∥∥αD̂δŷ∗

∥∥∥
2

∥∥P T̄
∥∥
2
≤ C

∥∥∥αD̂δŷ∗
∥∥∥
∞

∥∥P T̄
∥∥
∞ ,

(3.26)

where C is the corresponding constant of the equivalence relation. By the assumption∥∥T̄∥∥∞ ≤ K2 ‖x̄‖1+β2

∞ , β2 > 0 and as δŷ∗i are bounded functions of x̂, i.e., ∃K3 ∈ R :

‖δŷ∗‖∞ ≤ K3, the latter term can be further reduced to result in∥∥∥αD̂δŷ∗ ◦ δT
∥∥∥
∞

≤ CK2K3

∥∥∥αD̂∥∥∥
∞
‖P‖∞ ‖x̄‖1+β2

∞ . (3.27)

Hence, for

K := K1 ‖B‖∞ + CK2K3

∥∥∥αD̂∥∥∥
∞
‖P‖∞ (3.28)

one obtains for x̄ with ‖x̄‖∞ ≤ δ ≤ 1

‖f(x, x̂, t)‖∞ ≤ K ‖x̄‖1+min(β1,β2)
∞ ≤ K ‖x̄‖∞ . (3.29)

Then, a trivial majorant for f(x, x̂, t) is given by

f̄(x̄, t) :=
(
K ‖x̄‖1+min(β1,β2)

∞ , . . . , K ‖x̄‖1+min(β1,β2)
∞

)T
∈ Rq

∑n
l=1(ml+2). (3.30)

Then, it follows using Eq. (3.29) for the �rst and second inequalities and norm de�nitions

of ‖·‖∞ and ‖·‖1 for the third inequality

‖f(x, x̂, t)‖∞ ≤
∥∥f̄(x̄, t)∥∥∞ ≤ K ‖x̄‖∞ ≤ K ‖x̄‖1 . (3.31)

(iii) It holds ∀ε > 0 ∃δ > 0 ∃te > 0:
∥∥f̄(x̄, t)∥∥∞ ≤ ε ‖x̄‖1, ∀ ‖x̄‖1 ≤ δ, t ≥ te.

Let ε > 0 be arbitrarily chosen. If ε ≥ K then (iii) is obvious due to Eq. (3.31). Otherwise,

de�ne

δ := (ε/K)1/min(β1,β2) (3.32)
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3 Analysis of the Lang-Gilles observer

and require ‖x̄‖1 ≤ δ to conclude

K ‖x̄‖min(β1,β2)
1 ≤ Kδmin(β1,β2) = ε (3.33)

and, using the third inequality in Eq. (3.31),

∥∥f̄(x̄, t)∥∥∞ = K ‖x̄‖1+min(β1,β2)
∞

(3.31)

≤ K ‖x̄‖1+min(β1,β2)
1

(3.33)

≤ ε ‖x̄‖1 . (3.34)

Now using Lemma 1, we conclude the convergence of Eq. (3.13) to zero and consequently

the statement of the theorem.

Remark 1. The assumptions of Theorem 1 on functions ȳ and T̄ seem to be rather complex

at �rst glance. Their e�ect can be illustrated by means of a simpli�ed example. Assume

that ŷ = y and T̂ = T̃ describe the vapor-liquid equilibrium and the boiling temperature

on a tray as functions of the liquid concentration of one component in a binary pseudo-

mixture, i.e., y = y(x) and T̂ = T̂ (x) are one-dimensional functions of x ∈ (0, 1) ⊂ R.
Furthermore, assume that ŷ and T̂ are analytic, i.e., they can be represented by convergent

Taylor series. Then for x̄ → 0

ȳ(x̂, x) = ŷ(x̂)− y(x) = ŷ(x+ x̄)− y(x) = ẏ(x) · x̄+O
(
x̄2
)
, (3.35)

T̄ (x̂, x) = T̂ (x̂)− T̃ (x) = T̂ (x+ x̄)− T̃ (x) =
˙̂
T (x) · x̄+O

(
x̄2
)
, (3.36)

where the last terms in Eqs. (3.35) and (3.36) result from Taylor expansions of ŷ(x+ x̄) and

T̂ (x+x̄) at x with subtracted y(x) and T̃ (x), respectively. If, in addition to Eqs. (3.35) and

(3.36), we make the assumptions ∃K1, K2 ∈ R : ‖ȳ‖∞ ≤ K1 ‖x̄‖1+β1

∞ ,
∥∥T̄∥∥∞ ≤ K2 ‖x̄‖1+β2

∞

with β1 = β2 = 0.5, we obtain∣∣ẏ(x) · x̄+O
(
x̄2
)∣∣ ≤ K1 |x̄|1.5 , (3.37)∣∣∣ ˙̂T (x) · x̄+O

(
x̄2
)∣∣∣ ≤ K2 |x̄|1.5 . (3.38)

However, Eqs. (3.37) and (3.38) are only valid if ẏ(x) =
˙̂
T (x) = 0. We show this by

contradiction: if ẏ(x) 6= 0 and ˙̂
T (x) 6= 0, then for x̄ close to zero, the linear terms ẏ(x) · x̄

and ˙̂
T (x) · x̄ on the left grow faster than those on the right of Eqs. (3.37) and (3.38).

This means that reverse inequality signs in Eqs. (3.37) and (3.38) are true what is a

contradiction. So, we obtain

ȳ(x̂, x) = O
(
x̄2
)
, (3.39)

T̄ (x̂, x) = O
(
x̄2
)
. (3.40)

Eqs. (3.39) and (3.40) are technically less realistic, since we require from the derivative of

the function modeling the vapor composition and temperature to be zero on every stage of
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3.3 Convergence analysis

Figure 3.1: Example of a function y = y(x) modeling the vapor-liquid equilibrium of a binary

pseudo-mixture and de�ned by some piece-wise quadratic functions with zero-derivatives at

liquid concentrations x1 = 0.1, x2 = 0.3, x3 = 0.5, x4 = 0.7 as indicated by Eq. (3.39)

each distillation column in the plant (cf. Fig. 3.1). From the mathematical point of view,

these assumptions are even stronger than the local Lipschitz continuity (it can be easily

veri�ed that min(β1, β2) > 0 is su�cient for y and T to be locally Lipschitz). A better

choice is to require y and T be di�erentiable with respect to x and to have bounded �rst

derivatives, which is equivalent to requiring y and T be Lipschitz, i.e., β1 = β2 = 0. For

example, consider an often used approach for modeling vapor-liquid equilibrium

y = K(p, T )x, (3.41)

where the so-called �K-value� is a function of pressure p and temperature T only. If y in

Eq. (3.41) is assumed to be Lipschitz in x then K has to be bounded which is in agreement

with the �xed range of y given by theory. However, the Lipschitz continuity is not su�cient

to show the third item in the proof which relies on the assumption min(β1, β2) > 0.

Consequently, in the following theorems the stronger assumptions β1 > 0 and β2 > 0 are

gradually replaced by the Lipschitz continuity while introducing additional assumptions.

Theorem 2 assumes that the temperature T is Lipschitz while the vapor composition y

ful�lls the requirements of Theorem 1.

Theorem 2. Let A = G + E be a decomposition of A and ‖E‖2 be su�ciently small in

the context of Lemma 2. Suppose ∃K1 ∈ R : ‖ȳ‖∞ ≤ K1 ‖x̄‖1+β1

∞ , where β1 > 0. Let T
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3 Analysis of the Lang-Gilles observer

be Lipschitz continuous, i.e., ∃K2 :
∥∥T̄∥∥∞ ≤ K2 ‖x̄‖∞. Then there are a δ > 0 and a

diagonal gain matrix α with αi,i > 0 such that for every initial observer state x̂(0) with

‖x̂(0)− x(0)‖∞ ≤ δ the solution x̂ of the observer system (3.2a) converges asymptotically

towards the solution x of the system (2.61a).

Proof. The idea of the proof is the same as for Theorem 1. Therefore, we must prove

statements (i), (ii) and (iii). (i) and (ii) hold as in the proof of Theorem 1. We only need

to show the statement (iii).

(iii) ∀ε > 0 ∃δ > 0 ∃α > 0 ∃te > 0:
∥∥f̄(x̄, t)∥∥∞ ≤ ε ‖x̄‖1 , ∀ ‖x̄‖1 ≤ δ, t ≥ te.

For

K := K1 ‖B‖∞ (3.42)

one obtains, analogously to the proof of Theorem 1 (cf. derivations of Eqs. (3.28), (3.29)),

‖f(x, x̂, t)‖∞ ≤ K ‖x̄‖1+β1

∞ + CK2K3

∥∥∥αD̂∥∥∥
∞
‖P‖∞ ‖x̄‖∞ . (3.43)

Hence, a trivial majorant for f(x, x̂, t) is

f̄(x̄, t) :=
(
K ‖x̄‖1+β1

∞ + CK2K3

∥∥∥αD̂∥∥∥
∞
‖P‖∞ ‖x̄‖∞ , . . . ,

K ‖x̄‖1+β1

∞ + CK2K3

∥∥∥αD̂∥∥∥
∞
‖P‖∞ ‖x̄‖∞

)T
∈ Rq

∑n
l=1(ml+2). (3.44)

Let ε > 0 be arbitrarily chosen. If

K + CK2K3

∥∥∥αD̂∥∥∥
∞
‖P‖∞ ≤ ε, (3.45)

then (iii) is obvious with any δ ≤ 1 due to Eq. (3.43).

Otherwise, de�ne

δ := (ε/(2K))1/β1 , (3.46)

αi,i := ε/
(
2CK2K3

∥∥∥D̂∥∥∥
∞
‖P‖∞

)
. (3.47)

From ‖x̄‖∞ ≤ δ, β1 > 0 and K from Eq. (3.42) we can conclude

K ‖x̄‖β1

∞ ≤ Kδβ1 . (3.48)

Replacing δ in Eq. (3.48) with that from Eq. (3.46) results in

K ‖x̄‖β1

∞ ≤ ε/2. (3.49)

Finally, substituting Eqs. (3.47) and (3.49) into Eq. (3.43), we obtain

‖f(x, x̂, t)‖∞ ≤
∥∥f̄(x̄, t)∥∥∞ ≤ K ‖x̄‖1+β1

∞ + αi,iCK2K3

∥∥∥D̂∥∥∥
∞
‖P‖∞ ‖x̄‖∞

≤ ε/2 ‖x̄‖∞ + ε/2 ‖x̄‖∞ = ε ‖x̄‖∞ ≤ ε ‖x̄‖1 . (3.50)

Now using Lemma 1, we conclude the convergence of Eq. (3.13) to zero and consequently

the statement of the theorem.
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3.3 Convergence analysis

Remark 2. Theorem 2 shows that swapping the assumption β2 > 0 of Theorem 1 for

β2 = 0 and at the same time restricting the observer gains αi,i by Eq. (3.47), which

corresponds to some gain tuning, also ensures convergence. While this explains the role

of gain tuning, y is still assumed to satisfy ‖ȳ‖∞ ≤ K2 ‖x̄‖1+β1

∞ and β1 > 0. Using the

Direct Lyapunov method, we can state the next theorem which only requires the Lipschitz

continuity of y.

In Theorem 3, the Euclidean norm is used for vectors and the spectral norm for matrices

indicated by ‖·‖2.

Theorem 3. Let A = G+E be a decomposition of A and ‖E‖2 be su�ciently small in the

context of Lemma 2 and the diagonal gain matrix α with αi,i > 0 be appropriately chosen.

Let y and T be Lipschitz continuous, i.e., suppose ∃K1, K2 ∈ R : ‖ȳ‖2 ≤ K1 ‖x̄‖2 ,
∥∥T̄∥∥

2
≤

K2 ‖x̄‖2. If there is a su�ciently small constant Kα such that ‖f(x, x̂, t)‖2 ≤ Kα ‖x̄‖2, then
for every initial observer state x̂(0) the solution x̂ of the observer system (3.2a) converges

asymptotically towards the solution x of the system (2.61a).

Proof. Recall Eq. (3.12)
˙̄x = Ax̄+ f(x, x̂, t). (3.51)

The matrix A was shown to have eigenvalues with negative real parts in Lemma 2 under

mild assumptions. Then, by a well-known theorem (e.g. Liao et al. (2007), Th. 2.3.8), the

Lyapunov matrix equation

SA+ ATS = −I, (3.52)

where I is the identity matrix, has a unique positive de�nite, symmetric solution S. Hence,

the function

V (x̄, t) = x̄TSx̄ (3.53)

can be de�ned which obeys the items 1 and 2 of Theorem D.3 in the Appendix. Moreover,

di�erentiating V with respect to time, we obtain

dV (x̄, t)

dt
= x̄T

(
SA+ ATS

)
x̄+ 2x̄TSf(x, x̂, t). (3.54)

For the term on the right hand side of Eq. (3.54) we show the validity of the inequality

x̄T
(
SA+ ATS

)
x̄+ 2x̄TSf(x, x̂, t) ≤ −x̄T x̄+ 2λmax(S)Kα ‖x̄‖22 , (3.55)

where λmax(S) is the largest eigenvalue of S and the constant Kα is derived below. First,

due to the supposed Lipschitz inequalities for y and T , it follows, analogously to Eqs. (3.28)

and (3.29) in the proof of Theorem 1, that

‖f(x, x̂, t)‖2 ≤ Kα ‖x̄‖2 (3.56)
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3 Analysis of the Lang-Gilles observer

with

Kα := K1 ‖B‖2 + CK2K3

∥∥∥αD̂∥∥∥
2
‖P‖2 , (3.57)

where the constants K1, K2, K3, C are di�erent from those in Eq. (3.28) since we use the

2-norm. Second, by Eq. (3.52) we obtain

x̄T
(
SA+ ATS

)
x̄ = −x̄T x̄. (3.58)

Third, using the Cauchy-Schwarz inequality we obtain

2x̄TSf(x, x̂, t) ≤ 2
∣∣x̄TSf(x, x̂, t)

∣∣ CS

≤ 2
∥∥x̄T

∥∥
2
‖Sf(x, x̂, t)‖2

≤ 2
∥∥x̄T

∥∥
2
‖S‖2 ‖f(x, x̂, t)‖2

(3.56)

≤ 2
∥∥x̄T

∥∥
2
‖S‖2 Kα ‖x̄‖2

= 2λmax(S)Kα ‖x̄‖22 . (3.59)

Finally, Eq. (3.55) follows from Eqs. (3.58) and (3.59).

To ful�ll the remaining items 3 and 4 of Theorem D.3 in the Appendix and complete

our proof we must provide K-class functions β, γ and δ (cf. De�nition D.1, Appendix D).

Therefore, we de�ne

β(χ) := λmin(S)χ
2, (3.60a)

γ(χ) := λmax(S)χ
2, (3.60b)

δ(χ) := (1− 2Kαλmax(S))χ
2, (3.60c)

where λmin(S) is the smallest eigenvalue of S. Note that the values λmin(S), λmax(S) and

1 − 2Kαλmax(S) are positive as required by the de�nition of a K-class function; λmin(S)

and λmax(S) are positive eigenvalues of S since the matrix S is positive de�nite and the

value 1− 2Kαλmax(S) is positive if the constant Kα satis�es

Kα <
1

2λmax(S)
. (3.61)

Moreover, the inequality

λmin(S) ≤
x̄TSx̄

x̄T x̄
≤ λmax(S), x̄ 6= 0 (3.62)

holds due to Theorem D.4. Hence, multiplying Eq. (3.62) by xTx, we obtain

β(‖x̄‖2) = λmin(S)x̄
T x̄ ≤ x̄TSx̄ ≤ λmax(S)x̄

T x̄ = γ(‖x̄‖2). (3.63)

This ful�lls the item 3 of Theorem D.3. Furthermore, with δ de�ned by Eq. (3.60c) the item

4 of Theorem D.3 is also ful�lled because of Eqs. (3.54) and (3.55). Now, all assumptions

of Theorem D.3 are met and its statement completes our proof.
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3.3 Convergence analysis

Remark 3. Note that according to Eq. (3.57) the in�mum ofKα is given byK1 ‖B‖2. This
lower bound can be attained if α → 0. Varying α to reduce Kα might be even necessary

to ful�ll Eq. (3.61) and make the observer converge in the context of the theorem. This is

what we mean in the theorem statement by requiring α to be appropriately chosen.

As we can see from the proof of this theorem, if at all, the observer convergence is

only guaranteed if the in�mum K1 ‖B‖2 also ful�lls the condition stated by Eq. (3.61). In

other words, tuning of α is possible to a certain degree and is necessary to guarantee the

observer convergence. Note that the proof does not mean that the observer can't converge

for values of α which do not ful�ll Eq. (3.61). The reason is that the term 2x̄TSf(x, x̂, t)

in Eq. (3.54) can be negative while its upper bound 2λmax(S)Kα ‖x̄‖22 and even the term

(−1 + 2λmax(S)Kα) ‖x̄‖22, which is an upper bound for the right-hand side in Eq. (3.54), is

positive (i.e., Theorem 3 provides only su�cient conditions for the observer convergence).

In the next section, a tuning method combining these �ndings is presented.

3.3.4 A tuning method for Lang-Gilles observer

The tuning method in this section is based on Theorem 3. We derive the method for a

column section, assuming that L = Lj, M = ML
j , V = Vj, MV

j = 0. A derivation of

a method for the entire observer is also possible, however, the required approximations

therein and the tuning results would be looser.

If we extract from matrix A in Eq. (2.59) the matrix corresponding to a speci�c column

section Asec (e.g. rectifying section), we obtain

Asec =


− L

M
L
M

− L
M
. . . . . .

L
M

− L
M

 =
L

M


−1

1 −1
. . . . . .

1 −1

 =
L

M
Āsec. (3.64)

Thus, Eq. (3.52) becomes

SsecAsec + AT
secSsec = −I, (3.65)

or

S̄secĀsec + ĀT
secS̄sec = −I, (3.66)

where S̄sec is given implicitly as

Ssec =
M

L
S̄sec. (3.67)

71

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


3 Analysis of the Lang-Gilles observer

Eq. (3.67) expresses the solution Ssec of Eq. (3.65) in terms of the solution S̄sec of Eq. (3.66).

As Eq. (3.66) is independent of L/M , its solution S̄sec is a constant matrix. Hence, we can

write

λmax(Ssec) = ‖Ssec‖2 =
∥∥∥∥ML S̄sec

∥∥∥∥
2

=

∣∣∣∣ML
∣∣∣∣ ∥∥S̄sec

∥∥
2
∝ M

L
, (3.68)

where
∥∥S̄sec

∥∥
2
is a proportionality constant. The su�cient condition for convergence given

by Eq. (3.61) can be reformulated as

Kα < Kub =
1

2λmax(Ssec)
=

1

2
∥∥S̄sec

∥∥
2

L

M
, (3.69)

i.e., Kub is an upper bound for Kα dependent on L/M .

The spectral norm of the matrix Bsec, extracted from the matrix B in Eq. (2.59), corre-

sponding to the column section of our interest is given by

‖Bsec‖2 =
∥∥B̄sec

∥∥
2

V

M
, (3.70)

where

Bsec =


− V

M
V
M

− V
M

. . .

. . . V
M

− V
M

 =
V

M


−1 1

−1
. . .
. . . 1

−1

 =
V

M
B̄sec. (3.71)

Combining Eqs. (3.57), (3.69) and (3.70) , we obtain

K1

∥∥B̄sec

∥∥
2

V

M
+ CK2K3

∥∥∥αD̂∥∥∥
2
‖P‖2 <

1

2
∥∥S̄sec

∥∥
2

L

M
. (3.72)

In Eq. (3.72), we need to separate α from the product with D̂ within the norm for further

derivations. As α can be assumed to be a diagonal matrix with equal positive values on

its diagonal (see comments in Section 3.2.3), we can rewrite Eq. (3.72) as follows

K1

∥∥B̄sec

∥∥
2

V

M
+ CK2K3α

∥∥∥D̂∥∥∥
2
‖P‖2 <

1

2
∥∥S̄sec

∥∥
2

L

M
, (3.73)

where α can be assumed to be a scalar value. Thus, it follows from Eq. (3.73)

α <

(
1

2
∥∥S̄sec

∥∥
2

L

M
−K1

∥∥B̄sec

∥∥
2

V

M

)
/
(
CK2K3

∥∥∥D̂∥∥∥
2
‖P‖2

)
. (3.74)

Now we are left with the calculation of the constant C and estimation of constants K1, K2,

and K3. The constant C can be obtained from a well known inequality, see Golub and

Van Loan (1996),

1√
n
‖X‖2 ≤ ‖X‖1 , X ∈ Rm×n, (3.75)
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which we can use to extend Eq. (3.26) to

1
√
msecq

∥∥∥αD̂δŷ∗ ◦
(
P T̄

)∥∥∥
2

(3.75)

≤
∥∥∥αD̂δŷ∗ ◦

(
P T̄

)∥∥∥
1

CS

≤
∥∥∥αD̂δŷ∗

∥∥∥
2

∥∥P T̄
∥∥
2
, (3.76)

where msec is the number of trays in the column section and q the number of mixture

components. Therefore (cf. derivation of Eq. (3.27), where C is the constant in the

equivalence relation between two norms), it follows

C =
√
msec q. (3.77)

The constants K1 and K2 can be approximated using the truncated Taylor polynomials of

y and T for x̄ = 0 given as

ȳ ≈ ẏT (x̂) · x̄, T̄ ≈ Ṫ T (x̂) · x̄. (3.78)

Note that in Eq. (3.78), x̂ should be the intended steady state of column operation. By

the assumption ∃K1, K2 ∈ R : ‖ȳ‖2 ≤ K1 ‖x̄‖2 ,
∥∥T̄∥∥

2
≤ K2 ‖x̄‖2 of Theorem 3 and using

the approximations in Eq. (3.78), it follows

K1 = ‖ẏ(x̂)‖2 , K2 =
∥∥∥Ṫ (x̂)∥∥∥

2
. (3.79)

In the proof of Theorem 3, we assumed ∃K3 ∈ R : ‖δŷ∗‖2 ≤ K3. There are alternative

ways to estimate K3. The simplest way is to take the right-hand side of the well-known

relation

‖x‖2 ≤
√
n ‖x‖∞ , x ∈ Rn. (3.80)

This results in an upper bound for ‖δŷ∗‖2 in terms of the maximum value of the elements

of vector δŷ∗, denoted as δy, as follows

K3 :=
√
mseq q ‖δŷ∗‖∞ = δy

√
mseq q. (3.81)

The norms
∥∥S̄sec

∥∥
2
,
∥∥∥D̂∥∥∥

2
, and ‖P‖2 cannot be calculated symbolically and should be

determined numerically for each particular plant. Finally, inserting Eqs. (3.77), (3.79),

(3.81) into Eq. (3.74) results in

α <

(
1

2
∥∥S̄sec

∥∥
2

L

M
− ‖ẏ(x̂)‖2

∥∥B̄sec

∥∥
2

V

M

)
/
(
δy msec q

∥∥∥Ṫ (x̂)∥∥∥
2

∥∥∥D̂∥∥∥
2
‖P‖2

)
. (3.82)

To use Eq. (3.82) for tuning, we �rst could set

αcoarse :=

(
1

2
∥∥S̄sec

∥∥
2

L

M
− ‖ẏ(x̂)‖2

∥∥B̄sec

∥∥
2

V

M

)
/
(
δy msec q

∥∥∥Ṫ (x̂)∥∥∥
2

∥∥∥D̂∥∥∥
2
‖P‖2

)
(3.83)
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3 Analysis of the Lang-Gilles observer

and then, �nd an appropriate αfine with αfine ≤ αcoarse by improving αcoarse through

repeated simulations (�ne tuning). However, the numerator in Eq. (3.83) is required to

be positive and a poor approximate ‖ẏ(x̂)‖2 of K1 can prevent this. Since Eq. (3.82)

and consequently Eq. (3.83) stem from su�cient and not necessary conditions for observer

convergence, αfine if at all obtainable from repeated simulations starting with αcoarse as

given by Eq. (3.83) can turn out to be too small and not allow fast convergence. Therefore,

a better alternative to Eq. (3.83) is the formula

αcoarse :=

(
1

2
∥∥S̄sec

∥∥
2

L

M

)
/
(
δy msec q

∥∥∥Ṫ (x̂)∥∥∥
2

∥∥∥D̂∥∥∥
2
‖P‖2

)
, (3.84)

which provides a larger initial value for observer tuning. Eq. (3.84) depends obviously on

L/M but not on V/M . A simulation example in the next section shows in agreement with

Eq. (3.84) that larger values L/M increase and, in contrast to that, V/M has no noticeable

e�ect on the convergence rate of the observer.

3.3.5 An e�ect of internal �ows on the observer convergence time

The simulation study in Section 3.3.5 is based on the plant layout for the separation of

an acetone-chloroform-benzene-toluene mixture shown in Fig. 1.1. Further details on the

layout and model are given in Appendix C.5.

Simulation scenario

In the selected scenario, the feed �ow rate F2, see Fig. 1.1, is varied to demonstrate that

the internal column �ows a�ect the observer convergence time. The initial state of the

plant corresponds to a steady state reached for the feed �ow rate F2 = 10 mol/s (this

is the nominal condition given in Appendix C.5). The observer is started from a steady

state corresponding to a feed �ow rate F2 = 10.1 mol/s, i.e. with 1 %-bias. When the

simulation approaches the time t = 1 h, the feed �ow rate of the observer is decreased

from 10.1 mol/s to 10 mol/s and the observer gain parameters α are (i) kept the same,

or (ii) set to zero. In either case, the observer starts moving towards the steady state of

the plant model and converges �nally to this steady state. For non-zero gain parameters

α a faster convergence can be expected. This is illustrated best by the convergence of

the temperature di�erences included in the observer feedback. Figures 3.2 � 3.4 depict

transients of the temperature di�erences between the plant and observer models with non-

zero and zero gains respectively. The columns in the plant are labeled by C1, C2 and

C3, while δTj1 = T̂j1 − Tj1 , δTj2 = T̂j2 − Tj2 and δTj3 = T̂j3 − Tj3 denote the di�erences'

transients on trays j1, j2, j3, which relate to the three properly selected temperatures in

each column constituting the di�erences. The simulation utilizes models of column sections
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3.3 Convergence analysis

Table 3.1: Mean values of the factors L
2M

and V
M

in the columns C1, C2, and C3

column ∅ L
2M

∅ V
M

C1 0.027 0.03

C2 0.020 0.035

C3 0.012 0.022

with L = Lj, M = ML
j , V = Vj, and MV

j = 0. The observer gain parameters were tuned

by a model-based approach in two steps, namely coarse and �ne tuning. The overall tuning

target was to make the observer as fast as possible and converge in at most half the time

of the plant2. The tuning approach is as follows. First, we tuned the gain parameters of

each observer column through repeated simulation together with the corresponding plant

column apart from the other two columns. Subdividing the plant in individual columns

in the �rst tuning step helps to reduce the number of trial-and-error iterations which are

necessary to reach the overall tuning target. To further reduce the e�ort in the �rst tuning

step, one could implement Eq. (3.84) and make the simulations with individual columns

obsolete. Second, the gain parameters from the �rst part of the tuning routine were �ne-

tuned by repeated simulations of the plant and observer with all columns (the nominal data

and observer tuning parameters are summarized in Appendix C.5). The second tuning step

is necessary as the observer including the columns which were tuned separately may be

unstable and we need to lower the gain parameters obtained in the �rst tuning step. As a

result, the gain parameters should be close to their upper limits below which the observer

convergence is retained. The gain parameters which are close to their upper limits will be

necessary to draw conclusions from the simulation results.

Discussion

Deeper insights into the observer's qualitative behavior are delivered by analysis of Theo-

rems 1 � 3 and their proofs. In the following, we discuss general observations with respect

to these theorems. If using non-zero gains, the results for columns C1 and C2 depicted in

Fig. 3.2 and 3.3 di�er from those for column C3 in Fig. 3.4 in the time of convergence. The

time which column C3 needs to converge (C3: 10h, 10h, 11h) is nearly double compared

to the former ones (C1: 8h, 5h, 5h; C2: 6h, 6h, 4h). Do our theorems indicate why this

happens? Indeed they do, though there are undoubtedly other e�ects in�uencing observer

convergence. However, we only focus on those which can be explained by the proved the-

orems. We remark that the longer convergence time of the observer in column C3 is not

2 The ACBT process needs about 25 hours to reach a steady state, see Figures 3.3 and 3.4.
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3 Analysis of the Lang-Gilles observer

Figure 3.2: Step responses of δT2, δT29, and δT46 in column C1 with zero and non-zero gains

after a 1%-step in feed �ow rate F2; dotted vertical lines mark the time point of change in

feed �ow rate F2; dotted horizontal lines mark the zero lines.

caused by its small gains, the gains are rather too large due to the observed overshoots.

The observer gain tuning parameters α for column C2 seem to be rather too small as there

are no overshoots. However, these were the largest parameters obtained by our tuning.

Coming back to our simulation results, Table 3.1 lists mean values for both factors

L/2M and V/M in each column. We can use Eq. (3.82) to interpret these factors. As

our tuning aimed at the largest possible gain parameters α, there should be a strong
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3.3 Convergence analysis

Figure 3.3: Step responses of δT2, δT5, and δT18 in column C2 with zero and non-zero gains

after a 1%-step in feed �ow rate F2; dotted vertical lines mark the time point of change in

feed �ow rate F2; dotted horizontal lines mark the zero lines.

relation between α and their upper bounds as given by Eq. (3.84). A change in the factors

L/2M and V/M , which are included in the upper bounds, should also a�ect the tuning

of the gain parameters and consequently the convergence time. Note that a looser tuning

would not allow such a conclusion. So, if the factors L/2M and V/M a�ect somehow the

convergence time then, due to Eq. (3.82), L/2M should be inversely proportional and V/M
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Figure 3.4: Step responses of δT2, δT9, and δT36 in column C3 with zero and non-zero gains

after a 1%-step in feed �ow rate F2; dotted vertical lines mark the time point of change in

feed �ow rate F2; dotted horizontal lines mark the zero lines.

be proportional to the convergence time. However, this argumentation is limited by the

fact that in a well-operated column, changes in L may be followed by changes in V and

vice versa. Hence, the particular e�ects of a change in one �ow rate might be canceled by

the e�ects of a change in the other �ow rate. Consider again Table 3.1. We can observe

that the factor L/2M corresponds well with the observed convergence time when looking

at the columns C3 and C2 or C3 and C1. The table values suggest that the temperature
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di�erences in column C3 must converge about half as fast as those in columns C1 and

C2. This conclusion is also con�rmed by Figures 3.2 � 3.4. However, the picture is not so

clear for columns C1 and C2 where we would expect C1 to converge faster than C2. If we

then compare the convergence times in Figures 3.2 and 3.3, we cannot distinguish clearly

between the columns as the temperature di�erences in column C1 converge within 8h, 5h,

and 5h and in column C2 within 6h, 6h, and 4h. Our suboptimal tuning could be one

of the main reasons for this behavior. Some mutually canceling e�ects as those indicated

above for liquid and vapor �ow rates L and V are also possible.

In contrast to the factor L/2M , the values for V/M in Table 3.1 do not allow to draw

a clear conclusion about the convergence times of the temperature di�erences. These

values suggest that the temperature di�erences in column C2 converge slowest, those in

column C1 somewhat faster, and those in column C3 fastest. This not only contradicts the

conclusions drawn from the values for factor L/2M in Table 3.1 but also the conclusions

drawn from Figures 3.2 � 3.4. This supports our suggestion to consider the factor L/2M

and to drop V/M for observer tuning, i.e., to use Eq. (3.84) instead of Eq. (3.83).

3.4 Chapter summary

In this chapter, we examined the conditions for convergence of the Lang-Gilles observer for

which no convergence results have been known. Three theorems with di�erent assumptions

implying observer convergence were presented and proved.

Theorem 1 claims observer convergence supposing a decomposition of matrix A into

a lower triangular matrix G and a strictly upper triangular matrix E as A = G + E.

Moreover constant observer gain parameters α and strict conditions on vapor compositions

and temperatures are assumed. It is essential for the proof that the matrix G has negative

eigenvalues under intended operating conditions, where the liquid �ows down and the vapor

up the distillation column. The matrix E includes the values which can be assigned to

the particular �ows between the distillation columns in the plant, where matrix E is a

zero-matrix if there are no such �ows between the columns. Applying Theorem D.1 to the

decomposition of matrix A we can show that the eigenvalues of A also will be negative if

‖E‖2 is su�ciently small. However, the value ‖E‖2 could also be too large. This would

not necessarily constrain the validity of the �rst theorem because we only need to show

that the matrix A has negative eigenvalues what could be the case even if ‖E‖2 is not

su�ciently small in the sense of Theorem D.1. Instead of relying on Theorem D.1, the

eigenvalues of A can be calculated numerically for a particular plant. The conditions on
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3 Analysis of the Lang-Gilles observer

vapor compositions and temperatures expressed as

∃K1 ∈ R : ‖ȳ‖∞ ≤ K1 ‖x̄‖1+β1

∞ , (3.85)

∃K2 ∈ R :
∥∥T̄∥∥∞ ≤ K2 ‖x̄‖1+β2

∞ , (3.86)

are di�cult to ful�ll in the practice, see Remark 1. They are required to be able to apply

Theorem D.2, though. Their strictness arises from the exponents 1 + β1 and 1 + β2 and,

as a consequence, the vapor concentrations and temperatures of the plant and observer

must be very close to each other to agree with the strict conditions. The aim of the second

theorem is, therefore, to replace one of these conditions with a milder one and reveal a

condition which must be made stricter instead.

Theorem 2 substitutes the milder condition

∃K2 ∈ R :
∥∥T̄∥∥∞ ≤ K2 ‖x̄‖∞ (3.87)

for the condition given by Eq. (3.86). This new condition is equivalent to the requirement

of the Lipschitz continuity for temperature T . It is well known that if T is assumed

Lipschitz, then its derivative is bounded and it is di�erentiable almost everywhere. Thus,

from the mathematical point of view, Lipschitz continuity is a very valuable theoretical

property of a function. However, having a new milder condition we need to constrain the

observer gain parameter α with a bound. This is a surprising result of the second theorem

as α and temperature T seem to be independent. Looking closely, we recognize that α

and T constitute the observer feedback term and in that sense they are not independent.

The restriction on one of these variables can therefore be shifted to the other. On the

other hand, if we could use milder conditions for �free�, this would mean that the theorem

is not stated well and should be improved. The question is also, can we replace both

strict conditions given by Eqs. (3.85) and (3.86) to obtain Lipschitz continuity for vapor

compositions and temperature and which compromise do we have to make? The answer

on this question is given by the third theorem.

Theorem 3 replaces both strict conditions with the following ones

∃K1 ∈ R : ‖ȳ‖2 ≤ K1 ‖x̄‖2 , (3.88)

∃K2 ∈ R :
∥∥T̄∥∥

2
≤ K2 ‖x̄‖2 , (3.89)

but requires the use of the Lyapunov theory for the proof. Also here we need to show that

the matrix A has negative eigenvalues and, in contrast to Theorems 1 and 2, it is su�cient

to derive a bound for f which is merely linear in ‖x̄‖2. The proof of the theorem delivers

a natural bound for the observer gain parameter α given in Eq. (3.74) which serves as a

basis for the tuning method derived in Section 3.3.4. As pointed out in Section 3.3.4, this

bound is not tight. However, the derived bound allows the identi�cation of the fraction
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term L/M as a limiting factor for α. In contrast to the term L/M , the fraction term V/M

does not seem to a�ect α to the extent L/M does (cf. Section 3.3.5).

Future work might focus on completion of the observer theory. Especially the use of

Theorem D.1 is a weak point in the proofs of the three convergence theorems. Neverthe-

less, this does not limit the usage of the theorems as the eigenvalues can be calculated

numerically. Note that the three theorems provide only su�cient conditions for observer

convergence. However, the necessary conditions are also desirable, and in the best case

su�cient and necessary conditions for observer convergence should be identi�ed. If suf-

�cient and necessary conditions for observer convergence can be found, then probably a

better bound for α and consequently a more e�cient tuning method could be derived. On

the other hand, an improvement of the proposed bound in Eq. (3.84), which reduces the

number of the simulations required for �ne tuning, might be easier and more relevant for

the plant observers including several columns from the practical point of view.
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4 E�ciency estimation in distillation

columns

In the previous chapters, we have focused on distillation modelling and the theory of the

Lang-Gilles observer. In the following, we will present two applications of this observer.

In the last chapter, the separation e�ciency of a column was assumed to be known

and constant. However, in practice, this parameter changes with operating conditions.

In this chapter, we discuss available methods for tray e�ciency estimation in distillation

columns, and contribute in more detail to a new method for on-line e�ciency estimation.

The Lang-Gilles observer takes on an important role in this method as it allows inclusion

of current measurements in the estimation procedure. Furthermore, we show e�ectiveness

of the estimation method in a case study.

Parts of Sections 4.1, 4.2, and 4.3 have been published before (Stuckert et al., 2012). To

better integrate published contents into this thesis, some modi�cations were necessary.

4.1 Introduction

Estimation of tray or column e�ciencies in distillation columns is known to be highly

relevant for the design and operation of distillation columns. There are several de�nitions of

e�ciency in the literature. An overview of the de�nitions is given by Klemola (1997). One

of them, the Murphree tray e�ciency, is used very often and was introduced in Section 2.3.

It is known that the Murphree tray e�ciency depends on the mixture properties, vapor and

liquid �ow conditions, and device geometry (Fair et al., 1983). Since this dependency is

very complex and not completely understood, various correlations exist for the prediction of

tray e�ciency. According to Klemola (1997), the prediction methods include the following:

(a) Methods based on laboratory measurements: These methods require that the de�nition

of an e�ciency is used directly. For example, to obtain the Murphree tray e�ciency,

the inlet and outlet vapor and the liquid compositions are measured at certain points

on a tray. Then, the vapor equilibrium composition is calculated from the liquid

composition and the point e�ciency is computed from all these values by applying

Eq. (2.24). Since the point e�ciency is only locally applicable, it is often converted

82

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


4.1 Introduction

into the Murphree tray e�ciency using Eq. (2.26a) or (2.26b). There are also other

known equations to convert the point into the tray e�ciency and the choice of the

appropriate equation depends on the actual �ow directions and mixing conditions in

the column (Lewis Jr., 1936). A study applying this method is given by Young and

Weber (1972).

(b) Empirical methods: These methods provide rough estimates of the overall column

e�ciency EOC , de�ned as the ratio of the number of theoretical trays to the number

of actual trays, based on very few variables, e.g., viscosity and relative volatility. One

of the �rst empirical correlations for staged columns was derived by Drickamer and

Bradford (1943) and is given as

EOC = 17− 61.1 log µ̄F , (4.1)

where µ̄F is the viscosity evaluated at the arithmetic average between the column top

and bottom temperatures. The correlation was derived empirically for data from 54

columns and recommended for use if the relative volatility is higher than 4. Eq. (4.1)

was improved by O'Connell (1946). The new correlation also included the relative

volatility α and reads as

EOC = 0.492 (µ̄Fα)
−0.245 , (4.2)

where α and µ̄F are again evaluated at the arithmetic average between the column top

and bottom temperatures. Due to its simplicity, acceptable accuracy, and reliability,

this correlation became a standard in industry (Kister, 1992).

(c) Theoretical methods which also partly incorporate empirical correlations: These meth-

ods are derived on the basis of the two-�lm theory (Lewis and Whitman, 1924). In

particular, Eq. (2.30) in scalar form is taken to predict the overall number of trans-

fer units on tray j, NTUOV,j, in terms of the number of vapor phase transfer units

NTUV,j and the number of liquid phase transfer units NTUL,j. The variables NTUV,j

and NTUL,j are estimated using empirical correlations. There is a number of corre-

lations for computation of NTUV,j and NTUL,j (for an overview see Kooijman and

Taylor, 2000), many of them are based on the �rst work on this topic presented by

AIChE (1958). There, the correlations for estimating NTUV,j and NTUL,j on sieve

trays were given as

NTUV,j =
0.776 + 4.57hw − 0.238Fs + 104.8QL/W√

ScV
, (4.3a)

NTUL,j = 19.7
√
DL (0.4Fs + 0.17) tL, (4.3b)
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4 E�ciency estimation in distillation columns

where FS is the super�cial factor, ScV is the vapor-phase Schmidt number, hw is the

exit weir height, W is the weir length, QL is the volumetric liquid �ow rate, DL is the

Fick di�usivity in the liquid phase, and tL is the liquid-phase residence time (Taylor

and Krishna, 1993). The obtained estimate of NTUOV,j can be used to calculate the

point e�ciency by Eq. (2.29) and then, the Murphree tray e�ciency by Eqs. (2.28a)

or (2.28b).

(d) Estimation by comparison with similar operating columns: These methods aim at

gathering e�ciency data from labaratory, pilot, or industrial distillation columns and

carrying the results over to other types of columns. The methods have been developed

since late 1950s and peaked in the work of Fair et al. (1983), who showed that a

scale-up of the Murphree point e�ciency from their laboratory Oldershaw columns to

industrial columns is possible. In this work, the authors converted the already acquired

overall column e�ciency of an industrial column to the Murphree point e�ciency. They

also gathered data from their Oldershaw columns with di�erent tray speci�cations for

several binary mixtures. For these speci�cations, the Murphree point e�ciencies were

determined by taking compositions at the top and bottom, computing the required

numbers of theoretical trays by using the vapor-liquid equilibrium data, calculating the

overall column e�ciencies from the numbers of theoretical and actual trays, and �nally,

approximating the Murphree point e�ciencies from the overall column e�ciencies.

They concluded that under certain conditions the Murphree point e�ciencies of the

Oldershaw columns were in good agreement with the industrial columns and proposed

to augment the methods (a), (b), and (c) for e�ciency prediction, already known at

that time, with their method.

Note that the methods (a), (b), (c), and (d) have exclusively been used to support column

design. The nominal tray e�ciencies assumed during column design may deviate signi�-

cantly from those in actual column operation for various reasons, including load changes

and tray fouling. Hence, in a running distillation plant, all e�ciency predictions based

on these well-known methods are less applicable as also emphasized in the recent work

of Sadeghifar (2015). Several indicators are currently available for monitoring of a possi-

ble loss of separation e�ciency, including laboratory analyses of products or observation

of the column temperature pro�le. Nevertheless, performance tests are vital for reliable

estimation of tray e�ciencies, although time-consuming tests are often undesirable. The

importance of performance testing even for well-performing distillation units is emphasized

by Kister (1990) as accurate estimates of tray e�ciencies result in operating cost savings.

These cost savings might result from

• reduced troubleshooting e�ort if unit malfunctions appear later,
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• improved operating conditions from better insight into the process,

• suggestions for improving the process from exchange of data and ideas with plant

designers,

• reliable test data allowing research engineers to improve proprietary procedures in

their companies.

Again, considering Klemola's observation (Klemola, 1997) that performance degradation

can be caused by small changes in the operating conditions, an estimation scheme should

rely on actual plant measurement information and hence on measurement feedback. If tray

e�ciencies could be estimated by an on-line algorithm then the plant operator could use

the information about actual tray e�ciencies to run the plant more optimally.

To the best of our knowledge, there are no reports on adaptation of the e�ciency-

prediction methods outlined above for on-line e�ciency estimation. However, there are

other estimation techniques which are suitable for on-line estimation. In particular, the

state observers introduced in Section 3.1, which have been used successfully for the esti-

mation of compositions in distillation columns (Quintero-Marmol et al., 1991, Diehl et al.,

2003, Grüner et al., 2004, Fortuna et al., 2005, Olanrewaju et al., 2012, etc.), could also be

adopted for the estimation of tray e�ciency when extending the observer state vector by the

Murphree tray e�ciency. Mejdell and Skogestad (1991a) developed principal-component-

regression (PCR) and partial-least-squares (PLS) estimators to calculate distillate and

bottom compositions in a column from the temperature measurements on di�erent trays.

These are linear estimators, whereas the relation between the compositions and the temper-

atures is highly nonlinear. Therefore, the authors use weighting functions and logarithmic

transformations of compositions and temperatures to reduce model nonlinearity and report

that their estimators perform well even for multi-component mixtures, pressure variations,

and changes in operating conditions. Since the de�nition of the Murphree tray e�ciency

makes use of the vapor compositions, these estimators could presumably be modi�ed to

compute the Murphree e�ciencies, too.

A di�erent view on the estimation of the Murphree tray e�ciencies is to think of it as

a method for fault detection. A fault is de�ned as a departure from an acceptable range

of an observed variable or a calculated parameter associated with a process (Himmelblau,

1978). So, fault detection is concerned with the detection of abnormal operating condi-

tions. If we de�ne some appropriate ranges for the Murphree e�ciencies we can consider

adopting a method for fault detection to detect the situations when the e�ciencies leave

the favorable ranges (e.g., due to a strong fouling). The importance of the methods aiming

at prediction and prevention of operation troubles such as fouling, plugging, and so on,

was emphasized by Kano and Ogawa (2010) who refer to the Aboshi plant that could
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4 E�ciency estimation in distillation columns

triple the productivity per plant employee after various methods have been implemented.

A comprehensive overview over the diagnostic methods is given by Venkatasubramanian

et al. (2003a,b,c). According to Venkatasubramanian et al. (2003c), the diagnostic methods

can be subdivided into process history based, qualitative model-based, and quantitative

model-based methods. The process history based methods include neural networks, PCR

and PLS, and statistical (e.g. Bayes) classi�ers (Venkatasubramanian et al., 2003b). These

methods are developed using historical process data. Due to the lower modeling e�ort and

simplicity, they have been widely used in the process industry. As Venkatasubramanian

et al. (2003b) pointed out, the scope of the industrial applications is often restricted to

sensor faults while the parametric faults, for which the model-based approaches might be

more suitable since the processes are often strong nonlinear, have been less considered. As

in our case the Murphree e�ciencies leaving some desired ranges are considered parametric

faults we focus on the quantitative model-based methods. So, the qualitative methods are

left to the interested reader (Venkatasubramanian et al., 2003a). The quantitative model-

based methods utilize, among others, the state observers, Kalman �lters and least-squares

parameter estimators similar to those presented above but focus more on decoupling the

e�ects of faults from the e�ects of modeling errors. One of these methods, which is very

similar to our method for e�ciency estimation introduced later, was derived by Watanabe

and Himmelblau (1983a). The authors proposed a two-level strategy for fault detection.

The �rst level consists of estimation of the states of a process by a Luenberger observer.

The second level consists of an estimation of the fault parameters by a least-squares pro-

cedure. This method was applied to a chemical reactor and shown to be faster than EKF

as well as yielding unbiased and precise estimates (Watanabe and Himmelblau, 1983b).

The estimator proposed in Section 4.2 follows that idea to combine the state and param-

eter estimation into a two-level procedure. To this end, the state observer for distillation

columns previously introduced in Section 3.2.2 is adopted and extended. Remember that

it only relies on temperature measurements and requires VLE data for implementation.

E�ciency estimates are periodically determined by means of nonlinear parameter estima-

tion. The estimator is expected to monitor e�ciency losses in columns as a result of fouling

or foaming, for example.

The chapter is organized as follows. First, we state the estimation problem for the Mur-

phree e�ciency parameters. Then we discuss the new estimation algorithm �rst proposed

by Stuckert et al. (2012). Next, a case study showing the e�ectiveness of this algorithm

is presented. Finally, we discuss the results obtained and give an outlook for possible

improvements of the algorithm.
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4.2 Sequential state and parameter estimation

We propose to estimate the Murphree e�ciency matrix in terms of estimating Cl, which

may be de�ned as CL
l or CV

l in one of Eqs. (2.42c), (2.42d), (2.43c), and (2.43d) depending

on the use case. The relations (2.42a), (2.42b), (2.43a), and (2.43b) could be in principle

adopted, too. In this Chapter, Eq. (2.42d) is used, i.e., we assume that Cl = CL
l . The

suggested algorithm for Cl estimation incorporates the Lang-Gilles observer used in two

ways: (i) for estimating the current state of the plant on the sampling grid, and (ii) for

prediction of the observer temperatures when solving an optimization problem to obtain

a new estimate for Cl. Cl is estimated periodically and it replaces the old value. Sirohi

et al. (1996) compared a very similar algorithm (the old parameter value is especially not

updated) for on-line parameter estimation in a continuous polymerization process with

the common approach that extends the state vector in a state observer by adjoining it

with the vector of unknown parameters (combined parameter and state estimation). They

found that both approaches give identical results, however, the combined parameter and

state estimation based on an EKF performed better for noisy measurements. Even so, we

prefer not to use a combined parameter and state estimation. The main reason is that the

estimation of the e�ciency parameters, as proposed below, requires temperature di�erences

measured between certain column trays, and our algorithm provides a natural way to

exploit this particular information from the temperature measurements. Otherwise, the

same information is di�cult to incorporate in a combined parameter and state estimation,

and without it, the extended state vector may su�er from low observability.

In the following, we formulate the estimation problems (i) and (ii) in Sections 4.2.1 and

4.2.2. Then, we introduce the entire algorithm in Section 4.2.3.

4.2.1 Estimation of the state variables

In order to estimate the state variables, the Lang-Gilles observer from Section 3.2.2 is used.

The observer is initialized at time tj with the state vector x̂(tj) (liquid compositions on all

trays) and e�ciency parameter Ĉl. The observer task is formulated as follows.

For a given initial state vector x̂(tj), the e�ciency parameter Ĉl, and assuming that at

least q − 1 temperature measurements for the observer correction term T̃j1 , . . . , T̃jq−1 on

trays j1, . . . , jq−1 are available, estimate the state variables x̂(t) for t > tj.

Recall that trays j1, . . . , jq−1 are chosen from the trays located in the regions with high

mass transfer. For properly designed columns, these regions should be in the middle parts

of the column sections.
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4.2.2 Estimation of the Murphree e�ciency matrix

Estimation of the Murphree e�ciency matrix is based on the observation that EMV → 0 if

Cl → 0 and EMV → I if Cl → ∞, i.e., larger Cl values increase and smaller Cl values reduce

the mass transfer rate. The magnitude of the temperature di�erence ∆Tk,m = T̃k − T̃m

between two trays k and m is also a�ected by Cl variations. Assume that measurements

∆Tk,m are available on a time interval [tj−1, tj] for carefully selected trays k and m. Note

that the trays k and m should be chosen as close as possible to the column (section) ends

if one e�ciency factor Cl per column (section) is assumed. Otherwise, the estimated factor

Ĉl cannot represent the separation e�ciency of that column (section). The trays k and m

are in particular not the same as those used in the observer correction term. Using the

observer model from Section 3.2.2, the temperature di�erence ∆T̂ pred
k,m can also be predicted

on time interval [tj−1, tj] for any value of Cl by a simulation initialized with the observed

state x̂(tj−1) at time tj−1. In order to calculate Ĉl, the parameter estimation problem, in

which the di�erence between the predicted temperature di�erence and the corresponding

measurements is minimized in the Euclidean norm, is formulated as

min
Ĉl

∥∥∥{∆T̂ pred
k,m (t, Ĉl)−∆Tk,m(t) : tj−1 ≤ t ≤ tj

}∥∥∥2
2
, (4.4)

where tj refers to the time at which the estimation is to be triggered. The minimization

problem is solved by a trust-region algorithm (function lsqnonlin) delivered with Matlab

(The MathWorks, Inc., 1994�2016).

4.2.3 Periodic estimation of the Murphree e�ciency matrix and

observer states

Our method for estimation of the Murphree e�ciency matrix EMV consists of a two-level

procedure. Our main goal is to estimate Cl which is then used in Eq. (2.42d) to calculate

EMV . The observer task in level one of the method is de�ned in Section 4.2.1, namely,

to continuously provide state estimates. The observer is initialized at time t0 with the

state vector x̂(t0) and the e�ciency parameter Ĉl. In addition, for j = 1, . . . ,∞ time

intervals [tj−1, tj] between two updates of Ĉl are chosen. For simplicity, the points in time

{ti : i = 0, . . . ,∞} can be distributed equidistantly, however, the interval lengths must be

such that the observer can converge before Ĉl is re-estimated. This is done at time tj

when the method is switched from phase one (state estimation) to phase two (parameter

estimation) which is de�ned in Section 4.2.2. Then, a new estimate for Cl, denoted by

Ĉnew
l , is calculated using the state estimates x̂(tj−1) for initialization at time tj−1 and

the temperature measurements on interval [tj−1, tj] to obtain the temperature di�erence

∆Tk,m(t) between trays k and m for t ∈ [tj−1, tj]. Once there is an update for Ĉl, the level
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Figure 4.1: Periodic estimation of Murphree e�ciency and observer states

two is switched to level one, i.e., Ĉnew
l replaces the old value in the observer from level

one that starts to estimate its state variables on interval [tj, tj+1]. The combined state and

parameter estimation algorithm is summarized in Figure 4.1.

The convergence of this algorithm is expected if Ĉl stays identi�able and the states

stay observable. Gerdin (2006) presented the criteria for the locally de�ned identi�ability

and observability of nonlinear DAEs supporting our expectation. In the next section,

convergence of the algorithm is assessed in terms of a simulation study.

4.3 Case study: methanol-ethanol-water separation

The performance of the combined state and parameter estimation scheme is illustrated

by means of the separation of pure methanol from a methanol-ethanol-water mixture (pa-

rameters for calculation of activity coe�cients and vapor pressures are summarized in

Appendix C.2). The plant replacement consists of one distillation column modeled by

Eqs. (2.53a) � (2.57d) in Section 2.4.2. The applicability of the estimation scheme for

plants including several columns was not in the focus of this study and must be exam-

ined in the future. Our column consists of a reboiler, a rectifying and stripping section, a

feed tray, and a condenser. Every section has 20 trays, the feed �ow rate and the molar
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compositions are set to 1 kg/s and [0.4 0.2 0.2], the re�ux and vapor boil-up rates are

set to 1.56 kg/s and 1 kg/s (i.e., perfect re�ux and boil-up rate control is assumed), and

the column is operated at normal pressure, i.e., Eqs. (2.53d), (2.56e) are neglected and on

each tray in the column, normal pressure is assumed. A state observer is implemented for

the column as sketched in Section 3.2.2 without plant-model mismatch. The observer gain

parameter α is set to 0.02 in the rectifying section and to 0.06 in the stripping section.

This state observer is used in both levels of the estimation algorithm, i.e., for the state and

Cl estimation. The temperatures used in the observer correction term are measured on

trays 17 and 38. For Cl estimation, we use temperatures on trays 4 and 16 of each column

section to calculate the temperature di�erences between them. We denote the e�ciency

factor in the plant-replacement model and in the observer by Ctrue
l and Ĉl, respectively.

The superscripts rec and str are used to refer to quantities in the rectifying or stripping

sections. The estimation of Cl is triggered every 30 minutes.

In the following, we consider three di�erent scenarios distinguished by the assumed

number of Cl factors (one single factor for both column sections, i.e. Ctrue
l := Ctrue,rec

l =

Ctrue,str
l , or multiple factors, i.e. Ctrue,rec

l 6= Ctrue,str
l ) and by their time behavior (constant

or drifting). The simulated time is 47 hours.

4.3.1 One single constant Ctrue
l

Both the plant model and the observer have uniform e�ciency factors. We choose Ctrue
l =

0.8 and start the observer with Ĉl = 4. These factors correspond to EMV,j = I − (I + 0.8 ·
Ψ−1

j )−1 and EMV,j = I − (I + 4 · Ψ−1
j )−1 on tray j by Eq. (2.42d). Figures 4.2 and 4.3

show the results which demonstrate that the algorithm converges to Ctrue
l after about 5

estimation cycles, i.e., 5 calls of Eq. (4.4), corresponding to 2.5 hours. However, since Ctrue
l

stays constant during the simulation, the work is mainly done by level one of the algorithm,

i.e., by the state observer used as a state estimator. This is the simplest situation for the

algorithm. A more di�cult situation, when a drifting e�ciency factor must be estimated,

is dealt with in Section 4.3.2.

4.3.2 One single drifting Ctrue
l

Both the plant-replacement model and the observer have uniform e�ciency factors. The

initial situation is the same as in Section 4.3.1 (see Figure 4.3), but Ctrue
l starts drifting

with a rate of 0.2 per 24 h after about 11.5 h, see Figures 4.4 and 4.5. Handling of such

drifts is necessary to monitor the occurrence of fouling in the column, for example. This

case does not raise any di�culties for the algorithm either. The algorithm is capable to

accurately estimate the parameter Ctrue
l even during the parameter drift. Note that the
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Figure 4.2: One single constant Ctrue
l Figure 4.3: One single constant Ctrue

l within

the time range 0 . . . 3 h

Figure 4.4: One single drifting Ctrue
l Figure 4.5: One single drifting Ctrue

l within

the time range 11 . . . 15 h

situation becomes more challenging when one Murphree e�ciency per column section is

assumed as introduced in Section 4.3.3.

4.3.3 Multiple drifting Ctrue
l

In this more realistic scenario, we drop the assumption of uniform e�ciency factors in

favor of two factors Ctrue,rec
l and Ctrue,str

l , i.e., introduce one uniform factor per section,
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and allow their drifting. This choice is in agreement with Eq. (2.38b) a�ecting Eq. (2.42d)

for Murphree tray e�ciency in that the stripping factor Vj

Lj
Ψj being a part of Eq. (2.38b),

and consequently our Cl factor taken from Eq. (2.37b), is signi�cantly di�erent in both

column sections since the corresponding liquid and vapor �ow rates are di�erent. Using the

same argument, Kister (1992) suggests assuming di�erent values for Murphree e�ciencies

even in the subsections of a column section if the e�ciencies vary signi�cantly throughout

this column section. A simultaneous estimation of both factors is now more di�cult than in

Figure 4.6: Multiple drifting Ctrue
l Figure 4.7: Multiple drifting Ctrue

l within the

time range 0 . . . 10 h

the previous cases due to strong couplings of temperature di�erences and e�ciency factors

in both sections. Note that a sequential estimation of both factors, i.e., an estimation

of Ĉrec
l and Ĉstr

l alternating by time intervals, is disadvantageous since the parameters

interfere more with each other. This interference appears because every change of the

e�ciency factor in one column section also a�ects the tray temperatures and consequently

the estimation of the e�ciency factor in the other column section.

During the �rst 6 hours, the estimation quality is not satisfactory, see Figures 4.6 and

4.7. While in the stripping section the estimate Ĉstr
l is improved after two hours, in the

rectifying section, Ĉrec
l stays unchanged during the �rst 5 hours or 10 estimation cycles.

More accurate estimates for both e�ciency factors are obtained not until 20 estimation

cycles (10 hours) have been performed. The main reason for the poor estimation quality

in the �rst 6 hours is that in level one of the algorithm the observer has not converged.

For example, consider the top and bottom product concentrations shown in Figures 4.8

� 4.11 and for the time range 0 − 10 h in Figures 4.12 � 4.15. We can observe that

all these concentrations, and in particular the ethanol concentration in the reboiler, are
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Figure 4.8: Methanol concentration in the

condenser

Figure 4.9: Ethanol concentration in the

condenser

Figure 4.10: Methanol concentration in

the reboiler

Figure 4.11: Ethanol concentration in the

reboiler
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estimated poorly. As parameter estimation in level two of the algorithm requires a good

initial state estimate, these poor state estimates result in an insu�cient quality of the

parameter estimates. However, after the observer has converged, good estimates of the

e�ciency factors are obtained. Figure 4.6 depicts the results thereof.

Figure 4.12: Methanol concentration in

the condenser within the time range

0 . . . 10 h

Figure 4.13: Ethanol concentration in the

condenser within the time range 0 . . . 10 h

Figure 4.14: Methanol concentration in

the reboiler within the time range 0 . . . 10 h

Figure 4.15: Ethanol concentration in the

reboiler within the time range 0 . . . 10 h
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4.4 Chapter summary

4.4 Chapter summary

To estimate the e�ciency factor Cl, de�ned by Eq. (2.37a) or (2.37b), on-line, we proposed

a two-level algorithm which requires only a few temperature measurements apart from

VLE data, namely, at least q − 1 measurements to update the state observer and two

measurements per column (section) to estimate the e�ciency factor Cl in this column

(section). The e�ectiveness of the estimation is demonstrated by a methanol-ethanol-

water separation. Constant or drifting, a single e�ciency factor for the whole column or

speci�c e�ciency factors for di�erent column sections have been assumed. In all cases, the

e�ciency factors could be estimated with good quality by the proposed algorithm.

There are several points which may be addressed in further studies. First, as the case

study takes as a basis no plant-model mismatch except for a mismatch in Cl, it should

be veri�ed how a plant-model mismatch would reduce the quality of e�ciency estimates.

This mismatch can be introduced through inaccuracy in parameters, e.g., thermodynamic

parameters or column pressures (if assumed to be constant). This type of mismatch may

be linked to the errors in VLE data which the parameters were derived from. According

to Kister (2002), poor VLE data is one of the major sources for simulation problems.

Inaccuracies in energy balances should also be investigated. Tray energy balances are

particularly linked to the vapor �ow rates in a column. For example, neglecting changes in

tray energy balances caused by changing ambient conditions could introduce a signi�cant

plant-model mismatch due to the di�erent vapor �ow rates in the actual plant and its

model. In this chapter, we did not use energy balances on column trays and the vapor �ow

rates throughout the column are determined by the energy input to the reboiler (CMO

condition). So, one can introduce a plant-model mismatch for the vapor �ow rate from

the reboiler. The assumptions regarding tray geometry, tray hydraulics, and vapor �ow

rates a�ect the liquid �ow rates in a column. Some relevant correlations for the liquid and

vapor �ow rates are summarized by Gani et al. (1986), where the interested reader can

�nd further references. If the re�ux �ow rate sets the tray liquid �ow rates as in the model

used in this chapter, a plant-model mismatch for the re�ux �ow rate can be introduced.

The case when the feed �ow rate and composition are not exactly known can be handled

by introducing a plant-model mismatch for these parameters.

Another point, outlined in the introduction to this chapter, is whether a PCR or PLS

estimator similar to that developed by Mejdell and Skogestad (1991a) can be adopted for

the estimation of the Cl parameter. A PCR/PLS estimator would have an advantage over

the estimation with a state observer in that it is simpler to use. However, as PCR/PLS

estimators are data-driven, it would probably be necessary to develop several estimators

to cope with di�erent operating conditions. In addition, it could be di�cult to obtain all

historical process data for the unfavorable operating conditions.
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4 E�ciency estimation in distillation columns

From the theoretical point of view, the convergence conditions and convergence rate

of the proposed algorithm could be examined more thoroughly. One promising approach

might be to separate this analysis into three steps. In a �rst step, the su�cient conditions

for observer convergence need to be established. These were already given in Chapter 3.

Next, the in�uence of the parameter estimation on convergence is studied. In a third step,

the previous steps are combined and the convergence of the entire algorithm is shown.

Finally, more complicated plants including several distillation columns should be studied

as such plants were not in the scope of this work. In addition, it is desirable to understand

whether the simpli�cations of the e�ciency model resulting in Eqs. (2.38a) and (2.38b)

prove themselves in practice.
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5 Application of the Lang-Gilles

observer in distillation control

In Chapter 4, the Lang-Gilles observer was used to estimate tray compositions and Mur-

phree e�ciencies what could be used as a method for fault detection. In this chapter, we

study another application of the Lang-Gilles observer in model-predictive control.

5.1 Introduction

Distillation control is an intensively studied �eld in process control. The current state of

the art includes many di�erent methods such as PID control, linear and nonlinear model-

predictive control (MPC) or more generally model-based control (Skogestad, 1997, Kano

and Ogawa, 2010). PID regulators play a dominant role in process control as they are

easy to understand, require no time-consuming model development (except for simulation

purposes), and make it possible to locally solve control problems in complex plants. In

modern chemical plants, thousands of PID regulators may be installed while more ad-

vanced controllers such as MPC are used much less frequently (Kano and Ogawa, 2010).

The main advantage of MPC is that it allows to e�ciently maintain the operating con-

straints and that it can handle highly nonlinear interactions of process variables through

the underlying model. The idea behind MPC is to turn a control into a �nite-horizon

optimization problem. At any time sampling point, this optimization problem is solved

to obtain a sequence of future control actions. The �rst element of this sequence is then

used to take the next control action and the remaining elements are dropped. At the fol-

lowing sampling time instants, the cycle consisting of stating and solving the optimization

problem, taking a control action, and carrying on with the next time point is repeated

on a moving time horizon. Besides PID and MPC, new or enhanced control methods ap-

pear, such as distributed model-predictive control (DMPC) (Scattolini, 2009). The term

distributed refers to the fact that several local models instead of a single one for the entire

plant are developed. The control problem with a common control target is then solved by

coordinating several MPCs, where each of them has its own local model.

In model-based controllers, state observers are used for calculating state predictions
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5 Application of the Lang-Gilles observer in distillation control

over a time horizon (e.g. in MPC) or estimating some state variables for state feedback.

The quality of such predictions is essential to the performance of model-based controllers.

Hence, various authors studied distillation state observers not only in a theoretical man-

ner but also in the framework of model-based control. For instance, Wozny et al. (1989)

design a Luenberger state observer for estimation of the vapor �ow rate and the position

of the temperature front in a distillation column from a few temperature measurements.

Furthermore, the authors compare the performance of a linear state controller with that

of a conventional PID controller. Quintero-Marmol et al. (1991) design two extended Lu-

enberger observers (full- and reduced-order) for composition estimation in order to control

batch distillation of a ternary mixture. The authors also give a thorough comparison of

their observers. They report that their full-order observer was consistently better than the

reduced-order observer and suggest using the latter if the computational load is an issue.

Minimizing computational load and reducing modeling complexity were important for the

work of other authors, too. Therefore, Brizuela et al. (1996) develop a model-predictive

control based on neural nets and compare its performance with the performance of PI con-

trollers. Shin et al. (2000b) and Ro�el et al. (2003) use pro�le position observers to deliver

estimates of pro�le positions. The former authors use their observer within the generic

model controller while Ro�el et al. (2003) provide a comparison of the pro�le position ob-

server and partial least-squares estimators used together with a composition-temperature

cascade controller.

To the best of our knowledge, there are no studies on the performance of the Lang-Gilles

observer in a model-based control framework. Moreover, Lang and Gilles (1990) give an

example for a plant with only one distillation column and so far, no results on design of the

Lang-Gilles observer for distillation trains have been published. The observer is reported

to be robust towards modeling errors, wrong parameters or uncertain inputs. However,

the authors only mention an example where the mass transfer coe�cient in the observer

feedback term is not properly chosen and do not provide a larger study con�rming their

claim. To shed light on these issues, we will examine the observer for the ACBT process

using a model-based controller and introducing a plant-model mismatch in the energy

balances.

We proceed as follows. First of all, plantwide control is introduced which covers the

concepts of control design for entire plants. In the context of plantwide control, we present

a typical control scheme. Next, we formulate the control problem and describe the gen-

eral control structure for our case study. The dynamics of the used process models were

discussed in Section 2.5.1. According to this discussion, the linearized controller/observer

model is capable of capturing the dominant nonlinear dynamics at the nominal state and

may be used to reduce controller complexity and consequently computational load and
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5.2 Plantwide control

possible numerical obstacles. The regulatory control for the plant replacement and con-

troller/observer was developed in Section 2.5.2 with respect to suggestions taken from

Kister (1990). We will develop a second DMPC layer supervising the regulatory control.

In order to �nd non-interacting sub-models for use in the model-predictive controller, we

will study interactions between the plant-replacement sub-models using the relative gain

array (RGA). Based on the conclusions resulting from the RGA study, the model of the

plant including its decentralized base control system is decomposed into sub-models which

are included in the supervisory DMPC. In particular, the sensitivity-driven distributed

model-predictive control (S-DMPC) scheme is considered (Scheu and Marquardt, 2011).

In this scheme, the distributed controllers cooperate in order to �nd the optimal solution

for the full process. For this purpose, the controllers share sensitivity-based information

about the local cost functions such that each controller can take the control objectives of

other controllers into account. Finally, we present our large-scale simulation study, where

we highlight the achievable control quality with the regulatory and supervisory controls,

and draw conclusions at the end of the chapter.

5.2 Plantwide control

Many plantwide control schemes have been proposed over time and one can distinguish

between the mathematical approach, where the main concepts are structural state control-

lability, observability and accessibility, and the process-oriented approach, where heuristic

rules are developed based on experience and process understanding. A good review of both

approaches is included in the paper of Larsson and Skogestad (2000).

The most comprehensive works on plantwide control are those of Larsson and Skoges-

tad (2000) and Skogestad (2004), where the authors present a set of plantwide control

guidelines that are based on the ideas of Foss (1973), Morari (1982), and Skogestad and

Postlethwaite (1996). According to them, plantwide control is another term for control

structure design for entire plants which requires selection of (a) manipulated variables, (b)

controlled variables, (c) additional measurements, e.g., for plant stabilization, (d) control

con�guration, and (e) controller type. After completion of these �ve tasks, the control

system is typically divided into control layers separated by time scale, where the upper

layers calculate the setpoints (SP) of the lower layers, see Figure 5.1 (cf. Skogestad, 2004).

Time-scale separation means that the scheduling layer runs once per week, the site-wide

optimization is performed once per day and so forth. In this control scheme, the plant is

assumed to run continuously, while the regulatory and supervisory control loops receive

measurements from the plant at some suitable sampling rate.

Time-scale separation could be avoided by designing a single controller that stabilizes
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5 Application of the Lang-Gilles observer in distillation control

5.3.2 Design of regulatory and supervisory controllers

The regulatory control layer and its partitioning

The regulatory control layer for the ACBT process was already introduced in Section 2.5.2.

For better readability, the regulatory controllers whose setpoints are manipulated by the

supervisory controller are tagged as rn, where n is the controller number, and the con-

trollers in Figure 1.1 are renumbered to those in Figure 5.3 as tabulated in Table 5.1.

F1

F2

L D

B

V

Column 1

Acetone

F

L

D

B

V

Column 2

Toluene

F

L D

B

V

Column 3

Chloroform

Benzene

LC
1

LC
4

LC
11

LC
10

LC
6

FC
r5

TC
3

TC
r1

PC
2

TC
r2

LC
7

R

FC
8

PC
9

TC
r3

TC
r4

PC
12

Figure 5.3: The ACBT process including regulatory control layer and its partitioning

The choice of rn regulators is explained in the next section.

Input-output pairings on the supervisory control layer

According to Wang et al. (2008), decentralized control remains dominant in industry ap-

plications because of its simplicity in design and ease of implementation, tuning, and low

cost maintenance. Decentralized controllers have few parameters reducing tuning time and
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5.3 Control design

Table 5.1: Renumbering of regulatory controllers

Figure 1.1 Figure 5.3 Figure 1.1 Figure 5.3

1 1 10 7

2 2 11 8

3 r1 12 9

4 3 13 10

5 4 14 r3

7 r5 15 r4

8 6 16 11

9 r2 17 12

a decentralized structure allows restructuring the control system by bringing subsystems

in and out of service individually, which allows the system to handle changing control

objectives during di�erent operating conditions. However, a possible disadvantage, when

using this control structure, is the degraded closed-loop performance caused by interactions

among loops stemming from nonzero o�-diagonal elements in the transfer function matrix

of the multi-variable system. Therefore, the main task in the design of decentralized control

systems is to determine loop pairings with negligible cross interactions among individual

loops, i.e., choosing potential pairs of manipulated and controlled variables which interact

most with each other while other variables are less a�ected by the chosen ones. To �nd

appropriate loop pairings Bristol (1966) suggested the so-called relative gain array (RGA)

matrix with entries de�ned as the ratios of two gains representing �rst, the process gain

in an isolated control loop and, second, the process gain in the same control loop when all

other control loops are closed. The RGA matrix is calculated using the steady-state gain

matrix G(0) as

RGA = G(0) ◦G(0)−T , (5.1)

where ◦ is the Hadamard product. The choice of loop pairings based on RGA suggests

that input-output pairings associated with RGA elements close to 1 should be preferred.

Negative or large RGA elements are disadvantageous as they correspond to loops which

may be nominally stable, but which become unstable if saturation occurs (Goodwin et al.,

2005).

In our case study, there are three models involved, the rigorous plant-replacement model,

the controller and the observer models, the latter of which are the same (except for feedback

term in the observer). A DMPC approach suggests dividing the plant model into non-

interacting sub-models and developing an MPC for each sub-model. To �nd non-interacting
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5 Application of the Lang-Gilles observer in distillation control

sub-models, we will use the RGA analysis. In practice, it is only possible to compute

the RGA of the controller model, but not of the plant-replacement model. Hence, we

restrict the RGA calculation to the controller model only. In our case study, we want to

separate the mixture into almost pure components. Hence, we restrict ourselves to the

RGA calculation for the transfer function, mapping the outputs of the controllers r1, r2,

r3, r4, and r5 to the measurements they receive, see Figure 5.3. We justify our choice by

the educated guess that with these �ve controllers, each of the components purities can be

a�ected appropriately. For the nominal operating condition adopted from Kraemer et al.

(2009) (see Appendix C.6, Table C.8), the following steady-state RGA matrix is obtained:

RGA =


0.99 0.01 −0.00 0.00 0.00

0.01 0.99 −0.00 0.00 0.00

0.00 0.00 11.15 −10.15 0.00

−0.00 −0.00 −10.15 11.15 0.00

0.00 0.00 0.00 0.00 1.00

 . (5.2)

This RGA matrix has positive diagonal values which are close to 1 except for two values.

Furthermore, there are couplings between the controllers (i) r1, r2 (see �rst two columns

of the RGA matrix), and (ii) r3, r4 (see the third and forth columns of the RGA matrix),

whereas the controller r5 is completely decoupled from the in�uence of all the former (see

the �fth column of the RGA matrix). As there is only a minor coupling between controllers

r1 and r2, we adopt the partitioning of the model into three sub-models disregarding this

coupling. The �rst model includes the controller r1, the second model includes controllers

r2 and r5, and the third model includes the coupled controllers r3, r4. Note that the

controllers r2 and r5 are included in one and not in separate models due to a strong

interaction between the setpoint of r2 and the output of r5 which occurred during the

normal operation. This still agrees with the calculated steady-state RGA which cannot

reliably predict input-output interactions at non-steady states by de�nition (Jensen et al.,

1986). The strong interaction between controllers r2 and r5 can also be explained by

analyzing the cause-e�ect chain from r2 to r5 which is as follows. r2 controls a temperature

in the stripping section near the reboiler of column C2 by manipulating the vapor boil-up

rate. The reboiler level is set by the controller 6 which manipulates the �ow rate of the

bottom product in column C2. The bottom product is also partly recycled and the recycled

�ow rate is set by the controller r5. It is clear that the controller r5 cannot arbitrarily set

the recycle �ow rate as it con�icts with the controller 6.

Our �nal model partitioning is highlighted in Figure 5.3 by di�erently colored areas.

The setpoints of controllers r1 � r5 constitute the set of variables to be manipulated by

the supervisory control layer.
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5.3 Control design

Supervisory control layer

On the supervisory control layer, the DMPC algorithm of Scheu and Marquardt (2011) is

implemented. In order to minimize the on-line computational e�ort, the regulator control

problem is transferred o�-line into a standard QP formulation. The plant model that is

considered here is given by Eqs. (2.61a) and (2.61b). For further usage as a state space

model in the DMPC framework, it is convenient to rename the variables in these equations

and add the output equation as follows. The matrices A,B,C are renamed into A1, A2, B

and the vectors y and z into v and u. Then, the renamed equations read as

ẋ = A1 x+ A2 v +B u, x(0) = xinit, (5.3a)

v = f (x, v, p, T, Cl), (5.3b)

y = C x+Du, (5.3c)

where Eq. (5.3c) is the output equation, C is the output matrix, and D is the feedthrough

matrix. For the ACBT process, y is the vector of product concentrations acetone, chloro-

form, benzene, and toluene. The state space Eqs. (5.3a) � (5.3c) can be further generalized

by introducing disturbances in state and output equations as

ẋ = A1 x+ A2 v +B u+Bd d, x(0) = xinit, (5.4a)

v = f (x, v, p, T, Cl), (5.4b)

y = C x+Du+Dd d, (5.4c)

where Bd and Dd are disturbance matrices and d is the disturbance vector. Linearizing

Eqs. (5.4a) � (5.4c) at a nominal state xnom, we obtain a linearized continuous-time state

space model which, in contrast to the one in Scheu and Marquardt (2011), explicitly

incorporates disturbances, i.e.,

∆ẋ = Ac ∆x+Bc ∆u+Bd
c ∆d, ∆x(0) = 0, (5.5a)

∆y = Cc ∆x+Dc ∆u+Dd
c ∆d, (5.5b)

where the new variables

∆x = x− xnom, (5.6a)

∆u = u− unom, (5.6b)

∆d = d− dnom, (5.6c)

∆y = y − ynom = y − Cc x
nom −Dc u

nom −Dd
c d

nom (5.6d)

indicate the deviations of the di�erential state, the input vector, the disturbance vector,

and the output vector from the nominal values indicated by index nom. Ac, Bc, Bd
c , Cc,
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5 Application of the Lang-Gilles observer in distillation control

Dc, and Dd
c are the continuous-time system matrices de�ned as

Ac = A1 − A2

(
∂F

∂v

)∣∣∣∣−1

xnom,pnom,Tnom,Cnom
l

∂F

∂x

∣∣∣∣
xnom,pnom,Tnom,Cnom

l

, (5.7a)

Bc = B, (5.7b)

Bd
c = Bd, (5.7c)

Cc = C, (5.7d)

Dc = D, (5.7e)

Dd
c = Dd. (5.7f)

Note that the partial derivative factors in Eq. (5.7a) are obtained by the implicit function

Theorem D.5 from Appendix D applied to Eq. (5.4b). In order to do so, Eq. (5.4b) needs

to be reformulated as

F (x, v) := v − f (x, v, p, T, Cl) = 0, (5.8)

where the pressure p, the temperature T , and the separation e�ciency factor Cl are �xed

to the values corresponding to the nominal state xnom. Then, the partial derivative of the

vapor-equilibrium is given by

∂v

∂x
= −

(
∂F

∂v

)−1
∂F

∂x
, (5.9)

and is consequently used in Eq. (5.7a).

Then, the continuous-time system (5.5) is discretized using an equidistant time sampling

t0, t1, . . ., i.e., ∆t = tk − tk−1 for k ∈ N. Hence, the system (5.5) is transformed to the

discrete-time system

∆xk+1 = Ad ∆xk +Bd ∆uk +Bd
d ∆dk, ∆x0 = 0, (5.10a)

∆yk = Cd ∆xk +Dd ∆uk +Dd
d ∆dk, (5.10b)

where ∆xk = ∆x(tk) is the deviation of the initial state at sample k from the nominal

value and the input and disturbance vectors are assumed constant between the sampling

instants, i.e.,

∆u(t) = ∆uk = ∆u(tk), tk ≤ t < tk+1, (5.11a)

∆d(t) = ∆dk = ∆d(tk), tk ≤ t < tk+1. (5.11b)
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5.3 Control design

The discrete matrices Ad, Bd, B
d
d , Cd, Dd, D

d
d, indicated by index d, are de�ned as

Ad = exp(Ac ∆t), (5.12a)

Bd =

∆t∫
0

exp(Ac τ) Bc dτ , (5.12b)

Bd
d =

∆t∫
0

exp(Ac τ) B
d
c dτ , (5.12c)

Cd = Cc, (5.12d)

Dd = Dc, (5.12e)

Dd
d = Dd

c . (5.12f)

Notice that the time-discrete system (5.10) gives the exact value of the state vector at the

sampling instants (e.g. Åström and Wittenmark, 2011).

The discrete system (5.10) is used to derive the prediction model

∆yk = Tx ∆xk + Td ∆dk + Tu ∆uk, (5.13)

where ∆yk is the predicted output trajectory which contains npr predicted samples of

output

∆yk =
(
∆yTk , ∆yTk+1, . . . , ∆yTk+npr−1

)T
, (5.14)

∆dk is the predicted disturbance trajectory which contains npr predicted samples of dis-

turbance

∆dk =
(
∆dTk , ∆dTk+1, . . . , ∆dTk+npr−1

)T
, (5.15)

and ∆uk is the control trajectory which contains nco control samples

∆uk =
(
∆uT

k , ∆uT
k+1, . . . , ∆uT

k+nco−1

)T
. (5.16)
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5 Application of the Lang-Gilles observer in distillation control

The matrices Tx, Td, and Tu depend on the system matrices as follows

Tx =


Cd

CdAd

...

CdA
npr−1
d

 , (5.17a)

Td =



Dd
d 0 . . . . . . 0

CdB
d
d Dd

d

. . . ...

CdAdB
d
d CdB

d
d Dd

d

. . . ...
...

... . . . . . . 0

CdA
k+npr−1
d Bd

d CdA
k+npr−2
d Bd

d . . . CdB
d
d Dd

d


, (5.17b)

Tu =



Dd 0 . . . . . . 0

CdBd Dd
. . . ...

CdAdBd CdBd Dd
. . . ...

...
... . . . . . . 0

CdA
k+nco−1
d Bd CdA

k+nco−2
d Bd . . . CdBd Dd


. (5.17c)

We also de�ne the nominal output and input trajectories as

ynom =
(
(ynom)T , (ynom)T , . . . , (ynom)T

)T
, (5.18)

unom =
(
(unom)T , (unom)T , . . . , (unom)T

)T
, (5.19)

where ynom and unom have the same dimensions as ∆yk and ∆uk de�ned in Eqs. (5.14)

and (5.16).

To derive a standard parametric QP, a quadratic cost function J , which re�ects devia-

tions of the system's output and input trajectories from given reference trajectories and

the change of the inputs,

J =
1

2

(
∆yk − (yref − ynom)

)T
Qy

(
∆yk − (yref − ynom)

)
+

1

2

(
∆uk − (uref − unom)

)T
Qu

(
∆uk − (uref − unom)

)
+

1

2
(∆uk −∆uk−1)

T Qdu (∆uk −∆uk−1) (5.20a)

as well as constraints on the system's output, input, and on the slope of the input,

∆ylb ≤ ∆yk ≤ ∆yub, ∆ylb := ylb − ynom, ∆yub := yub − ynom, (5.20b)

∆ulb ≤ ∆uk ≤ ∆uub, ∆ulb := ulb − unom, ∆uub := uub − unom, (5.20c)

dulb ≤ ∆uk −∆uk−1 ≤ duub, (5.20d)
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5.3 Control design

have to be formulated, where Qy, Qu, and Qdu are the weighting matrices for the output,

input, and the change of the input variables. yref and uref are the output and input

reference trajectories. ylb,yub,ulb,uub,dulb,duub are the sample-wise de�ned lower and

upper bounds for the output and input trajectories and the change of the input trajectory

indicated by the superscripts lb and ub. Casting Eqs. (5.13) � (5.17c) and (5.20a) � (5.20d)

into the standard QP form results in

min
∆uk

1

2
∆uT

k H∆uk + FT (∆pk)∆uk (5.21a)

s.t. A∆uk + B(∆pk) ≥ 0, (5.21b)

with the matrices de�ned as

H = QT
∆ QduQ∆ +Qu + T T

u Qy Tu, (5.22a)

F =
(
∆pT

k T T
p Qy Tu − (uref − unom)T Qu − (yref − ynom)T Qy Tu

)T
, (5.22b)

A = (Tu, −Tu, I, −I, Q∆, −Q∆)
T , (5.22c)

B =
(
Tp ∆pk −∆ylb, ∆yub − Tp ∆pk, −∆ulb, ∆uub, −dulb, duub

)T
, (5.22d)

where

∆pk := [∆xT
k ,∆dT

k ]
T , (5.23a)

Tp := (Tx, Td), (5.23b)

and the matrix Q∆ is de�ned as

Q∆ =



I 0 · · · · · · 0

−I I
. . . ...

0
. . . . . . . . . ...

... . . . . . . . . . 0

0 · · · 0 −I I


. (5.23c)

I in Eq. (5.23c) is an identity matrix of the size nu × nu with nu being the length of ∆uk,

while in Eq. (5.22c), I is an identity matrix of the size of Q∆. Again, QP (5.21) is based

on the controller/observer model given by Eqs. (2.61a) and (2.61b) in Section 2.4.4.

For the on-line algorithm, the supervisory control task is decomposed into three smaller

problems resulting in three distributed controllers for the three subsystems (see the high-

lighted subsystems in Figure 5.3). Each distributed controller considers only a part of

the QP, namely the control parameters related to the corresponding subsystem, as well

as the constraints related to that subsystem. Consequently the matrices and vectors are

partitioned as follows: H = (Hi,j)i,j∈I, A = (Ai,j)i,j∈I, F = (Fi)i∈I, B = (Bi)i∈I, and
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5 Application of the Lang-Gilles observer in distillation control

∆uk = (∆uk,i)i∈I, where the set I = {1, 2, 3} indicates the set of subsystems. Then, each

of the controllers iteratively solves the following smaller QP, involving only local decision

variables and constraints:

min
∆uk,i

1

2
∆uT

k,i Hi,i ∆uk,i + FT
i (∆pk)∆uk,i+∑

j∈I\i

∆uT
k,j

[q] Hj,i + FT
j (∆pk)− λT

j
[q] Aj,i

∆uk,i, (5.24a)

s.t. Ai,i ∆uk,i +
∑
j∈I\i

Ai,j ∆u
[q]
k,j + Bi(∆pk) ≥ 0. (5.24b)

In these expressions the superscript [q] indicates the Lagrange multipliers λi and the opti-

mal control parameters ∆uk,i of the q-th iteration. In Eq. (5.24a), the term in the round

brackets is derived from necessary conditions of optimality for subsystems j 6= i. The term

∆xk included in the vector ∆pk in Eq. (5.23a) is obtained from the deviation of the state

estimate x̂k from the nominal state. The state estimate x̂k is calculated by the Lang-Gilles

observer at every sample k, and, as a consequence of using state estimates instead of mea-

surements, the output prediction by Eq. (5.13) and solution of the QP would be inaccurate

if the observer provides inaccurate state estimates. However, since our controller/observer

model is high-dimensional (cf. Eq. (2.64a)), it is not practicable to use measurements.

5.4 Case study: output feedback control of ACBT

separation

For the simulation study, the plant replacement and the DMPC controller/state observer

models are implemented in gPROMS (Process Systems Enterprise, 1997-2013), see Ap-

pendix B. This results in about 500 di�erential and 5000 algebraic variables for the plant-

replacement model, and about 350 di�erential and 3500 algebraic variables for each of both,

the controller and the state observer. The models are connected to a generic environment

for the simulation of dynamical systems and for advanced process control, which is realized

in Matlab, using the IPCOS OPC server for data storage and communication (IPCOS NV,

2013), as depicted in Figure 5.4 (Elixmann et al., 2014). In the selected scenario, the molar

fractions of the feed F2, see Figure 5.3, are changed from [0.25, 0.25, 0.25, 0.25] mol/mol

to [0.25, 0.2, 0.3, 0.25] mol/mol at t = 10 h, where the values in the brackets correspond to

the compositions ordered as [acetone, chloroform, benzene, toluene], i.e., we simulate an

abrupt changeover of the feed quality.

The simulation is started in the nominal steady state of the plant (plant replace-

ment model). The nominal condition data for the plant columns are summarized in Ap-

110

https://doi.org/10.51202/9783186253088 - Generiert durch IP 216.73.216.36, am 20.01.2026, 08:47:03. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186253088


5.4 Case study: output feedback control of ACBT separation

DMPC

Observer

Plant

Simulator

S
ch
ed

u
le
r

Matlab

OPC

Server

O
P
C

In
te
rf
a
ce

Plant

model

Observer

model

Controller

model

gPROMS

Figure 5.4: Generic software architecture for simulation and advanced process control

pendix C.6. To illustrate the step response behavior of the plant, we consider three di�erent

situations: (i) there is no supervisory control and the PID regulatory layer is turned o�

(open-loop behavior), (ii) there is no supervisory control and the PID regulatory layer

is turned on, and (iii) the complete control environment, including the supervisory and

regulatory control layers, is turned on. Here, the supervisory control layer is comprised of

the DMPC described in Section 5.3.2.

5.4.1 The PID regulatory layer is turned o� (open-loop process)

In this case, there is no supervisory control and the regulatory controllers r1, r5, r2,

r3, and r4 are in manual mode. Figure 5.5 depicts the open-loop step response of the

plant. This response to the feed change shows that no satisfactory behavior of product

concentrations can be achieved if the above controllers are in manual mode, i.e., if the

�ow rates of the valves they operate are constant at their nominal values. Notice that the

chloroform concentration deviates most from its nominal value. This component proved

to amplify the feed disturbances and to in�uence negatively the stability of a simulation

in the majority of cases.
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5 Application of the Lang-Gilles observer in distillation control

Figure 5.5: Open-loop response of the plant-product concentrations to the feed disturbance

with regulatory layer turned o�; product concentrations: acetone concentration in the top

stream of column 1, toluene concentration in the bottom stream of column 2, chloroform

concentration in the top and benzene concentration in the bottom streams of column 3; dashed

vertical line marks the time point of change in feed �ow rate F2.

5.4.2 The PID regulatory layer is turned on

Contrary to the �rst case, all PI controllers of the base control layer are activated. The

regulated temperatures and consequently product concentrations can be stabilized. Note

that no concentration measurements or estimates are used in this control scheme. In this

way a satisfactory control of products qualities is possible. However, it takes about 10

hours to reject the feed disturbances to the chloroform and benzene concentrations in the

top and bottom streams of column 3 as shown in Figure 5.6. To improve disturbance

rejection, we either could search for a better controller tuning or investigate other control

schemes such as a two-layer control approach. Here, we focus on the second alternative in

the following Section 5.4.3.
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5.4 Case study: output feedback control of ACBT separation

Figure 5.6: Response of the plant-product concentrations to the feed disturbance with reg-

ulatory layer turned on; product concentrations: acetone concentration in the top stream of

column 1, toluene concentration in the bottom stream of column 2, chloroform concentration

in the top and benzene concentration in the bottom streams of column 3; dashed vertical line

marks the time point of change in feed �ow rate F2.

5.4.3 The supervisory and regulatory control layers are turned on

In this case, both, the supervisory and regulatory control layers are turned on. The DMPC

incorporates the control model which obtains state estimates from the Lang-Gilles state

observer to calculate optimal setpoints for the regulatory layer of the plant (replacement)

resulting in a cascade control system (Skogestad, 2004, Scattolini, 2009). Note that our

control model requires a full state estimate and alternative approaches such as Kalman

Filter (Kalman, 1960) or Luenberger observer (Luenberger, 1964) could be adopted for

this task, too. Simpler estimators such as PLS/PCR are maybe the best for state estima-

tion from the practical point of view. However, these estimators rely on more than few

temperature measurements and have been shown to estimate well only the column-product

compositions using temperature measurements on a large number of or all column trays

(Mejdell and Skogestad, 1991a,b, 1993, Mejdell and Andersson, 1994). Therefore, it could

be practically infeasible to design a full state PLS/PCR estimator and our choice of the

Lang-Gilles observer is based on the fact that the Lang-Gilles observer requires only a

few temperature measurements, calculates the full state, and is also robust against some

parameter uncertainties.
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5 Application of the Lang-Gilles observer in distillation control

Figure 5.7: Response of the plant-product concentrations to the feed disturbance with con-

trollers of both layers including the state observer turned on; product concentrations: acetone

concentration in the top stream of column 1, toluene concentration in the bottom stream

of column 2, chloroform concentration in the top and benzene concentration in the bottom

streams of column 3; dashed vertical line marks the time point of change in feed �ow rate F2.

The objective of the DMPC is to minimize the deviations in the product qualities (ace-

tone, chloroform, benzene, and toluene) from their setpoints in the least-squares sense.

These setpoints are set as follows: acetone 0.988 mol/mol, chloroform 0.98 mol/mol, ben-

zene 0.992 mol/mol, and toluene 0.99 mol/mol. The lower bounds for qualities of all

products are set to 0.97 mol/mol. For further DMPC parameters see Appendix C.4. The

simulation scenario is as follows. First, the DMPC is switched o� and the simulation runs

until a steady state of the plant-replacement model. Then, the simulation is restarted from

this steady state and runs, with the DMPC switched on. 10 h after restart the disturbance

to the feed composition occurs. This scenario results in Figure 5.7 which shows the tra-

jectories of product concentrations and Figure 5.8 which depicts the three most strongly

manipulated SPs of the regulatory controllers calculated by the DMPC. In general, we can

observe that the DMPC essentially sets the PID setpoints to their limits before the feed

disturbance occurs. This can be interpreted based on process insight. By setting the SPs

of PID r1 and r2 to their upper limits, the DMPC tries to lower the acetone purity in the

distillate of the �rst column and increase the toluene purity in the second column. On

the other hand, by setting the SP of PID r5 to the lower limit, the DMPC reduces the

liquid �ow rate to the reboiler of the �rst column and this increases the acetone purity

in the distillate of the �rst column. Nevertheless, the manipulation of the SP of r2 has a

stronger e�ect than that of r5 as seen in Figure 5.7. This means that in the �rst few hours

the response of the product concentrations agrees with the reference values for concentra-
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5.4 Case study: output feedback control of ACBT separation

Figure 5.8: Setpoints of the regulatory layer; dashed vertical lines mark the time point of

change in feed �ow rate F2.

tions. The situation changes when the feed disturbance occurs after 10 h of simulation

time (dashed vertical lines in Figures 5.7 � 5.9). Then, no DMPC action to reject this

disturbance can be observed, cf. Figure 5.8. The stationary acetone and benzene qualities

in Figure 5.7 are lower/higher than those in Figure 5.6. The setpoints for acetone and

chloroform in particular are not met (o�sets about −0.005 mol/mol and +0.012 mol/mol

are present at the steady state), i.e., for di�erent operating conditions, no crucial advan-

tage in setpoint tracking of the two-layer approach compared to the one-layer approach

in Section 5.4.2 could be demonstrated. Disturbance rejection of both approaches is also

very similar, cf. Figures 5.7 and 5.6 after 10 h of simulation time. This is not surprising,
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5 Application of the Lang-Gilles observer in distillation control

since we did not improve the control structure by using the two-layer approach. More-

over, the plant-model mismatch is not the reason for missing control improvement. To

Figure 5.9: Plant replacement and observer product concentrations; dashed vertical line marks

the time point of change in feed �ow rate F2; dashed horizontal lines mark the setpoints for

the product concentrations.

realize this, consider Figure 5.9 which shows the product concentrations in the plant and

the observer models. The deviations between individual concentrations in the plant and

observer are comparable with those reported for other state observers as outlined in Sec-

tion 3.1. The largest deviation in Figure 5.9 is about 0.01 mol/mol and the deviations for

acetone and chloroform concentrations at the end of simulation are much smaller (less than

0.002 mol/mol) than the deviations between the actual plant-replacement concentrations

and their setpoints (about 0.012 mol/mol). This shows that the Lang-Gilles observer is

well suitable for the use as a state estimator in model-predictive control.

There is another point about the observer which is worth noting. The oscillations in

product concentrations occur most likely because of the plant-model mismatch and a tight

observer tuning and could be reduced with looser tuning.

Note also that in this case study, the observer simulation time dominated with 60.6%

of the total time, the simulation time for the plant-replacement model was 34.6% and the

calculation time for the DMPC was 4.8%.
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5.5 Chapter summary

5.5 Chapter summary

For a complex distillation column sequence, we developed a two-layer control system con-

sisting of a decentralized base control layer involving only single-loop PID controllers and

a supervisory control layer realized by a DMPC which relies on a linearized model of the

plant. The Lang-Gilles state observer is used to provide state information to the DMPC.

The di�erent control strategies are illustrated by means of a case study.

With �rst-principles models, rich nonlinear dynamics can be observed. This complicates

control design and evaluation in closed-loop process simulation. In particular, despite

the use of state-of-the-art technology, the numerical solutions su�er from instability if

aggressive controller tunings are chosen. Hence, besides making the simulations more

robust, e�ective tuning routines for the distillation observer and the DMPC controller

are desirable to avoid time-consuming simulation studies and allow the roll-out of this

technology to industry.

The utilization of �rst-principles models allows us to avoid a laborious identi�cation task.

The unknown parameters in these models are estimated from the plant data or taken from

literature (see Section 2.4.5). This approach, though it seems complicated at �rst glance,

is straightforward. Moreover, if numerically robust models are required, the nonlinear

models could be linearized and reduced. We think that for large plants with complex

dynamics such an approach could be more appropriate than the one using simpler transfer

functions which must be identi�ed (Hammarström et al., 1982). However, in the case of

linearized models, reduction seems to be inevitable. The reason is the poorly damped pair

of eigenvalues we identi�ed in our plant in Section 2.5.1. The system is therefore almost

unstable. For unstable systems, the optimization performed by an MPC to minimize the

objective function becomes ill-conditioned for a su�ciently large prediction horizon, and

for a su�ciently short prediction horizon, the optimization is ill posed, as pointed out by

Rossiter (2004). Unfortunately, our plant is high-dimensional and has large time constants

(some hours), i.e., the DMPC requires a large prediction horizon. This greatly limits the

achievable control quality. The additional research needed to overcome this problem, e.g.

by reducing the model or using suggestions for algorithm reformulation in Rossiter (2004),

is beyond the scope of this thesis and is left for the future.

We experienced no substantial improvement in control performance (disturbance rejec-

tion and setpoint tracking) when using a model-predictive controller on top of the base-

control layer. There are several reasons for that which come into consideration, e.g., the

poorly damped pair of eigenvalues in the controller model shown in Figure 2.8 from Sec-

tion 2.5.1 that can impair model predictions or a poor tuning of the DMPC parameters.

It is not clear how the DMPC parameters should be tuned to achieve best control results.

The accuracy of the controller model is also known to be crucial to the performance of the
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5 Application of the Lang-Gilles observer in distillation control

model predictive controller (e.g. Hammarström et al., 1982). The general recommendation

to keep the �ow rates of the model and the actual plant within a 5% margin (Luyben,

1992) is helpful for modeling the steady-state behavior, however this is di�cult to achieve

in a transient. On the other hand, the accuracy of the observer state predictions was

su�ciently good to believe that other points should be investigated �rst. The Lang-Gilles

observer robustness might be an issue for plants comprising several distillation columns.

In this case, linearized observer models could be considered to reduce numerical problems.

The use of PLS/PCR estimators is also possible. However, if a full state of a large plant

is required as in our case, these estimators require too many temperature measurements

and are of little use.
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6 Summary and conclusions

Distillation has played a major role for centuries, being used for manufacturing distilled

water, perfume oils, alcohol, and various chemical products. Its use and development

in the ancient world until the 19th century is extensively illustrated by Forbes (1970).

Among other things, Forbes mentions that the discovery of alcohol and mineral acids �had

a profound in�uence on the evolution of the art of distilling� in the Middle Ages. In the

same way, progress in the natural sciences, mathematics, and later emerging computer

technology paved the way for the �rst distillation models and their further enhancements;

since the earliest attempts, distillation modeling has expanded considerably, especially in

recent decades.

In the early days of distillation modeling, models were based upon physical principles

and assumed equilibrium stages. However, the equilibrium-stage concept requires an accu-

rate VLE model and signi�cant improvements in modeling VLE were not achieved before

the equations of state for VLE prediction were introduced. By this time, empirical models

based on neural nets, transfer functions etc., as well as hybrid models, had also been devel-

oped. These empirical and hybrid models have been popular because of the considerably

lower modeling e�ort they promise. However, they are also vulnerable to poor data and

that is their substantial drawback when compared with the fundamental models.

Along with modeling, control and state estimation have attracted much interest. In

the modern chemical process industry PID control, conventional advanced control, and

linear/nonlinear model-predictive control are widely used. PID control often dominates

control applications in chemical plants due to its simplicity and lower investment costs. For

instance, in the Japanese plant MCCMizushima, the ratio of applications of PID, advanced

control, and model-predictive control is 100:10:1 (Kano and Ogawa, 2010). On the other

hand, the �exible constraint handling in model-predictive control is sometimes favored over

simplicity, and a more complex MPC is chosen. For that to work well, accurate models

and state estimates are essential. If the process is observable then in theory state estimates

can be determined. However, in practice, it is more di�cult to obtain good state estimates

for nonlinear systems such as distillation. Many researchers have therefore addressed state

observers in their works, e.g., Lang and Gilles (1990) developed a distillation observer

taking into account mass and heat transfer between the liquid and vapor phases on trays.
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6 Summary and conclusions

Another relevant research topic is the estimation of distillation e�ciency. Di�erent

e�ciency de�nitions have been proposed for distillation � the Muphree e�ciency is prob-

ably the best-known e�ciency among chemical engineers (Murphree, 1925). An accurate

e�ciency prediction is typically desired to improve the design of trays or packings and con-

struct energy-e�cient distillation columns. In case of column malfunctions, an e�ciency

can be estimated after laborious preparations and is used to locate problem areas in the

distillation column under inspection. An on-line e�ciency estimation to improve control

or to monitor the column operation poses a challenge and is therefore rather uncommon.

The approach of this work is to test and prepare the Lang-Gilles observer for practical

use in the spirit of Foss (1973) criticizing the gap between control theory and application

which admittedly still exists. Therefore, case studies with more complex distillation mod-

els, including state-of-the-art VLE models and a plant-model mismatch, are considered

inevitable. This apparently contradicts the preferred approach in theoretical literature,

which avoids any plant-model mismatch. For methods developed without considering a

plant-model mismatch, we principally need the assumption that the underlying models can

be made arbitrarily accurate (unless the methods turn out to be very robust). However,

such an assumption is rarely validated, and nor can it be; since not all physical mechanisms

are perfectly understood yet, one can by no means improve a physical distillation model up

to any required degree of accuracy, nor is it well investigated which e�ect each of the di�er-

ent physical mechanisms has on the overall model accuracy. Unfortunately, our approach

enormously complicates our case studies because one has to cope with several models devi-

ating from each other, and numerical di�culties, which arise from the complicated setting

and particular complexity of every model. Besides, we have to forgo some analysis since

there is no adequate methodology for large-scale nonlinear systems yet. Nonetheless, to

bridge the gaps noted by Foss it might help to diverge from the beaten track.

To provide a �exible modeling framework for our case studies, we implemented several

libraries in gPROMS. gPROMS is very attractive as it supports physical modeling and

has one of the best DAE solvers on the market. Our libraries include standard distillation

column parts such as reboiler, condenser, and tray section, of which the columns may

be composed. Complicated plants consisting of several columns are built by combining

and properly connecting single columns. Distillation models are interfaced with di�er-

ent mixture components and VLE functions to investigate non-ideal mixtures too. An

additionally implemented interface enables reading external data to automatically initial-

ize models. This is especially important for large models as this feature is not available

in gPROMS. To stabilize distillation models PID controllers should be utilized for base

control.

In terms of practical use of the complex distillation models, more research on robust
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reinitialization of DAE systems must be done. Though the reinitialization algorithm in

gPROMS usually performs well, there is no guarantee of this and in our ACBT control

study, the simulation crashes due to a failed reinitialization occurred about once per 100

reinitializations. Therefore, for advanced control with more complex distillation models a

robusti�ed algorithm for reinitialization would be crucial.

There are no theoretical studies on the convergence behavior of the Lang-Gilles observer

either for single distillation columns or for complete plants comprising several coupled

distillation columns. To close this gap, we examined the conditions for convergence of

the Lang-Gilles observer for plants of arbitrary size. Three theorems with di�erent as-

sumptions implying observer convergence were proved. The �rst theorem claims observer

convergence supposing constant observer gains and strict conditions on vapor compositions

and temperatures while in the second theorem only Lipschitz continuous temperatures are

assumed and the role of gain tuning for observer convergence is shown. The third theorem

is based on Lyapunov theory and assumes Lipschitz continuity with respect to the liquid

compositions of both the vapor compositions and boiling temperatures.

Moreover, a model-based tuning method was proposed which gives initial gain values for

further �ne-tuning of the observer gains in simulations. The method calculates a quantity

that is an approximation of the upper bound for an observer gain. This bound is derived

based on the proof of Theorem 3. It was found to be proportional to the ratio of the liquid

�ow rate to the liquid holdup in a column section.

The convergence results presented are still incomplete; the theorems given provide only

su�cient conditions for observer convergence. In fact one should identify su�cient and

necessary conditions for observer convergence. However, in our opinion this is a very

di�cult task due to nonlinearities of the observer feedback term. Further analysis of the

Lang-Gilles observer, which is very fast but vulnerable to loss of accuracy in the presence of

a structural plant-model mismatch (as the Luenberger observer), will also help to develop

a more accurate, fast, and numerically robust observer.

Since a separation e�ciency factor is integrated in the Lang-Gilles observer as a parame-

ter, this observer can be used to estimate the e�ciency. Therefore, based on the Lang-Gilles

observer we proposed an algorithm for e�ciency estimation which requires only a few tem-

perature measurements apart from VLE data. The case study conducted o�ers insights on

how the algorithm performs if no plant-model mismatch is assumed. From the practical

point of view, the e�ects of a plant-model mismatch should be explored, too. Another

point concerns a possible linearization of the state observer to ful�ll the requirements of

robust operation. When the observer is linearized, additional inaccuracy is introduced in

estimation and needs to be analyzed. In addition, we need to learn whether the lumped

parameter describing e�ciency can prove itself in practice. From the theoretical point of
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6 Summary and conclusions

view, the convergence conditions and convergence rate of the proposed algorithm could

be examined more thoroughly. One promising approach might be to separate this analy-

sis into three steps. In a �rst step, the su�cient conditions for observer convergence are

established as done in this thesis. Then, the in�uence of the parameter estimation on

convergence is studied. In a third step, the previous steps should be combined to show the

convergence of the complete algorithm.

To study the advantages of a two-layer over a single-layer control architecture for oper-

ation of a complex distillation train, we developed a two-layer control system consisting

of a decentralized base control layer involving single-loop PID controllers and a supervi-

sory control layer realized by a DMPC which relies on a linearized model of the plant.

During operation the DMPC receives estimates of the concentrations from the Lang-Gilles

observer to calculate predictions for the plant outputs. The Lang-Gilles observer also pro-

vides product concentrations to the DMPC what enables us to specify setpoints for very

important, but often not available on-line, product concentrations instead of setpoints for

less important, but usually measured on-line, temperatures. The di�erent control strate-

gies are illustrated by means of a case study based on our exemplary distillation train.

Unfortunately, our plant is high-dimensional and has large time constants, i.e., the DMPC

requires a large prediction horizon. This greatly limits achievable control quality. The

additional research needed to cope with this problem, e.g. by reducing the model or using

a reformulated control algorithm (Rossiter, 2004), is beyond the scope of this thesis and is

left for the future.

We experienced no substantial improvement in control performance when using a model-

predictive controller on top of the base-control layer. This is probably the case because

of a poorly damped pair of eigenvalues in the controller model and/or a poor tuning of

the DMPC parameters. The accuracy of the controller model is known to be crucial to

the performance of the model-predictive controller, too. The general recommendation to

keep the �ow rates of the model and the actual plant within a 5% margin (Luyben, 1992)

is helpful for modeling the steady-state behavior; this is however di�cult to achieve in

a transient. On the other hand, the Lang-Gilles observer was found to give su�ciently

accurate state predictions for DMPC reinitializations. Thus, no controller/observer model

re�nement is recommended at the moment. Nevertheless, a better understanding of the

necessary modeling accuracy in combination with controller tuning will further help to

improve our results.
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Appendix

A Derivation of particular column assumptions

Common simpli�cations of the energy balance described in Section 2.2.1 require further

assumptions. In the following Sections A.1 and A.2, these assumptions are derived from

conditions given by Skogestad (1997). We also derive a simpli�ed energy balance equation

for total and partial condensers in Section A.3; a shortened derivation thereof was given

by Häggblom (1991).

A.1 Derivation of the constant enthalpy assumption

The constant enthalpy assumption, i.e., dhL,j/dt = 0, is deduced from the following con-

ditions:

1. The column pressure equals the reference pressure p which is constant.

2. Pure components are saturated liquids at the reference pressure.

3. Heat of mixing is negligible such that the liquid enthalpy on stage j is hL,j =∑
i xi,jc

L
p,i (Tj − Tb,i), where cLp,i is the liquid molar heat capacity of component i

at pressure p, Tj is the temperature in tray j, and Tb,i is the boiling temperature of

component i at the reference pressure.

4. Tray temperature Tj is the average of the component boiling points, i.e., Tj =∑
i xi,jTb,i.

5. Heat capacities for all components are the same, i.e., cp = cLp,1 = . . . = cLp,q.

Then, from conditions 1 to 4, we obtain

hL,j =
∑
i

xi,jc
L
p,i (Tj − Tb,i)

= x1,jc
L
p,1 ((x1,j − 1)Tb,1 + x2,jTb,2 + . . .+ xq,jTb,q)+

x2,jc
L
p,2 (x1,jTb,1 + (x2,j − 1)Tb,2 + . . .+ xq,jTb,q)+

. . .

xq,jc
L
p,q (x1,jTb,1 + . . .+ xq−1,jTb,q−1 + (xq,j − 1)Tb,q) . (A.1.1)
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Appendix

Since (xi,j − 1) = −
∑

k 6=i xk,j, Eq. (A.1.1) becomes

hL,j = x1,jc
L
p,1

((
−
∑
k 6=1

xk,j

)
Tb,1 + x2,jTb,2 + . . .+ xq,jTb,q

)
+

x2,jc
L
p,2

(
x1,jTb,1 +

(
−
∑
k 6=2

xk,j

)
Tb,2 + . . .+ xq,jTb,q

)
+

. . .

xq,jc
L
p,q

(
x1,jTb,1 + . . .+ xq−1,jTb,q−1 +

(
−
∑
k 6=q

xk,j

)
Tb,q

)
. (A.1.2)

Finally, expanding Eq. (A.1.2) and using the condition 5, we obtain

hL,j = 0, (A.1.3)

and thus
dhL,j

dt
= 0. (A.1.4)

A.2 Derivation of the constant molar over�ow condition (CMO)

We assume conditions 1 to 5 from Section A.1. This implies Eq. (A.1.3) which justi�es

the assumption hL,j = hF,j = 0 for all trays j and the feed �ow. So, the energy balance

Eq. (2.5) becomes

dUj

dt
= Vj+1hV,j+1 −

(
Vj + SV

j

)
hV,j. (A.2.1)

With negligible vapor holdups, i.e., MV
j = 0, and using the approximation hL,j ≈ uj

reasonable for liquids, where uj = Uj/Mj is the speci�c internal energy, the left hand side

of Eq. (A.2.1) becomes

dUj

dt
=

d(Mjuj)

dt
=

d((ML
j +MV

j )uj)

dt
=

d(ML
j hL,j)

dt
= ML

j

dhL,j

dt
+ hL,j

dML
j

dt
= 0. (A.2.2)

Then, neglecting side streams, i.e., setting SV
j = 0, and combining Eqs. (A.2.1) and (A.2.2),

we obtain

0 = Vj+1hV,j+1 − VjhV,j. (A.2.3)

Assume in addition to the conditions 1 to 5 from Section A.1:

1. The vapor phase is ideal and all components have equal heats of vaporization hvap =

hvap
1 = . . . = hvap

q at the column pressure such that hV,j = hvap+
∑

i xi,jc
V
p,i (Ti − Tb,i),

where cVp,i is the vapor molar heat capacity.
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Derivation of particular column assumptions

2. Vapor heat capacity cVp,i is equal for all components.

Then, similar to the derivation in Section A.1, the term
∑

i xi,jc
V
p,i (Ti − Tb,i) is zero and

thus hV,j = hvap. Therefore, Eq. (A.2.3) reduces to

0 = Vj+1 − Vj. (A.2.4)

Finally, Eq. (A.2.4) inserted in overall material balance Eq. (2.3) for a tray j with zero side

and feed streams and negligible holdup change, i.e. SL
j = SV

j = Fj =
dMj

dt
= 0, implies

0 = Lj−1 − Lj. (A.2.5)

A.3 Derivation of a simpli�ed energy balance equation for

condensers

The simpli�ed energy balance equation for the condenser is derived from the energy balance

Eq. (2.5) adopted as

dM0u0

dt
= V1hV,1 − L0hL,0 − F0hF,0 +Q0, (A.3.1)

where u0 = U0/M0 is the speci�c internal energy in the condenser, V1 is the vapor �ow

rate to the condenser, L0 is the re�ux �ow rate, F0 is the distillate �ow rate, hV,1, hL,0,

hF,0 are the speci�c enthalpies of the streams V1, L0, F0, and −Q0 is the heat �ow removed

from the condenser.

In order to proceed, the following assumptions and de�nitions are made (cf. Häggblom

(1991)). We assume that the internal energy in the condenser equals the liquid enthalpy

as

u0 = hL,0. (A.3.2)

The speci�c enthalpy hL,0 may be expressed as

hL,0 =

q∑
i=1

hL,0,ixi,0, (A.3.3)

where hL,0,i is the partial speci�c enthalpy of component i and q is the number of com-

ponents. Note that hL,0,i is independent of composition or time. xi,0 is the mole fraction

of component i in the condenser. In general, we may express the speci�c enthalpy hS,j of

stream S by additionaly introducing the thermal condition qS,j of stream S on tray j as

follows:

hS,j = hL
S,j + qS,j

(
hV
S,j − hL

S,j

)
= hL

S,j + qS,j∆hS,j, (A.3.4)
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where the superscripts L and V indicate saturated liquid and vapor enthalpies of stream

S. The thermal condition qS,j has the following ranges:

qS,j < 0 : stream S is subcooled liquid

qS,j = 0 : stream S is saturated liquid

0 < qS,j < 1 : stream S is partially �ashed

qS,j = 1 : stream S is saturated vapor

qS,j > 1 : stream S is superheated vapor

The left-hand side of Eq. (A.3.1) can be expanded as follows

dM0u0

dt

(A.3.2)
=

dM0hL,0

dt

(A.3.4)
=

dM0h
L
L,0

dt
+

dM0qL,0∆hL,0

dt

(A.3.3)
=

q∑
i=1

hL
L,0,i

dM0xi,0

dt
+

dM0qL,0∆hL,0

dt

=

q∑
i=1

hL
L,0,i

dM0xi,0

dt
+M0∆hL,0

dqL,0
dt

+ qL,0∆hL,0
dM0

dt
. (A.3.5)

Combining Eqs. (A.3.5) and (A.3.1) we obtain

q∑
i=1

hL
L,0,i

dM0xi,0

dt
+M0∆hL,0

dqL,0
dt

+ qL,0∆hL,0
dM0

dt
= V1hV,1 − L0hL,0 − F0hF,0 +Q0,

(A.3.6)

which is equivalent to

M0
dqL,0
dt

= −
q∑

i=1

hL
L,0,i

∆hL,0

dM0xi,0

dt
− qL,0

dM0

dt
+

V1hV,1 − L0hL,0 − F0hF,0 +Q0

∆hL,0

. (A.3.7)

Inserting the mass balance Eqs. (2.53a) and (2.53b) or Eqs. (2.54a) and (2.54b) in
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Derivation of particular column assumptions

Eq. (A.3.7) we obtain

M0
dqL,0
dt

= −
q∑

i=1

hL
L,0,i

∆hL,0

(V1yi,1 − L0xi,0 − F0yi,0)− qL,0 (V1 − L0 − F0)+

V1hV,1 − L0hL,0 − F0hF,0 +Q0

∆hL,0

(A.3.4)
= −

q∑
i=1

hL
L,0,i

∆hL,0

(V1yi,1 − L0xi,0 − F0yi,0)− qL,0 (V1 − L0 − F0)+

V1h
V
V,1

∆hL,0

−
L0

(
hL
L,0 + qL,0∆hL,0

)
∆hL,0

−
F0

(
hL
F,0 + qF,0∆hF,0

)
∆hL,0

+
Q0

∆hL,0

= −qL,0V1 + qL,0F0 +
V1∆hL,0

∆hL,0

− F0qF,0∆hF,0

∆hL,0

+
Q0

∆hL,0

∆hF,0=∆hL,0
= (1− qL,0)V1 + (qL,0 − qF,0)F0 +

Q0

∆hL,0

. (A.3.8)

In a total condenser, the thermal conditions of the re�ux and distillate �ows are equal, i.e.

qL,0 = qF,0. So, the energy balance in Eq. (A.3.8) becomes

M0
dqL,0
dt

= (1− qL,0)V1 +
Q0

∆hL,0

. (A.3.9)

In a partial condenser, the re�ux �ow is a saturated liquid and the distillate �ow a saturated

vapor, i.e. qL,0 = 0, qF,0 = 1. Therefore, the energy balance in Eq. (A.3.8) reduces to an

algebraic equation

0 = V1 − F0 +
Q0

∆hL,0

. (A.3.10)
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Appendix

B Implementation of distillation libraries

B.1 Modeling environment

In order to manage the model equations in Sections 2.4.1, 2.4.2, and 3.2.2 each set of equa-

tions was implemented in gPROMS (Process Systems Enterprise, 1997-2013) and packaged

for reuse. From our experience, using gPROMS accelerates implementation of the models

by up to 5 times over an implementation in a high-level programming language, unfortu-

nately at the price of �exibility. However, including external software allows us to partly

overcome modeling obstacles resulting from the lack of �exibility. In what follows, we

brie�y describe the structure of two such external software programs, also termed as For-

eign Objects, which are essential for complex distillation simulations. In addition, we

comment on some implementational issues such as the model libraries and main numerical

obstacles.

B.2 External software

Thermodynamic properties

Appropriate thermodynamic models are a prerequisite for distillation calculations with

non-ideal mixtures (mainly required for calculations of enthalpies, boiling/dew tempera-

tures, and vapor compositions). It is also desirable to have a large mixture database and

be able to easily con�gure the mixtures in di�erent simulation scenarios. gPROMS does

not o�er these possibilities, but the problem can be resolved through a Foreign Object with

necessary features linked to the gPROMS models. The Foreign Object providing all ther-

modynamic calculations (PropsFO) was therefore implemented. Its principal schematic is

shown in Fig. B.1.

Figure B.1: Schematic of the PropsFO module calculating thermodynamic properties
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Prior to the simulation, the mixture-de�ning parameters are stored in a �le. This �le

is loaded during the model initialization and stored in main memory afterwards. Every

function call initiated by the gPROMS model is then processed within the PropsFO while

the corresponding function has access to the mixture parameters located in memory. The

result is �nally returned to the calling gPROMS model and gPROMS continues with the

simulation.

It is worth noting that outsourcing functionality to the PropsFO is a very sophisticated

way to perform rather complex thermodynamic calculations outside the gPROMS envi-

ronment which simpli�es the model code, introduces �exibility with regard to the mixture,

and also helps to make simulations faster and more robust.

Data input

In gPROMS, models are initialized for simulation by explicitly setting each of the model's

variables before the simulation starts. Explicit setting of the variables is appropriate for

small models. In contrast, models of larger processes may have hundreds or even thousands

of variables (cf. the ACBT process in Section 5.4). In these models, the (initial) values

for variables might be listed in a �le, e.g., as a result of a process design study, and have

to be manually transferred from that �le to the gPROMS model. It is, unfortunately, a

laborious task which is prone to errors and results in a confusing list of variables in the

gPROMS model, once the transfer of all variables is completed.

Figure B.2: Schematic of the initialization module InitFO

The initial values for our simulation studies in Sections 3.3.5 and 5.4 were stored in a

large GAMS �le (GAMS Development Corporation, 2013) which was created by Kraemer

et al. (2009) in their process design study. To make model initialization easier to handle,

the Foreign Object InitFO was implemented (Fig. B.2). InitFO has two important features.

First, it loads a GAMS �le with variables assumed to be in the GAMS output format and
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stores it in main memory. Afterwards, InitFO can retrieve the value of any variable that

has a string-identi�er. Secondly, since gPROMS only allows passing numerical arguments

to the functions, a one-to-one mapping from numerical values to string-identi�ers is nec-

essary to mediate between gPROMS and the variables in the GAMS �le. This mapping

is implemented in a so-called translator �le. The whole work�ow is then straightforward:

during initialization, the gPROMS model passes the numerical identi�er of a variable in

the GAMS �le to the �read�-function of the InitFO module. The �read�-function loads the

GAMS �le to the memory, �translates� the numerical identi�er into its string-identi�er by

consulting the translator �le, �nds the identi�ed variable by its name-string in the stored

GAMS �le, reads and returns the value of this variable to the gPROMS model.

Summing up, InitFO helps to write, structure and simplify the gPROMS code for model

initialization. It allows FOR-loops, thus reducing code size and error rate. Furthermore,

InitFO is very fast and therefore allows the reading of large data �les.

B.3 Implementational issues

In order to conduct demanding case studies, well-implemented models are essential. These

models rely on external software as outlined in the previous section, but beyond that,

model libraries and numerical obstacles are especially worthy of consideration.

Distillation libraries

Consider Table B.1 showing the assignment of the equations to the di�erent distillation-

column parts which are partitioned into di�erent libraries. These column parts are typi-

cally abstracted during the modeling process from a distillation column. That enables us

to create libraries which form a basis for modeling variously arranged distillation columns,

including the basic structure with one condenser, two sections, one feed tray, and one re-

boiler. Notice that distillation column parts for the plant replacement and the controller

in our implementation are contained in di�erent libraries to account for plant-model mis-

match.

Remarks on numerics

In the past, working with complex simulations required a profound knowledge of both

the simulated process and the numerical algorithms. Nowadays, process knowledge grows

with one's experience in process simulation, and today's state-of-the-art simulation envi-

ronments such as gPROMS hide major numerical problems from the user provided that he

builds relatively simple, numerically well-behaved models. As soon as larger plants with a
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Table B.1: Created libraries and corresponding equations

library unit plant replacement controller observer

condenser (2.45a) � (2.45d) (2.53a) � (2.53c) (2.53a) � (2.53c)

partial condenser (2.46a) � (2.46e) (2.54a) � (2.54e) (2.54a) � (2.54e)

column section (2.49a) � (2.49f) (2.56a) � (2.56e) (3.1a) � (3.1g)

feed tray (2.47a) � (2.47f) (2.55a) � (2.55d) (2.55a) � (2.55d)

reboiler (2.50a) � (2.50d) (2.57a) � (2.57d) (2.57a) � (2.57d)

large number of parameters and state variables are to be simulated, however, the situation

might completely change.

One main reason for di�culties with numerics is that rigorous distillation models tend

to be highly nonlinear. The principal sources of the nonlinearities according to Perry and

Green (2008) are

• nonlinearity of the VLE,

• more than one liquid phase (not relevant for our case studies),

• a large number of stages,

• a high operating pressure,

• a very steep compositions/temperature pro�le, or

• various combinations of the above.

Another cause of numeric obstacles is a less transparent interaction between the model

and solver parameters. Distillation column models comprising models in Sections 2.4.1

� 2.4.2 are di�erential algebraic equations (DAEs). It is well known that these require

consistent initial values to start a simulation and may become sti� (Cameron et al., 1986).

Besides, they often exhibit very nonlinear behavior. gPROMS o�ers a general purpose

DAE solver (DASOLV) based on Backward Di�erentiation Formulas (BDF) capable of

solving such highly nonlinear, sti� DAE-systems. If discontinuities appear, e.g., when the

user applies a control action to any of the assigned variables, a nonlinear solver (in our case

the Block Decomposition nonlinear Solver (BDNLSOL)) initiates the reinitialization of the

DAE system (Process Systems Enterprise, 2009). However, the case study in Section 5.4

takes the reinitialization solver to the limit of what it can do.

We identi�ed two typical situations in which the simulation can crash. The �rst very

uncommon situation occurs if the DAE solver cannot ful�ll the integration tolerances at
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a certain point. This problem can usually be solved by changing the threshold values

for the absolute and relative tolerances of the solver. The second situation is related

to the reinitialization solver and concerns, from our experience, up to one per hundred

reinitializations. In this case, changing the range of the relevant model variables or solver

parameters sometimes solved the problem for the required simulation horizon but could

provoke a crash during reinitialization at a later point. A very helpful technique for solving

reinitialization problems is to avoid the usage of (some) selected algebraic variables, e.g.

by �ltering them (Kröner et al., 1997).

Models which possess a large number of di�erential variables and parameters are espe-

cially prone to the above numerical problems. This shows that linearized and, if necessary,

reduced models should still be used in on-line applications to avoid most of the numerical

problems.
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C Simulation data

C.1 Parameters for prediction of activity coe�cients and vapor

pressures in ACBT mixture

The Wilson parameters λi,j and liquid-phase molar volumes νL
i required in Eq. (2.14) for

prediction of activity coe�cients in an ACBT mixture were taken from Aspen Plus (Aspen

Technology, Inc., 1981-2010). They are summarized in Table C.1. The corresponding

Table C.1: Wilson parameters for ACBT mixture: acetone (i = 1), chloroform (i = 2),

benzene (i = 3), and toluene (i = 4).

λi,1 [-] λi,2 [-] λi,3 [-] λi,4 [-] νL
i [cm3/mol]

λ1,1 : 0.0 λ1,2 : 28.8819 λ1,3 : 543.9352 λ1,4 : 356.0129 νL
1 : 74.05

λ2,1 : -484.3856 λ2,2 : 0.0 λ2,3 : -161.8065 λ2,4 : -365.8311 νL
2 : 80.67

λ3,1 : -182.5230 λ3,2 : 49.6010 λ3,3 : 0.0 λ3,4 : 377.9760 νL
3 : 89.41

λ4,1 : 13.6840 λ4,2 : 552.1459 λ4,3 : -354.9859 λ4,4 : 0.0 νL
4 : 106.85

gas constant is R = 1.98721 cal/K·mol, where 1 cal = 4.182 J. The vapor pressure psati in

Eq. (2.11) is calculated by Eq. (2.12); the required parameters Ci,1, . . . , Ci,9 are summarized

in Table C.2.

Table C.2: Parameters of the Extended Antoine equation for calculation of the vapor pressures

in [Pa] of acetone (i = 1), chloroform (i = 2), benzene (i = 3), and toluene (i = 4); the

temperature bounds Ci,8 and Ci,9 are in [K].

i Ci,1 Ci,2 Ci,3 Ci,4 Ci,5 Ci,6 Ci,7 Ci,8 Ci,9

1 0.732391e2 -0.562684e4 0.0 0.625888e-2 -0.805705e1 0.127440e-16 6.0 274.597 508.1

2 0.494950e2 -0.490924e4 0.0 0.697118e-3 -0.404868e1 0.102370e-16 6.0 277.794 536.4

3 0.738624e2 -0.597044e4 0.0 0.553760e-2 -0.807976e1 0.661298e-17 6.0 293.361 562.1

4 0.712775e2 -0.641329e4 0.0 0.416630e-2 -0.750535e1 0.541998e-17 6.0 318.725 591.7

C.2 Parameters for prediction of activity coe�cients and vapor

pressures in MEW mixture

The Wilson parameters λi,j and liquid-phase molar volumes νL
i required in Eq. (2.14)

for prediction of activity coe�cients in a methanol-ethanol-water (MEW) mixture are

summarized in Table C.3. The corresponding gas constant is R = 1.98721 cal/K·mol, where
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Table C.3: Wilson parameters for MEW mixture: methanol (i = 1), ethanol (i = 2), and

water (i = 3).

λi,1 [-] λi,2 [-] λi,3 [-] νL
i [cm3/mol]

λ1,1 : 0.0 λ1,2 : -148.2382 λ1,3 : 90.7566 νL
1 : 40.46

λ2,1 : 342.6344 λ2,2 : 0.0 λ2,3 : 330.6937 νL
2 : 58.36

λ3,1 : 440.0672 λ3,2 : 912.3767 λ3,3 : 0.0 νL
3 : 18.05

1 cal = 4.182 J. The vapor pressure psati in Eq. (2.11) is calculated by Eq. (2.12); the

required parameters Ci,1, . . . , Ci,9 are summarized in Table C.4.

Table C.4: Parameters of the Extended Antoine equation for calculation of the vapor pressures

in [atm] of methanol (i = 1), ethanol (i = 2), and water (i = 3); the temperature bounds Ci,8

and Ci,9 are in [K].

i Ci,1 Ci,2 Ci,3 Ci,4 Ci,5 Ci,6 Ci,7 Ci,8 Ci,9

1 11.7190 -3482.6359 -40.1783 0.0 0.0 0.0 0.0 320.7613 384.6678

2 11.5907 -3405.2832 -57.3186 0.0 0.0 0.0 0.0 334.5338 398.4844

3 11.6281 -3783.5446 -47.4183 0.0 0.0 0.0 0.0 354.4922 425.0666

C.3 Regulatory control parameters

The regulatory control of the ACBT process depicted in Figure 1.1 (and of the same process

with a di�erent regulator numbering in Figure 5.3) includes several PI regulators. These

PI regulators are speci�ed by Eqs. (2.52a) � (2.52d). An anti-windup for the integral

term was also implemented. The tuning parameters of the regulators in Figure 1.1 are

given in Table C.5. Note that the correspondence between the regulator numberings in

Figures 1.1 and 5.3 is shown in Table 5.1. The regulator inputs and outputs are restricted

to lie within the given minimum and maximum values. Note that the pressure controllers

PI 2 in column C1 and PI 17 in column C3 are not available in the models based on

equations from Section 2.4.2 where the corresponding pressures are set constant. All PI

controllers were tuned manually, where the setpoints were chosen to obtain as pure products

as possible.
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Table C.5: PI controller parameters

PID Mode Input Output Bias Gain Reset Setpoint

No. min max min max [-] time [s]

1 PI 0 mol 20 kmol 0 % 100 % 50 % 1 2000 10.5 kmol

21 PI 0.95 bar 1.2 bar -50 MJ/s -40 MJ/s -46.15916 MJ/s 10 5000 1.013 bar

3 PI 330 K 340 K 0 % 100 % 66 % 2 1000 331.1 K

4 PI 363.5 K 370 K 41 MJ/s 50 MJ/s 41 MJ/s 0.01 1000 364.2 K

5 PI 0 mol 20 kmol 0 % 100 % 50 % 0.1 2000 10.5 kmol

7 PI 0 mol/s 20 mol/s 0 % 100 % 70 % 1 100 70 %

8 PI 0 mol 20 kmol 0 % 100 % 54 % 2 1000 9 kmol

9 PI 385 K 395 K 45 MJ/s 60 MJ/s 51 MJ/s 0.5 100 385.5 K

10 PI 0 mol 50 kmol 0 % 100 % 55 % 3 100 9 kmol

11 PI 0 % 100 % 0 % 100 % 45 % 0.1 1000 50.5 %

12 PI 0.95 bar 1.1 bar -60 MJ/s -10 MJ/s -33.9 MJ/s 10 100 1.013 bar

13 PI 0 mol 10 kmol 0 % 100 % 50 % 1 1000 3 kmol

14 PI 350 K 360 K 20 MJ/s 35 MJ/s 26.6 MJ/s 10 1000 357.9 K

15 PI 335 K 350 K 65 % 100 % 76 % 0.1 550 338.4 K

16 PI 0 mol 10 kmol 0 % 100 % 50 % 1 1000 3 kmol

171 PI 0.9 bar 1.1 bar -50 MJ/s -30 MJ/s -40 MJ/s 50 100 1.013 bar

R ratio

1 available only in the plant replacement based on equations from Section 2.4.1;

in controller/observer models based on equations from Section 2.4.2, constant pressures are assumed.

C.4 Supervisory control parameters

The supervisory control layer consists of a DMPC outlined in Section 5.3.2. The DMPC

tuning parameters were introduced in Eqs. (5.20a) � (5.20d). They are summarized in

Table C.6 for the ACBT case study in Section 5.4. Note that the weighting matrices Qy

and Qu are diagonal. Their elements scale with respect to the chosen input and output

variables. The 4-tuples in yref (also in ylb and yub) refer to the concentrations of acetone,

chloroform, benzene, and toluene given in mol/mol. The 5-tuples in uref (also in ulb,

uub,dulb, and duub) refer to the setpoints of the PIDs r1 − r5 numbered as 3, 9, 14, 15,

and 7 in Table C.5. The setpoint of PID 7 (r5), which regulates the recycle valve (see

Figure 5.3), is speci�ed as the fraction of the maximum �ow rate. The DMPC sampling

time is set to 100 s. Finally, the number of predicted and controlled samples is 100 and 3,

respectively.
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C.5 Nominal design condition used in Section 3.3.5

The simulation study in Section 3.3.5 is based on the plant layout for the separation of an

acetone-chloroform-benzene-toluene mixture shown in Fig. 1.1. The nominal condition for

the distillation columns used in the study is speci�ed in Table C.7. The column models

are those from Section 2.4.2 and the choice of model parameters and speci�c �ow rates is

discussed in Section 2.4.5. The mixture parameters are summarized in Section C.1 and

tuning parameters of the regulatory controllers are tabulated in Table C.5.

Note that the column C1 in the plant replacement has three sections and two feed trays;

in Table C.7, section 1 refers to the column section between the feed F1 and condenser,

section 2 refers to the section between the feeds F2 and F1, and section 3 refers to the

section between the reboiler and feed F2. The columns C2 and C3 are basic columns each

having two sections and a feed tray; section 1 refers to the rectifying section and section 2

refers to the stripping section. The observer models are also based on the models from

Section 2.4.2. The observer correction term was introduced in Eq. (3.1a) from Section 3.2.2.

The observer gain parameters αi are given in the next to last row of Table C.7, while the

last row of the table lists the tray numbers used to calculate temperature di�erences in the

observer correction term. These parameters were tuned manually to make the observer as

fast as possible and retain its convergence.

The parameters in Table C.7 are related to the model equations from Section 2.4.2 as

follows. The number of theoretical stages in each column section gives the number of

di�erent values the variable j in Eqs. (2.56a) � (2.56e) may take. The distillate compo-

sition refers to the state variables x1,0 (acetone), x2,0 (chloroform), x3,0 (benzene), and

x4,0 (toluene) in Eq. (2.53a) (total condenser) or Eq. (2.54a) (partial condenser), while the

bottom composition refers to the reboiler state variables x1,m+1 (acetone), x2,m+1 (chloro-

form), x3,m+1 (benzene), and x4,m+1 (toluene) in Eq. (2.57a). Note that the concentration

of toluene on stage j can be calculated by x4,j = 1− x1,j − x2,j − x3,j. Similarly, the feed

composition is related to the feed variables z1,j, z2,j, z3,j, and z4,j, while the feed �ow rate

is denoted by Fj in Eq. (2.55a). L0 in Eq. (2.53a) is the re�ux �ow rate, while the boilup

�ow rate is Vm+1 in Eq. (2.57c). The liquid holdup per stage refers to ML
j in Eq. (2.56a),

whereas the liquid holdups in condenser, reboiler and feed tray ML
0 ,M

L
m+1,M

L
j are those

in Eqs. (2.53a) � (2.53c), (2.57a) � (2.57b), and (2.55a). The condenser pressure p0 is

calculated by Eq. (2.53d), while the reboiler pressure pm+1 is calculated by Eq. (2.56e) in

which the reboiler is assumed to be the (msec + 1)-th stage of the column section above.
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Simulation data

C.6 Nominal design condition used in Section 5.4

The simulation study in Section 5.4 is based on the plant layout for the separation of

an acetone-chloroform-benzene-toluene mixture shown in Fig. 5.3 (also in Fig. 1.1 with-

out the layout partitioning). The study includes a plant-replacement model, a DMPC

controller and a Lang-Gilles observer. The nominal condition for the distillation columns

used in the study is summarized in Tables C.8 (controller/observer model) and C.9 (plant-

replacement model). The parametrization of the distillation models and the speci�c �ow

rates in the columns are discussed in Section 2.4.5. The mixture parameters are summa-

rized in Section C.1. The tuning parameters of the regulatory controllers are described in

Appendix C.3 and those of the supervisory DMPC in Appendix C.4.

The controller/observer model equations are given in Section 2.4.2. The parameters in

Table C.8 are related to these equations as explained in Section C.5. Note that the column

C1 in the plant replacement has three sections and two feed trays; in Tables C.8 and C.9,

section 1 refers to the column section between the feed F1 and condenser, section 2 to the

section between the feeds F2 and F1, and section 3 to the section between the reboiler and

the feed F2. The columns C2 and C3 are basic columns each having two sections and a feed

tray; section 1 refers to the rectifying section and section 2 to the stripping section. The

observer models are also based on the models from Section 2.4.2. The observer correction

term was introduced in Eq. (3.1a) from Section 3.2.2. The observer gain parameters αi

are given in the next to last row of Table C.8, while the last row of the table lists the tray

numbers used to calculate temperature di�erences in the observer correction term.

The plant-replacement model is based on equations from Section 2.4.1. The parameters

in Table C.9 are related to the model equations as follows. The number of theoretical stages

in each column section gives the number of di�erent values the variable j in Eqs. (2.49a)

� (2.49f) may take. The distillate composition refers to the state variables x1,0 (acetone),

x2,0 (chloroform), x3,0 (benzene), and x4,0 (toluene) in Eq. (2.45a) (total condenser) or

Eq. (2.46a) (partial condenser), while the bottom composition refers to the reboiler state

variables x1,m+1 (acetone), x2,m+1 (chloroform), x3,m+1 (benzene), and x4,m+1 (toluene)

in Eq. (2.50a). Note that the concentration of toluene on stage j can be calculated by

x4,j = 1 − x1,j − x2,j − x3,j. Similarly, the feed composition is related to the feed vari-

ables z1,j, z2,j, z3,j, and z4,j, while the feed �ow rate is denoted by Fj in Eq. (2.47a). L0

in Eq. (2.45a) is the re�ux �ow rate, while the boilup �ow rate is Vm+1 in Eq. (2.50c).

The liquid holdup per stage refers to M̆L
j in Eq. (2.49d), whereas the holdups in con-

denser, reboiler and feed tray ML
0 ,M

L
m+1,M

L
j are those in Eqs. (2.45a) � (2.45b), (2.50a)

� (2.50b), and (2.47a) at the nominal condition. The condenser pressure p0 is calculated

by Eq. (2.45d), while the reboiler pressure pm+1 is calculated by Eq. (2.49f) in which the

reboiler is assumed to be the (msec + 1)-th stage of the column section above. The model

parameters were determined according to Section 2.4.5.
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Simulation data
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Appendix

D Auxiliary theorems

In this section we recall results from other authors.

Theorem D.1 (cf. Golub and Van Loan (1996)). Let QHAQ = D+R be a Schur decom-

position of A ∈ Cn,n with a diagonal matrix D and a strictly upper triangular matrix R.

Moreover, let E be an arbitrary matrix. If µ ∈ σ(A + E) and p is the smallest positive

integer such that |R|p = 0, then

min
λ∈σ(A)

|λ− µ| ≤ max(θ, θ1/p)

where

θ = ‖E‖2
p−1∑
k=0

‖R‖k2 ,

σ(A+ E) denotes the spectrum of A+ E, and ‖·‖2 the spectral norm.

Our convergence analysis, summarized in Theorems 1 and 2, is based upon a theorem

derived by Perron (1929) which follows below. We use a slightly di�erent notation for

convenience. Note that the speci�c norms are not essential due to the equivalence of

norms in �nite dimensional spaces.

Theorem D.2 (cf. Perron (1929)). Let the system be given as

ẏ = Ay + f(y, t), y(0) = y0,

where f is continuous in ‖y‖∞ ≤ δ, t ≥ 0 for a real δ > 0. If (i) all eigenvalues of A have

negative real parts and (ii)

‖f(y, t)‖∞ ≤ K ‖y‖1 ,

for some constant K > 0, all ‖y‖∞ ≤ δ, all t, and (iii)

∀ε > 0∃δ > 0, te > 0: ‖f(y, t)‖∞ ≤ ε ‖y‖1 , ∀ ‖y‖∞ ≤ δ, t ≥ te

then every solution y with su�ciently small ‖y0‖∞ exists in [0,∞) and the solution y = 0

is asymptotically stable.

The stability concept in Lyapunov's sense for autonomous systems is not directly appli-

cable to non-autonomous systems. However, K-class functions allow us to overcome this

obstacle.

De�nition D.1 (cf. Liao et al. (2007)). If a continuous function φ : [0, a) ⊆ R+ → R+,

where R+ = {x ∈ R | x ≥ 0} is the set of non-negative real numbers, is monotonically

strictly increasing, and φ(0) = 0, we call φ a K-class function, denoted by φ ∈ K.
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Auxiliary theorems

Theorem D.3 (cf. Chen (2005)). If there exist functions V : D × [t0,∞) → R, (x, t) 7→
V (x, t) and β(·), γ(·), δ(·) ∈ K (K as in De�nition D.1), such that

1. V (0, t0) = 0,

2. V (x, t) > 0 for all x 6= 0 in D and all t ≥ t0,

3. β(‖x‖) ≤ V (x, t) ≤ γ(‖x‖) for all t ≥ t0,

4.
dV (x, t)

dt
≤ −δ(‖x‖) ≤ 0 for all t ≥ t0.

Then, the system

ẋ = f(x, t), x(t0) = x0 ∈ Rn,

where f : D × [0,∞) → Rn is continuously di�erentiable in a neighborhood of the origin,

D ⊆ Rn, with a given initial state x0 ∈ D, is asymptotically stable about its zero equilibrium.

In the proof of Theorem 3 we exploit Theorem D.3 whose item 3 is shown using the

following well-known result.

Theorem D.4 (cf. Courant-Fischer Minimax Theorem, Golub and Van Loan (1996)). If

A ∈ Rn×n is symmetric, then

λk(A) = max
dim(S)=k

min
06=y∈S

yTAy

yTy
,

where S with dim(S) = k refers to any k-dimensional subspace of Rn×n, λk(A) are the

eigenvalues of A sorted as λn(A) ≤ · · · ≤ λ2(A) ≤ λ1(A) and k = 1, . . . , n.

The following implicit function theorem is a standard tool in analysis which we use to

derive the system matrix Ac in Eqs. (5.5) from Section 5.3.2.

Theorem D.5 (cf. Walter (1995)). Let G ⊂ Rn+m be an open set and f : G → Rm be

an implicit continuously di�erentiable function with the coordinates x ∈ Rn and y ∈ Rm.

Suppose for a point (ξ, η) ∈ G that

f(ξ, η) = 0 and det
∂f

∂y
(ξ, η) 6= 0.

Then there exist open sets U = U(ξ) ⊂ Rn, V = V (η) ⊂ Rm and a unique continuously

di�erentiable function g : U → V such that

f(x, g(x)) = 0 and f(x, y) 6= 0 for y 6= g(x), (x, y) ∈ U × V ⊂ G.

Furthermore, the partial derivative of g is given by

∂g

∂x
= −

(
∂f

∂y

)−1
∂f

∂x
.
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