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KI und datengesteuerte Kampagnen:
Eine Diskussion der Rolle generativer KI im politischen
Wahlkampf

Philipp Darius, Andrea Rommele

1. Einleitung

In politischen Kampagnen geht es um die Vermittlung politischer Inhal-
te, Themen und Spitzenkandidaten. Ridiger Schmitt-Beck hat zur Erfor-
schung von Kampagnen und ihrer Effekte in vielen Publikationen in her-
ausragender Weise beigetragen und das Feld der Kampagnenforschung
mafigeblich definiert. Bis in die frithen 1990er Jahre hinein war Kampa-
gnenforschung noch eine Teildisziplin der Wahl-, Parteien- sowie Medien-
forschung mit jeweils leicht unterschiedlichen Fragestellungen. Die Wahl-
forschung und die Medienforschung stellten die Frage nach der Wirkung
von Kampagnen und in der Parteienforschung spielte die Rekrutierung und
Selektion von Spitzenkandidaten eine Rolle. Es ist vor allem den Arbeiten
von Riidiger Schmitt-Beck zu verdanken, dass die Kampagnenforschung
ein mittlerweile eigenstandiges Forschungsgebiet darstellt. Der Titel seiner
wegweisenden Habilitationsschrift (2000) beschreibt auch seine jahrzehn-
telange Forschungsagenda: Politische Kommunikation und Wihlerverhal-
ten. Im Fokus seiner Arbeiten steht die Frage des Wahlverhaltens (jiingst
hierzu Schmitt-Beck et al. 2022) und somit auch die Frage des Einflusses
politischer Kommunikation auf Wahlerinnen und Wahler (Schmitt-Beck
2000; Farrell/Schmitt-Beck 2002). Die Nutzung unterschiedlicher Kommu-
nikationskandle spielt in Riidiger Schmitt-Becks Arbeiten ebenfalls eine
wichtige Rolle und er hat sich auch umfassend der Rolle und Bedeutung
der interpersonalen Kommunikation gewidmet (z. B. Schmitt-Beck/Wol-
sing 2010).

In unserem Beitrag zu seiner Festschrift mochten wir an seine Forschung
und Fragestellungen ankniipfen und auf eine neue Herausforderung in
der Kommunikation zwischen Parteien und Wahlerinnen und Wahlern
eingehen, namlich der von KI. Neue Technologien wie generative KI, d.h.
Systeme, die autonom oder auf Anweisungen sinnige Texte, Bilder und
Musik erstellen kénnen, erweitern den Werkzeugkasten, ja das Waffenar-
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senal an verfiigbaren Wahlkampfmitteln, haben aber auch Auswirkungen
auf digitale Kampagnenumgebungen wie soziale Plattformen oder Online-
Suchmaschinen. In diesen digitalen Kampagnenumfeldern kénnen neue
Formen der KI, basierend auf riesigen Basismodellen (engl. Foundation
Models) und Large Language Models (LLMs), Mechanismen dieser Kom-
munikation verdndern, da sie eine schnelle Verbreitung von Inhalten zu
sehr geringen Kosten ermdglichen. Inzwischen imitieren diese Systeme
menschliches Verhalten nahezu perfekt und tibertreffen menschliche Leis-
tungen sogar in vielen Anwendungsbereichen und Tests (Bommasani et al.
2022; Wei et al. 2022). Wozu die durch Russland gesteuerte Kampagne im
Zuge der US-Prasidentschaftswahlen 2016 (noch) ein ganzes Lager voller
sTrolle“ brauchte, konnte mit Hilfe generativer KI-Systeme nun in noch
grofierem und automatisierteren Umfang moglich sein. In Bezug auf politi-
sche Kampagnen stellt sich daher die Frage, ob generative KI politische
Kampagnen effektiver macht, oder ob sie die Contentflut in der digitalen
Welt noch vergrofiert, sodass es schwieriger wird, Aufmerksamkeit fir
Kampagnenaussagen zu gewinnen. Auflerdem vereinfachen KI-Anwendun-
gen als Analyse- und Codinghilfen den Einsatz von datengetriebenen Me-
thoden und werden bereits zur Produktion von Falschaussagen und Deep
Fakes verwendet.

In der internationalen Wahlkampfforschung wurde dieses Thema jiingst
von Rachel Gibson und Andrea Rommele aufgenommen: Sie beobachten
in Wahlkampagnen den Trend zu ,data-driven campaigning” (DDC), den
Rommele und Gibson (2020) als die vierte Stufe der Kampagnenevolution
bezeichnen. Wahlkampfentscheidungen und -schwerpunkte basieren nun
auf der Grundlage von grofien Datenmengen — werden allerdings noch von
Menschen getroffen. Denkt man dies einen Schritt weiter, so wiirde ein
KI-gesteuerter Wahlkampf ebenso auf grofien Datenmengen beruhen, die
Entscheidung wiirde aber die KI féllen, und nicht mehr der Mensch.

In diesem Artikel diskutieren wir daher die potenziellen Folgen aktueller
generativer KI-Anwendungen fiir demokratische Wahlen und politische
Kampagnen im Hinblick auf drei Gruppen von Akteuren: (1) organisierte
Kampagnen, Kandidaten und politische Parteien, (2) von den Kampagnen
formell unabhingige Akteure (Biirgerinnen und Biirger, NGOs, Verban-
de, oder auch andere Staaten), und (3) Governance-Akteure von Kampa-
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gnenumgebungen'. Abschlieflend geben wir einen Ausblick auf anstehende
Wahlen und die Rolle, die generative KI spielen konnte. An dieser Stelle
verzichten wir jedoch auf Spekulationen iiber weitere technologische Ent-
wicklungen einer allgemeinen kiinstlichen Intelligenz, also komplett unab-
héngiger Systeme, und konzentrieren uns auf die Implikationen der derzeit
existierenden KI-Anwendungen als Werkzeuge fiir die unterschiedlichen
zuvor genannten politischen Akteursgruppen.

2. Generative KI als Wahlkampftool

Generative KI entwickelt sich mit enormer Geschwindigkeit. In den letz-
ten Monaten haben vor allem leichter zugidngliche Schnittstellen zu Bild-
und Textgeneratoren wie ChatGPT einen weltweiten Hype um die Fahig-
keiten und Anwendungsmaglichkeiten dieser Art generativer KI ausgelost.
OpenAl und andere Unternehmen haben en-masse Annotationen und
Interaktionen mit Menschen genutzt, um die Basismodelle weiter zu trai-
nieren und das sogenannte Alignment-Problem zu verringern, das darin
besteht, dass sich ChatGPT und andere auf Foundation Models basierende
Systeme zunichst in einer grundsitzlich rationalen, aber fiir Menschen
unnatiirlichen Art und Weise verhalten haben. Daher wurde ChatGPT
mit Tausenden von menschlichen Annotationen trainiert, um so das Ant-
wortverhalten an die Erwartungen menschlicher Kommunikationspartner
anzupassen. Auch generative KI-Anwendungen zur Erstellung von Bildern
und Videos sind inzwischen fiir die breite Masse an Nutzerinnen und
Nutzern leicht zugdnglich und unglaublich realistisch, was die Kosten fiir
einfache Bild- und Videoproduktionen auf ein Minimum senkt.

Diese Entwicklungen werden erhebliche Auswirkungen auf politische
Kampagnen und die mediale Berichterstattung haben. Noch tanzt die KI
nicht, das heifit, sie ist nicht autonom und entwickelt ihre eigenen Algorith-
men noch nicht weiter. Dies konnte jedoch schon in naher Zukunft der Fall
sein. Im Jahr 2023 kann generative KI fiir politische Kampagnen wie fiir
viele andere Bereiche ein michtiges Werkzeug sein, indem sie textbasierte

1 Auf der privaten Seite digitale Online-Plattformen, die Kampagnenumgebungen wie
Social-Media-Plattformen und Online-Suchmaschinen betreiben und auf der offentli-
chen Seite Behorden und andere an Wahlkdmpfen beteiligte nationale und internatio-
nale Institutionen, wie im deutschen Fall die Landesmedienanstalten, der Bundeswahl-
leiter, Koordinatoren fiir digitale Dienste auf nationaler Ebene oder die EU-Kommissi-
on und die OSZE auf supranationaler Ebene.
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und visuelle Inhalte generiert und Unterstiitzung bei Datenanalysen bietet.
Sie verstirkt jedoch auch die bestehenden Risiken in Bezug auf digitale Me-
dien als politische Kommunikationsumgebungen, wenn politische Akteure
sich nicht an demokratische Normen und Werte in Bezug auf den Umgang
mit politischen Gegnerinnen und Gegnern halten.

3. KI und datengesteuerte Kampagnen in der vierten Phase der politischen
Kommunikation

In den zuriickliegenden Jahren wurde viel iiber den Einsatz von daten-
gesteuerten Methoden und KI in politischen Kampagnen diskutiert. Die
sogenannte vierte Phase der politischen Kommunikation unterscheidet sich
von den vorangegangenen Phasen dadurch, dass digitale Plattformen und
datengesteuerte Methoden im Vergleich zu Kampagnen vor dem Aufkom-
men des Internets und der Social-Media-Plattformen viel prasenter und
fortschrittlicher geworden sind (Rommele/Gibson 2020). Unsere Gespra-
che mit Expertinnen und Experten sowie Wahlkdmpferinnen und Wahl-
kdampfern im Rahmen des ERC-Projekts ,DiCED - Digital Campaigning
and Electoral Democracy“? zeigten, dass datengesteuerte Methoden eine
politische Logik, die auf Intuition und Erfahrung von Wahlkampfexpertin-
nen und -experten beruht, erginzen und manchmal auch mit ihr konkur-
rieren konnen. Expertinnen und Experten betonten jedoch, dass es keinen
zentralen Algorithmus oder KI-Modell fiir Wahlkampfentscheidungen gibt,
z. B. fiir die Verteilung der Werbeausgaben, die wichtigsten Wahlkampf-
botschaften oder die Beschaffung von Wahlkampfmitteln. In Fillen, in
denen fortschrittliche Vorhersagemodelle eingesetzt wurden, schnitten die-
se dhnlich oder sogar schlechter ab als etablierte sozialwissenschaftliche
Methoden wie Umfrageforschung und Fokusgruppen zum Test wichtiger
Kampagnenbotschaften und zur Identifizierung von Zielgruppen. Mit der
leichteren Anwendbarkeit von generativen und analytischen KI-Methoden
tiber Schnittstellen erwarten wir aber eine zunehmende Nutzung dieser
Methoden durch Organisatorinnen und Organisatoren politischer Kampa-
gnen und anderen politischen Akteuren, den ersten beiden der drei unter-
schiedlichen Gruppen, die wir in diesem Artikel untersuchen.

Auf digitalen Online-Plattformen werden seit Jahren komplexe KI-Mo-
delle fiir die Moderation von Inhalten, genauer fiir die Empfehlung und

2 https://sites.manchester.ac.uk/diced/.
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Filterung von Inhalten, eingesetzt. Sie sind sehr effizient, wenn es darum
geht, die verbrachte Zeit von Nutzerinnen und Nutzern auf einer Website
oder Plattform zu maximieren und individuell passende Werbung auszu-
spielen, aber auch bei der Erkennung von illegalen und/oder gegen Richt-
linien der Plattform verstoflenden Inhalten. Wir wissen jedoch, dass Social-
Media-Plattformen wie Twitter wiahrend der Covid-19-Pandemie Beitrége,
die Verschworungserzdhlungen und impfskeptische Inhalte propagierten,
nicht konsequent und erfolgreich geldscht haben (Darius/Urquhart 2021).
Digitale Plattformen sind zwar die Akteure, bei denen KI-Systeme die wich-
tigste Rolle spielen, da sie den Informationsfluss auf diesen Plattformen
steuern. Doch es wird von entscheidender Bedeutung sein, wie die Plattfor-
men bei der Erkennung von KI-generierten Inhalten wie Bildern, Videos
oder Texten vor allem dann vorgehen, wenn diese irrefithrende, falsche In-
formationen enthalten oder es sich um bewusste politische Desinformation
inlandischer oder auslandischer politischer Akteure handelt.

3.1 Organisierte politische Kampagnen in einer sich verandernden
Parteien- und Kommunikationssphére

Digitale Plattformen wie soziale Medien und Online-Suchmaschinen sind
zu wesentlichen Umgebungen fiir organisierte politische Kampagnen ge-
worden und ermdglichen eine umfassendere Analyse von Daten (Gibson
2020). Im Hinblick auf die Nutzung datengesteuerter Methoden und neuer
Technologien kann ihre Anwendung jedoch zu zwei verschiedenen Arten
von Kampagnen fithren, die Rémmele und Gibson (2020) als ,wissen-
schaftlich® oder ,subversiv beschreiben. Als Idealtypen bezeichnen sie eine
wissenschaftliche Art von Kampagne, die verbesserte Analysen nutzt, um
Wihlerinnen und Wahler zu aktivieren und zu mobilisieren. Im Gegensatz
dazu nutzt die subversive Art von Kampagnen spaltende Themen und Bot-
schaften, populistische Reden und gezielte Werbung, um politische Kon-
flikte zu verstirken und ggf. die Wahlergruppen aktiv zu demobilisieren,
die dazu neigen, fiir den politischen Gegner zu stimmen. Neue Technologi-
en wie generative KI konnen diese Zweiteilung politischer Kampagnen in
wissenschaftliche und subversive Kampagnen beschleunigen und eine Rolle
in der effektiveren Ansprache mit konstruktiven, aber auch destruktiven
Nachrichten spielen.

In Deutschland wihlen Parteien Agenturen als enge Partner fiir die
Erstellung von Kampagneninhalten und -strategien, fiir die digitale sowie
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analoge Kampagne. Zentrale Aufgabe der Agenturen ist es, gemeinsam
mit der Partei Zielgruppen zu identifizieren und gezielte Werbung auf
sozialen Medien wie Facebook, Instagram und TikTok (und seit Elon
Musks Entscheidung, politische Werbung wieder zuzulassen, in Zukunft
auch auf Twitter) sowie Online-Suchmaschinen wie Google zu schalten.
Ziel digitaler ebenso wie analog gefiihrter Kampagnen ist die Kommunika-
tion, der Austausch mit Wahlerinnen und Wahlern, insbesondere mit den
noch Unentschlossenen. Diese Gruppe war 2021 fiir deutsche Verhéltnisse
ungewdhnlich grof, und zwar aus mehreren Griinden: erstens nimmt die
Parteibindung in den letzten Dekaden zunehmend ab (Weflels et al. 2014);
des Weiteren ging die ,Ara Merkel“ zu Ende und viele ehemalige Mer-
kel-Wihlerinnen und -wéhler schwankten unentschlossen zwischen den
Parteien (Korte 2023). Die kontinuierliche Kommunikation zwischen Par-
teien und Wahlkampfakteuren soll Wahlerinnen und Wéhler dazu bringen,
Online-Newsletter iiber ihre zentrale Wahlkampf-Website zu abonnieren
und Accounts von Kandidatinnen und Kandidaten und Parteien in den
sozialen Medien zu folgen. Neben der Mobilisierung von Unterstiitzerinnen
und Unterstiitzern geht die Nutzung von E-Mail-Newslettern aus Sicht
der Wahlkdmpferinnen und Wahlkdampfer mit zusitzlichen analytischen
Moglichkeiten einher, um Kampagnenbotschaften zu testen und potenzielle
Wihlerinnen und Wihler zu segmentieren (Haller et al. 2023).

Wihlerinnen und Wiahler konsumieren ihre Nachrichten mehr und
mehr {iber soziale Medien. Dadurch haben visuelle Inhalte an Bedeutung
und Quantitit gewonnen. Durch die einfachere Verfiigbarkeit von hoch-
wertigen generierten Bildern erwarten wir daher eine weitere Zunahme
der Nutzung visueller Inhalte und generativer Bildgenerierungs-Tools wie
DALLE2, Midjourney und vieler anderer.

Wihrend also generative KI die Kosten fiir die Produktion visueller
Inhalte senkt, kann sie die Kosten fiir parteiinterne Teams zur Reaktion auf
mogliche Krisen erhéhen, wenn es etwa darum geht, Posts iiber oder gegen
die eigene Partei oder den Spitzenkandidaten entgegenzuwirken. Bei ver-
gangenen Bundestags- und Europawahlen wurde eine Zunahme von Nega-
tive Campaigning beobachtet, also Videospots oder Posts und Anzeigen in
den sozialen Medien, die den politischen Gegner personlich angreifen, statt
die eigenen politischen Ziele zu fordern (Baranowski et al. 2022; Klinger
et al. 2022; Maier/Nai 2021). Dies ist in Deutschland, im Gegensatz zu an-
deren Landern und insbesondere den USA, immer noch relativ uniiblich,
kénnte aber mit dem verstirkten Einsatz von generativer KI zunehmen. Ein
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Beispiel, das in den letzten Monaten in Deutschland fiir Schlagzeilen sorg-
te, war ein generiertes Bild von arabisch aussehenden Mannern mit wiiten-
dem Gesichtsausdruck, das (mit einer irrefiihrenden Bildunterschrift) von
Politikern der in Teilen rechtsextremen Partei Alternative fiir Deutschland
(AfD) erstellt und mit dem Ziel, Aufmerksamkeit zu generieren, gepostet
wurde3. Auch im Vorfeld der US-Prasidentschaftswahlen 2024 nutzt die
Kampagne um Ron DeSantis Deep Fakes und kiinstlich generierte Inhalte,
um seinem Gegner um die republikanische Kandidatur, Donald Trump,
zu schaden®. Um eine Spirale unauthentischer Kampagneninhalte zu ver-
meiden, sollten sich Parteien und andere politische Akteure wie NGOs
und Verbénde auf 6ffentlich kommunizierte Richtlinien und einen gemein-
samen Kodex verstandigen und sich an die festgelegten Regeln halten.

3.2 Von Parteikampagnen unabhéingige Akteure (Biirgerinnen und Biirger,
NGOs, Verbande und andere Staaten)

Digitale Werkzeuge und soziale Medien bieten auch weiteren Akteuren
eine offentliche Bithne, ihre Meinung {iber Parteien und Kandidatinnen
und Kandidaten zu &uflern, die Teil des Wahlkampfes sind. Bei diesen
Akteuren handelt es sich um Parteianhdngerinnen und -anhidnger genauso
wie um teilweise gut finanzierte unabhéngige Nichtregierungsorganisatio-
nen, Industrieverbande oder Gewerkschaften. Es sind von der Kampagne
formell unabhangige Akteure, die aber in einer Beziehung zur politischen
Kampagne und den ihr zugrunde liegenden politischen Forderungen ste-
hen, entweder unterstiitzend oder oppositionell. Wahrend einige dieser Or-
ganisationen schon seit Jahrzehnten die Interessen ihrer Klientel vertreten,
wurden andere erst in den letzten Jahren aktiv und fithren in Wahlkampf-
zeiten Marketing- und Social-Media-Kampagnen durch, um die 6ffentliche
Meinung {iber Parteien, Themen und Kandidatinnen und Kandidaten zu
beeinflussen. Das Internet und die sozialen Medien ermdglichen dariiber
hinaus eine Art von biirgerinitiiertem Wahlkampf (Gibson 2015). AufSer-
dem ermdglichen es Plattformen wie Facebook, Instagram oder Twitter

3 Tagesschau.de (2023): KI-generierte Desinformation auf dem Vormarsch. Text aufruf-
bar unter: https://www.tagesschau.de/faktenfinder/ki-desinformation-fakes-101.html
(Zugriff am 25.08.2023).

4 The New York Times (2023): DeSantis Campaign Uses Apparently Fake Images to
Attack Trump on Twitter. Text aufrufbar unter: https://www.nytimes.com/2023/06/08/
us/politics/desantis-deepfakes-trump-fauci.html (Zugriff am 25.08.2023).
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auch Parteianhdngerinnen und -anhéngern, die 6ffentliche Wahrnehmung
und Sichtbarkeit von Botschaften offizieller politischer Kampagnenakteu-
re zu beeinflussen (Bossetta 2018; Darius 2022). Zusitzlich dazu agieren
Parteianhdngerinnen und -anhénger und politische Akteure strategisch
und versuchen mitunter, die Botschaften und Hashtags ihrer politischen
Gegnerinnen und Gegner mit Hilfe sogenannter Hashjacking-Strategien
fur sich zu beanspruchen (Bode et al. 2015; Darius/Stephany 2019). Has-
hjacking ist eine Kommunikationsstrategie, die darauf abzielt, Hashtags
anderer Parteien oder Kandidatinnen und Kandidaten zu kapern. Dariiber
hinaus konnen ausldndische Akteure wie die russische Internet Research
Agency (IRA) auch Bots und nicht authentische Konten einsetzen um
als ,normaler” Biirger oder Biirgerin aufzutreten und ihre bevorzugten
politischen Kandidatinnen und Kandidaten zu unterstiitzen oder politische
Gegnerinnen und Gegner verbal anzugreifen. Diese Kampagnen werden
Astroturfing-Kampagnen genannt, also Kampagnen die vorgeben einzelne
Biirger zu sein, aber eigentlich durch Firmen, Gruppen oder auslindische
Organisationen koordiniert sind (Keller et al. 2019). Zudem gibt es weitrei-
chende wissenschaftliche Erkenntnisse, dass es in der Vergangenheit bereits
verschiedene Eingriffe in Wahlen, insbesondere durch russische Akteure
wie die IRA, durch Desinformationskampagnen mit Hilfe gezielter Wer-
bung und koordinierter Posts auf Social-Media-Plattformen gegeben hat
(Kim et al. 2018, Schoch et al. 2022).

Grundsatzlich kdnnen Desinformationskampagnen durch generative KI
noch schlagfertiger werden und soziale Plattformen durch kiinstlich gene-
rierten Content sozusagen iiberfluten. KI-generierte Inhalte und Aktivita-
ten konnen auch dazu beitragen, eine Kampagne zum ,Tanzen“ zu bringen
und mehr Online-Sichtbarkeit zu erlangen, wenn auch auf zum Teil irre-
fihrende und nicht authentische Weise (Goldstein et al. 2023). Dies ist
insbesondere im Hinblick auf die Fihigkeit von KI-generierten Inhalten
bedenklich, Biirgerinnen und Biirger zu beeinflussen oder zu iiberzeugen,
ihre politischen Positionen zu dndern (Bai et al. 2023). Die Wirksamkeit
von Falschinformationen hingt aber hierbei stark von der Kontextualisie-
rung der Informationen ab in der KI-Systeme jedoch immer besser werden.

Daher ist es von entscheidender Bedeutung, dass sektoriibergreifende
Task Forces bestehend aus verschiedenen Akteursgruppen politische Kam-
pagnenumgebungen analysieren um frithzeitig koordiniertes unauthenti-
sches Verhalten wie Desinformationskampagnen zu erkennen und schadi-
gende generierte Inhalte zu entlarven, bevor sie ein breites Publikum auf
Social-Media-Plattformen erreichen oder sogar von traditionellen Medien
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aufgegriffen werden. Auflerdem bleibt nur zu hoffen, dass Wiahlerinnen
und Wihler diejenigen, die sich subversiver Methoden bedienen, an der
Wahlurne bestrafen werden. Hierzu ist neben einem Monitoring digitaler
Kampagnensphiren auch Medienberichterstattung und Fact-Checking, so-
wie politische Medienbildung der Bevélkerung unabdingbar.

3.3 Akteure der Governance digitaler Kampagnenumgebungen und Wahlen

Online-Suchmaschinen und Social-Media-Plattformen bieten wichtige Um-
gebungen fiir Kampagnen, die eine umfassendere Analyse von Nutzerda-
ten ermdglichen als herkdmmliche Medienkanile. Sie werden daher in
den kommenden Jahren mehr Ressourcen in die Aufdeckung von KI-gene-
rierten Inhalten und Fehlinformationen investieren miissen. Die Kernkom-
petenz von Plattformen wie Instagram oder X (vormals Twitter) ist die
Empfehlung von Inhalten an Nutzerinnen und Nutzer und basiert auf algo-
rithmischen Inhaltsmoderationssystemen (Gorwa et al. 2020). Generative
KI wird die Genauigkeit der Inhaltsmoderation weiter verbessern, und wir
gehen davon aus, dass auch die Erkennung schidlicher und irrefithrender
Inhalte mit der steigenden Zahl generierter Inhalte und nicht authentischer
Konten Schritt halten wird. Die Plattformbetreiber sollten flichendeckend
tiber die zur Erkennung schédlicher generierter Inhalte verwendeten Me-
thoden und Messgroflen berichten und sich mit Forschenden und politi-
schen Entscheidungstragern beraten, wie sie ihre Plattformen zu einem
sicheren Umfeld fiir politische Kampagnen und konstruktive politische
Debatten machen konnen. Denn letztendlich beeinflussen die Affordanzen
der Plattformen wie Menschen miteinander in Kontakt treten und bestim-
men die Mechanismen von Plattformen als wichtige Moglichkeitsraume
politischer Partizipation (Theocharis et al. 2022).

Regulierungs- und Wahlbehorden wenden generative KI-Modelle mog-
licherweise nicht direkt an. Dennoch ist auch ihre Arbeit von technolo-
gischen Verdnderungen wie generativer KI betroffen. So kann diese wie
zuvor diskutiert zur Produktion von Falschmeldungen eingesetzt werden
und Wahlkdmpfe und Wahlkampfumgebungen empfindlich storen. Daher
sollten Regulierungs- und Wahlbehorden Strukturen aufbauen, um sich
auf technischer Ebene mit Wahlkampfteams, Plattformunternehmen und
Entwicklern generativer KI zu koordinieren und mit jhnen kommunizie-
ren. Auflerdem wird der deutsche Koordinator fiir digitale Dienste (engl.
Digital Service Coordinator, abgekiirzt: DSC) die Bundesnetzagentur sein,
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die auch fiir die Telekommunikation zustdndig ist und tber technische
Expertise innerhalb ihrer Institution verfiigt. Dariiber hinaus ist es wichtig
sehr grofle Online-Plattformen (VLOPs) und sehr grofie Online-Suchma-
schinen (VLOSEs) zu verpflichten, gezielt tiber politische und wahltakti-
sche Risiken ihrer Dienste zu berichten, und méglicherweise sogar ein kon-
tinuierliches Wahlkampfmonitoring durch Plattformen unter Einbindung
zivilgesellschaftlicher Akteure wie NGOs und auch staatlicher Institutionen
wie dem Bundeswahlleiter einzufithren. Mit Blick auf die Zukunft, insbe-
sondere wenn generative KI zu ,tanzen“ beginnt, also autonomer wird,
sich selbst verbessert und neu kodiert, miissen die zustindigen Behdrden
Systeme, die die digitale Offentlichkeit schidigen verbieten, ihre Loschung
verlangen oder durchfiihren, insbesondere in Wahlkampfzeiten.

4. Zusammenfassung und Fazit

Wir haben die leitende Forschungsfrage der Arbeiten Riidiger Schmitt-
Becks auf die neuen Herausforderungen in der Kampagnenkommunikation
durch KI angewandt. Wir haben in diesem Kapitel dargelegt, dass die
meisten Anwendungen der generativen KI zum Grofdteil effizientere und
teilweise automatisierte Werkzeuge fiir alle Gruppen von Akteuren bereit-
stellen. Noch sind es keine autonom ,tanzenden“ (= handelnden) Akteure.
Nichtsdestotrotz werden diese Werkzeuge erhebliche Auswirkungen auf
Wahlkampagnen haben, und ihre Nutzung durch politische Akteure kann
die Integritdt von Wahlen in Frage stellen. Daher ist die Vereinbarung
eines Wahlkampfkodex von organisierten Kampagnen und eine enge Koor-
dinierung von Regulierungsbehorden und Anbietern digitaler Plattformen
unerlasslich, um das Potenzial irrefuhrender Inhalte und Desinformation
zu begrenzen, die von generativen KI-Anwendungen und -systemen erzeugt
und verbreitet werden. Von zentraler Bedeutung sind auflerdem Mecha-
nismen der Regulierung und die Sicherung von Online-Plattformen als
algorithmisch moderierten Raumen und kritischen Infrastrukturen deren
Schutz fiir die Stirkung der Widerstandsfahigkeit von Demokratien und
zur Gewihrleistung fairer Wahlen unabdingbar ist.

Was die Regulierungsbehérden und die Wahlorgane betrifft, so raten wir
zur Einrichtung von Task Forces zur Uberwachung von online gefiihrten
Debatten und KI-generierten Inhalten wahrend des Wahlkampfes beste-
hend aus NGOs, den grofien sozialen Plattformen und empfehlen eine enge
Zusammenarbeit mit den Koordinatoren fiir digitale Dienste (DSC), was in
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Deutschland die Bundesnetzagentur ist. Fiir diese Institutionen ist es von
zentraler Bedeutung, eine Task Force fiir die heifSe Phase des Wahlkampfes
einzurichten, um sich mit den Akteuren der Zivilgesellschaft abzustimmen
und unauthentisches Verhalten und Desinformationskampagnen zu erken-
nen und die entsprechenden Accounts und Netzwerke von Plattformen
zu entfernen. Daher sollten die besagten Task-Forces aus Sicherheitsbehor-
den, Medienvertretungen, NGOs und Plattformen gebildet werden um ge-
meinsam (6ffentliche) Kommunikationsinfrastrukturen zu monitoren und
bei Bedarf gegen Falschinformationen und gezielte Desinformationskam-
pagnen vorzugehen.

Die Einrichtung dieser Sicherheitsmechanismen wird entscheidend sein,
um Storungen digitaler Kampagnenumgebungen zu verhindern und die
Integritdt kommender Wahlen wie der Europawahl und der US-Prasident-
schaftswahl im Jahr 2024 sowie der Bundestagswahl in Deutschland im
Jahr 2025 zu schiitzen und langfristig eine weitere Erosion des Vertrauens
in den zentralen demokratischen Legitimationsmechanismus Wahlen zu
verhindern.
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