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Abstract

Cloud Computing, or the Cloud, became one of the most used technologies in today’s world,
right after its possibilities had been figured out. It is a renowned technology that enables ubig-
uitous access to tasks that need collaboration or remote monitoring. It is widely used in daily
lives as well as the industry. The paradigm uses Internet Technologies which rely on best-effort
communication. Best-effort communication limits the applicability of the technology in the do-
mains where the timing is critical. Edge Computing is a paradigm that is seen as a complemen-
tary technology to the Cloud. It is expected to solve the Quality of Service (QoS) and latency
problems that are raised due to the increased count of connected devices, and the physical dis-
tance between the infrastructure and devices. The Edge Computing adds a new tier between
Information Technology (IT) and Operational Technology (OT) and brings the computing power
close to the source of the data. Computing power near devices reduces the dependency to
the Internet; hence, in case of a network failure, the computation can still continue. Close
proximity deployments also enable the application of Edge Computing in the areas where real-
timeliness is necessary. Computation and communication in Edge Computing are performed
via Edge Servers. This thesis suggests a standardized and hardware-independent software ref-
erence architecture for Edge Servers that can be realized as a framework on servers, to be used
on domains where the timing is critical. The suggested architecture is scalable, extensible,
modular, multi-user supported, and decentralized. In decentralized systems, several precau-
tions must be taken into consideration, such as latencies, delays, and available resources of the
neighbouring servers. The resulting architecture evaluates these factors and enables real-time
execution. It also hides the complexity of low-level communication and automates the collab-
oration between Edge Servers to enable seamless offloading in case of a need due to lack of
resources. The thesis also validates an exemplary instance of the architecture with at frame-
work, called Real-Time Execution Framework (RTEF), with multiple scenarios. The tasks used
are resource-demanding and requested to be executed on an Edge Server in an Edge Network
comprising multiple Edge Servers. The servers can make decisions by evaluating their availabil-
ities, and determine the optimal location to execute the task, without causing deadline misses.
Even under a heavy load, the decisions made by the servers to execute the tasks on time were
correct, and the concept is proven.
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Kurzfassung

Cloud Computing, oder die Cloud, wurde zu einer der meistgenutzten Technologien in der
heutigen Welt, gleich nachdem ihre Moglichkeiten entdeckt wurden. Es handelt sich um eine
anerkannte Technologie, die einen ubiquitdaren Zugriff auf Aufgaben ermdéglicht, die Zusam-
menarbeit oder Fernliberwachung erfordern. Sie ist sowohl im taglichen Leben als auch in
der Industrie weit verbreitet. Das Paradigma nutzt Internet-Technologien, die auf Best-Effort-
Kommunikation beruhen. Die Best-Effort-Kommunikation schrankt die Anwendbarkeit der
Technologie in den Bereichen ein, in denen das Timing kritisch ist. Edge Computing ist ein
Paradigma, das als eine erganzende Technologie zur Cloud gesehen wird. Probleme mit der
Dienstglite (QoS) und Latenzzeiten, die durch die steigende Anzahl angeschlossener Gerate
und der physischen Entfernung zwischen Infrastruktur und Geraten entstehen, sollen dadurch
gelost werden. Das Edge Computing fligt eine neue Ebene zwischen der Informationstech-
nologie (IT) und der Betriebstechnologie (OT) hinzu und bringt die Rechenleistung nahe an die
Quelle der Daten. Das Ndherbringen der Gerate reduziert die Abhangigkeit vom Internet und
kann somit Berechnung auch bei einem Netzausfall sicherstellen. Ebenso kann dadurch das
Einsatzgebiet des Edge Computing um Bereiche erweitern, in denen Echtzeitfahigkeit gefordert
ist. Berechnung und Kommunikation im Edge Computing werden tber Edge Server durchge-
flhrt. Diese Dissertation schldgt eine standardisierte und hardwareunabhangige Software-
Referenzarchitektur fir Edge Server vor, die als Framework auf Servern realisiert werden kann,
um sie in zeitkritischen Domédnen einzusetzen. Die vorgeschlagene Architektur ist skalierbar, er-
weiterbar, modular, mehrbenutzerfahig und dezentralisiert. In dezentralen Systemen mussen
verschiedene MalRnahmen bericksichtigt werden, wie z.B. Latenzen, Verzégerungen und ver-
fligbare Ressourcen der benachbarten Server. Die resultierende Architektur wertet diese Fak-
toren aus und ermoglicht die Ausfihrung in Echtzeit. Sie kapselt auch die Komplexitat der
Low-Level-Kommunikation und automatisiert die Zusammenarbeit zwischen Edge-Servern, um
ein reibungsloses Offloading zu ermdglichen, falls ein Bedarf aufgrund von Ressourcenmangel
besteht. Die Dissertation validiert auch eine exemplarische Instanz der Architektur mit einem
Framework, genannt Real-Time Execution Framework (RTEF), mit mehreren Szenarien. Die ver-
wendeten Aufgaben sind ressourcenintensiv und sollen auf einem Edge-Server in einem Edge-
Netzwerk mit mehreren Edge-Servern ausgefiihrt werden. Die Server kdnnen durch Auswer-
tung ihrer Verfligbarkeiten MaRnahmen ergreifen und den optimalen Ort fur die Ausfiihrung
der Aufgabe bestimmen, ohne dass es zu Terminiberschreitungen kommt.
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Abbreviations
API Application Programming Interface
CDN Content Delivery Networks
™M Cloud Manufacturing
CPS Cyber-Physical Sytems
CPU Central Processing Unit
EDF Earliest Deadline First
ETD Edge Topology Designer
GPOS General-Purpose Operating System
HPC High-Performance Computing
HTTP HyperText Transfer Protocol
1/0 Input/Output
loT Internet of Things
I1SO International Organization for Standardization
IT Information Technology
LAN Local Area Network
LST Least Slack Time
NAPATA Non-resumable And Preemptible Aperiodic TAsk
oS Operating System
oT Operational Technology
POSIX Portable Operating System Interface
PSC program/software/command
QoS Quiality of Service
RTEF Real-Time Edge Framework
RTOS Real-Time Operating System
TCP Transmission Control Protocol
TCP/IP  Transmission Control Protocol/Internet Protocol
ubpP User Datagram Protocol
VM Virtual Machine
vP Virtual Processor
WCET Worst-Case Execution Time
WCEU Worst-Case Execution Utilization
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