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As principles of knowledge organization can be applied
in a wide spectrum of different domains and research
communities, some important manifestations of them
have not been investigated in depth by mainstream KO
research yet and deserve to be proposed to the attention
of those interested in KO. I am indebted to interlinguist
Federico Gobbo for pointing me to this important book,
which has appeared in a series in history of philosophy
but, as reading proceeds, reveals itself as a thorough work
about core KO problems.

Jaap Maat addressed three major projects of philoso-
phical languages for his PhD thesis at the University of
Amsterdam and later elaborated it into this monograph.
The projects, documented in seventeent-century writings,
are George Dalgarno’s Ars Signorum, John Wilkins’s Rea/
Character and G.W. Leibniz’s ideas for a combinatorial lo-
gical language. As well as less famous others in their
times, they all aimed at developing artificial languages that
should have improved scientific and philosophical com-
munication and thinking by virtue of their systematic and
logical features. One of the merits of Maat’s treatment is
that it does not present them as just curious expressions
of naive knowledge of their times, as is suggested by
Borges’s (1952) famous ironical lines and to some extent
also by Eco’s (1995) essay in history of European culture;
Maat, rather, accounts for the clever structures and prin-
ciples of such achievements in greater detail, based on
close inspection of original editions and of many unpub-
lished or recently-published manuscripts by Leibniz, thus
making clear that they are (although he does not use this
term) nothing but general knowledge organization sys-
tems.

The relevance of Wilkins’s work to our field was first
appreciated by Vickery (1953) and has recently been re-
presented in Laporte’s (2018) entry on “Ideal language”
in the ISKO Encyclopedia of Knowledge Organization. As 1 have
noticed elsewhere (Gnoli 2004), philosophical logical lan-
guages including contemporary ones such as Lojban
(Cowan 1997) are one kind of artificial language, just as
indexing languages are (cf. Coyoud 1966; Hutchins 1975);
so it is not by chance that they face similar problems and
may develop similar solutions.

This may be realized very well while reading Maat’s
comparison between the system by George Dalgarno and
that by John Wilkins; Wilkins was partly inspired by Dal-
garno and the two authors met in Oxford and discussed
several aspects, envisaging a close collaboration, but they
realized that they disagreed on some important points so
eventually continued to develop each project indepen-
dently. Wilkins also had brilliant organizational skills and
was more connected with the academia, as one of the
founders of the Royal Society, so he managed to attract a
wide attention to his project, although Dalgarno also de-
veloped important ideas of his own.

One key point of disagreement that is well illustrated
by Maat was that, while Dalgarno selected a limited num-
ber (about one thousand) of key concepts expressed by a
maximum of three-letter words, and opted for deriving
all other concepts by composition of these, Wilkins ai-
med at a more complete enumeration of concepts each
represented by a different stem, thus creating a vocabula-
ry of about 4,000 basic terms. For example, animals are
classified by Dalgarno in a Dewey-like schedule such that
nnk “whole-footed terrestrial beasts” is a subdivision of
ny which in turn is a subdivision of 7 However, after the
third letter, hierarchical subdivision stops; to further spe-
cify kinds of animals in Dalgarno’s language, a three-
letter stem has to be combined with other ones. Horse is
thus nnkpot, that is “whole-footed terrestrial beast—full
of breath.” (Similar ways of combining stems can be
found in natural languages, such as my Gallo-Italic dia-
lects where the word for bat is a noun+adjective combi-
nation literally meaning “flighty mouse” and that for tor-
toise is one meaning “cuppy snake.”) Wilkins, on the
other hand, preferred to subdivide radical concepts more
in depth by vatious affixes, so that every kind of animal
and plant known at his time has its own radical word. His
approach is thus described as encyclopedic, in contrast to
Dalgarno’s analytical one.

Readers familiar with the classification schemes will
easily see that such alternatives are also faced by develo-
pers of contemporary systems. Rick Szostak’s Basic Con-
cepts Classification adopts since its name much the same
principle as Dalgarno, listing a limited number of con-
cepts and instructing classifiers to create others by com-
bination of the basic ones (Szostak 2012). Other con-
temporary systems like the Integrative Levels Classificati-
on are deliberately more enumerative, just as Wilkins was;
they list more concepts, say “beer,” with an autonomous
notation and express their semantic connection to other
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concepts, like “wheat,” only in an additional database
field for related classes (Gnoli 2017, 251-2). Both Dal-
garno and Szostak on one hand, and Wilkins and me on
the other, are aware that concepts are interrelated and
that a KOS can express some of these relations; the mat-
ter is which strategy is the most efficient to do that.

While Dalgarno and Wilkins developed actually
speakable languages, and in order to achieve that they had
to accept various compromises with logics, Leibniz had
more ambitious insights, as he aimed to express the full
definition of a concept in its own notation in the form
of some algebraic combination so that rational thought
could then be developed as a sort of calculus, that is me-
chanical analysis of the meanings contained in a term; like
every natural number, say thirty-five, is the product of a
set of prime numbers (say five and seven), any derived
concept would be the product of a set of primitive con-
cepts: if five is set to mean “animal” and seven “ratio-
nal,” their composition “man” can be expressed as thirty-
five and will contain the information about its factors,
from which such predications as “men are rational” can
be deduced mechanically. Although Leibniz never pro-
duced a complete language nor, as Soergel (2017, 45) also
notices, identified any precise list of primitive concepts,
he wrote many papers and notes towards this purpose
containing ideas of logics and semantic factoring that
make him a precursor of today’s ontologies.

One problem that was identified by Leibniz is that, if
a concept is expressed as a combination of other con-
cepts, some of which in turn are derived from primitive
concepts, and so on, the terms/notation for the resulting
concepts would tend to be very long and impractical.
This may be one argument in favour of Wilkins’s encyc-
lopedic approach over Dalgarno’s analytical one. Leibniz
envisaged to solve it in some mathematical way, as he no-
ticed that despite natural numbers are infinite they can be
expressed with only ten digits thanks to positional notati-
on, so that e.g., 3456 is not a multiple of three, four, five
and six. Positional notation is also a key feature of con-
temporary classification systems (Gnoli 2018).

Another problem in combining concepts, which is dis-
cussed by Maat, is that simple juxtaposition of stems is
not always enough to convey precise meanings. “Whole-
footed terrestrial beast full of breath” may indicate hor-
ses just as many other species of wild mammals, and it is
only by a convention that speakers have to learn that it
can be used to mean horses. In their effort to reduce na-
tural language to a limited set of word classes, Dalgarno
and Wilkins had to introduce conventional simplifica-
tions. In the same way, Leibniz also paid limited attention
to the nature of the relationships by which his primitive
concepts should have been combined; are “animal” and
“rational” meant to be combined by intersection, by uni-

on, or what else? Kinds of relationships are a key com-
ponent of KOS structures and an important topic in KO
theory.

As it can be seen, Philosophical langnages in the Seventeenth
Century is not just a knowledgeable, careful account of
three major systems of their time, which itself is a great
value, but can also be, if one has the patience to go
through the details of its thick pages, a source of compa-
rison and inspiration for people interested in the design
of classificatory languages in all times.
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