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Abstract: Semantic enrichment techniques and tools based on knowledge organization systems (KOS) have an important role to play in supporting
information discovery. This paper reports on work investigating and developing automatic indexing techniques (for final intellectual judgment)
based on KOS. Within the UK, the OASIS online index of fieldwork events and their unpublished reports represent a major initiative to make
archaeological fieldwork available to a wider public. OASIS is hosted by the Archaeology Data Service and is funded by Historic England and
Historic Environment Scotland. A wide variety of organisations provide OASIS reports. Subject indexing is inconsistent and sometimes sparse,
although use of standard KOS from the Forum on Information Standards in Heritage is encouraged. Results from a case study for an automatic
(KOS-based) subject indexing recommendation system are reported. Findings include the need to extend the KOS entry vocabularies and the need
for post-processing filters to prioritise subject indexing significant for the document in question. The paper reflects on the experience with future
work in mind, including discussion of evaluation issues and positioning the approach within the context of previous work on subject indexing,
automatic indexing for Name Authorities and Named Entity Recognition (NER). The techniques followed in the case study can be characterised
as a hybrid approach. The purpose for which the indexing is applied is a key distinguishing feature. In this case, the purpose or indexing policy for
OASIS goes beyond overall aboutness to request indexers to include significant objects or artefacts found during the project. Future work will
investigate contextual patterns reﬂecting significance and incorporate those patterns in post-processing prioritisation measures.
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1.0 Introduction

Semantic enrichment techniques and tools based on knowl-
edge organization systems (KOS), such as thesauri, classifi-
cations and other vocabularies, have an important role to
play in supporting information discovery, as seen for exam-
ple in Europeana experience (Isaac 2015). The FAIR (Wil-
kinson etal. 2016) Data Principles (Findable, Accessible, In-
teroperable, Reusable) support re-use of data and key infor-
mation in archaeological archives, with machine readable
vocabularies playing an important role. In particular, as dis-
cussed by McKeague (2021), semantic interoperability en-
tails a key role in archaeological data and metadata for stand-
ard KOS containing persistent identifiers, which allow con-
cepts to be unambiguously referenced.

This paper reports on work investigating KOS-based au-
tomatic subject indexing recommendation techniques (for
final intellectual judgment) in the archaeology domain. Re-
sults from the case study are reported and findings are dis-
cussed, together with some reflections from the experience
intended to inform future development.

Within the UK, the OASIS online index of fieldwork
events and their unpublished reports, sometimes termed ‘grey
literature’ (Evans 2015), has been a major initiative to make
archaeological fieldwork available to a wider public. OASIS is
hosted by the Archaeology Data Service (ADS) and is sup-
ported by Historic England and Historic Environment Scot-
land (OASIS 2024). A wide variety of organisations provide
OASIS reports, including archaeological contractors (devel-
oper-funded), community groups and academics. Subject in-
dexing is inconsistent and sometimes sparse, although use of
standard KOS from the Forum on Information Standards in
Heritage (FISH 2024) is encouraged.

2.0 Case study

We conducted a (semi-automatic) indexing case study on an
extract of some 1600 OASIS report metadata records. The
textual summaries/abstracts were matched against preferred
and alternate terms extracted from the SKOS versions of the
FISH Archaeological Object Thesaurus and the FISH The-
saurus of Monument Types (Heritage Data 2024). The His-
toric England Periods list (HE Periods 2024) provided a
source for identifying named periods via PeriodO linked
data, together with some regular expression patterns to
identify temporal expressions, such as English century and
year span expressions. Binding and Tudhope (2023) discuss
work on archaeological temporal expressions in more detail
and report on work with a temporal expression normaliza-
tion tool in different languages. The STELETO tool (Bind-
ing et al. 2019) was used to render the KOS resources to a
form suitable for Natural Language Processing (NLP) tech-
niques, which augmented the term look up. This Named

Entity Recognition (NER) processing employed lemmati-
sation for object and monument types, enabling variant
forms of the words to be detected (e.g., singular/plural
forms). The pattern rules were made case-insensitive and the
input text had whitespace normalisation applied to avoid
non-matching due to trivial differences in whitespace. Part
of speech (POS) tagging looked specifically for nouns, in or-
der to reduce ‘false positive’ matches (e.g., building as a verb
instead of a noun). The automatic indexing suggestions
were output in a variety of formats (TSV, JSON and
HTML markup). Example results (HTML output) are il-
lustrated in Figure 1 and Figure 2.

3.0 Findings from the case study

The case study is intended to inform planning of future work.
A selection of prominent issues encountered is discussed in
this section. The term post-medieval was not identified by the
NER process (see Figure 1, matching instead on the term me-
dieval). This is because it does not exist in the specified Peri-
0dO authority in hyphenated form (the term post medieval is
present). This suggests the need to extend the entry vocabu-
lary (and flexibility in the matching) to account for syntactical
and synonym variants. As another example, the term quern-
stone was not identified (Figure 1) because it does not exist in
the Object Types thesaurus (the term quern is present in the
thesaurus, described as ‘a stone for grinding grain’). The
terms ostracods and molluscs are potentially interesting but
are not matched (Figure 2) because the specific Archaeologi-
cal Objects thesaurus terms are ostracod remains and mol-
lusca remains — again pointing to the need for extension of
the entry vocabulary and particular consideration of com-
pound terms. The ISO 25964 international thesaurus stand-
ard (ISO 25964-1 2011) outlines different options for com-
pound terms and their consequences for retrieval. In this case,
the consequence is for NER but the principles are similar.
One option is to retain a compound preferred term and addi-
tionally include the constituents as preferred (possibly
broader) terms or possibly non-preferred alternate terms.
Looking at the results overall, further entry vocabulary is
needed for NLP purposes, for example where spelling alter-
natives exist (e.g. palaeolithic/paleolithic, mediaeval/medie-
val) and where the preferred term contains a context quali-
fier or is not in natural language order (e.g., hermitage (reli-
gious), palette (artists). A few spelling mistakes were ob-
served; common mistakes can be addressed in the entry vo-
cabulary or a term distance component could be included
in the matching function. Enhanced entry vocabularies may
have wider value for the FISH KOS in the longer term.
While in this case, the immediate users are NLP indexing
agents, adding a wider range of alternate terms can be seen
as reminiscent of Bates (1986) proposal of an ‘end-user the-
saurus’ where a large entry vocabulary includes a wide vari-
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Figure 2. Example NER results (HTML) for objects, monuments and periods.

ety of terms to support search by non-expert users. Faceted
combination of concepts requires particular consideration;
more elaborate rules need to be developed for combinations
important to OASIS, such as period-object and period-
monument phrases. Many developer based interventions
will not result in any findings (e.g. if there is no particular
archaeological significance to a development area) and this
is sometimes explicitly reported. Negative results are im-
portant in archaeology and work is required on patterns sig-
nifying negation, building on previous work that adapted a
method used in biomedicine (Vlachidis and Tudhope
2016). This could form part of a post-processing set of fil-

ters that tackled negation expression and any common
problematic cases found in the evaluation of results, where
it was considered appropriate to remove a suggested subject
indexing concept or reduce its confidence value. For exam-
ple, case study analysis uncovered various unhelpful
matches on terms, such as site, trench, road, etc. referring to
the archaeological intervention, rather than its findings. In
fact, the term ‘site’ was the most frequently matched mon-
ument type in the case study, followed by the term ‘road’.
Since such terms sometimes occur in fairly stylised patterns
they may be capable of being addressed by specific filters to

remove the index term or reduce confidence values.
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4.0 Reflections

Reflections on the case study include the complexity of eval-
uating (and thus improving) the results of the work, particu-
larly in light of the lack of a corpus of good practice indexing
of the reports and the wide variety of contributors and report
styles. In previous work with archaeological NER, we have
encountered complexities in designing the instructions for
human annotators (indexers) of documents when creating a
‘gold standard’ for evaluation (Vlachidis and Tudhope 2012);
our instructions were intended to be relevant to the intended
future retrieval use case and annotators were asked to exercise
judgment when encountering instances of textual expressions
from the vocabularies. Some NER practices involve highly
detailed instructions, to the point of specifying all vocabulary
terms that must (always) be annotated. Without this specific-
ity, we may encounter situations in an evaluation where it
might be considered that 'the machine is right and the human
(annotator) is wrong’ — see also the discussion by Hjerland
(2017, section 2.5). However, such highly specific instruc-
tions appear to undermine the ecological validity of the eval-
uation and its relevance to future use cases involving intellec-
tual judgments and differing information needs. Compari-
sons of evaluation outcomes with alternative methods and
techniques can be complicated in practice. Due to typical
length restrictions in publication, evaluation details are often
not provided in full, hindering the comparison of evaluation
results, an exception being those from research communities
with an established experimental framework. Strict experi-
mental protocols may hinder the generalisation from the la-
boratory to the actual contexts of use in retrieval - see discus-
sion on evaluation by Golub et al. (2016) and see also Golub
(2019). The notion of any definitive ‘gold standard’ for sub-
ject indexing might be considered problematic in light of the
wide variation in human subject indexing (inter-indexing
consistency) revealed by previous studies (for example,
Markey 1894; Lancaster 2003; Golub et al. 2016) and differ-
ences in the overall policy guiding the indexing. Soergel
(1994) draws attention to the complexity of assessing the fu-
ture utility of indexing tools. Evaluation should take account
of the intended retrieval system and the nature of queries and
(re)search questions that will be investigated; if a concept-
based search system is envisaged then basing evaluation on lit-
eral string matches may be unhelpful.

4.1 Reviewing the underlying approach

Taking stock and considering options for possible next steps
following the case study, it would seem an appropriate time
to review the underlying approach. The automatic indexing
(recommendation) strategy we adopted, following the
FAIR principles and OASIS deposit guidelines, as discussed
in Section 1, is based on standard KOS in the archaeology

domain. Is this blurring the boundaries between subject in-
dexing, NER and named entity authority control? With
thatin mind, we first give a very brief overview of these three
approaches and then attempt to compare them for purposes
of this discussion. This section is not intended as an exhaus-
tive review or definition, rather a comparison of some key
features, as relevant to our case study.

In information science, named entity authority control
secks to enrich documents (traditionally library catalogues of
different kinds) by identifying and correctly using the named
entities, the names of people and works (also extended to
places, organisations, dates) with the assistance of Name Au-
thorities (NA), sometimes called authority files. Different
name variants are joined together and treated similarly while
identical name forms referring to different entities are disam-
biguated. The Functional Requirements for Subject Author-
ity Data considers authority control for names of per-
sons/places the same process as for the names (terms) of sub-
ject concepts and thus would tend to group it with subject
indexing: “The purpose of authority control is to ensure con-
sistency in representing a value - 2 name of a person, a place
name, or a term or code representing a subject - in the ele-
ments used as access points in information retrieval” (Zeng et
al. 2010). While some names (e.g. of events, places) are used
for subject indexing, it can be useful to make a practical dis-
tinction with subject indexing particularly when considering
application software. It might be argued that need is intensi-
fied with NA due to the frequency and importance of name
occurrence. In the Perseus project (on the Greco-Roman
world), which draws on text mining and NER techniques
with authority files, for the Perseus Digital Library, (Crane
and Jones 2006) estimated that 6-7% of words in texts are
named entities of some kind. Authoritative NA are provided
by institutions such as National Libraries and Archives, Li-
brary of Congress and aggregation services, such as OCLC’s
VIAF (2024) which merges authority data for names, loca-
tions, works, expressions while preserving regional terminol-
ogy. There are also standard domain and subject specific au-
thority files. Each recognised instance of a name in a source
document is enriched by the authoritative version, usually
employing markup of some kind, e.g. in MARC format or
TEI (Text Encoding Initiative). These authorities hold name
variants, definitive versions, unique identifiers (PIDs) and
also contextual information which can help to disambiguate
the same or similar names denoting different entities. The en-
richment process was traditionally intellectual but is now
usually at least partly automated, with a variety of tools avail-
able, also due to the need for updating catalogues with opera-
tional authority files and services constantly growing and re-
fining (Wolf 2020).

NER is considered a sub-task of information extraction
within NLP (Nadeau and Sekine 2007). NER locates and
identifies entities within a body of text that have predefined
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categories (names). The original focus was on the news,
business and defence domains but this has broadened to a
range of areas, with some current focus on the medical and
bioinformatics domains. Entities are often names of per-
sons, organisations, places, events but can be domain spe-
cific. For example, the largest model in the Stanford NER
system identifies entities as persons, organizations, loca-
tions, money, time, percentages, and dates (Finkel et al.
2005) NER tends to be fully automated (with iterative eval-
uation). It may or may not employ a dictionary. Methods
can be rule-based or machine learning (ML) with the latter
being more common in recent years and requiring training
sets rather than being vocabulary-based. However, this may
not yield the authoritative entities (with PIDs) that support
semantic data integration and reuse. Output may be in one
of several serialisation formats e.g., XML, delimited (TSV),
slash tagging or HTML markup.

Subject indexing is a key application of knowledge organi-
zation. It was traditionally intellectual but is now often auto-
mated to different degrees. Golub (2019) gives an overview of
automated subject indexing and distinguishes ‘text categori-
zation’ (machine learning approaches), ‘document clustering’
(automatic clustering and derivation of names, via unsuper-
vised learning) and ‘document classification’ which takes ad-
vantage of existing KOS vocabularies and is the method we
employ in the work with OASIS. ML approaches generally
(and for NER) tend not to use KOS vocabularies, relying in-
stead on training sets, but some work is vocabulary-based. For
example, Annif combines different ML tools and KOS (Su-
ominen 2019). The National Library of Medicine’s Medical
Text Indexer (MTT) is an operational, vocabulary-based ma-
chine aided indexing system for MEDLINE with recommen-
dations based on the Medical Subject Headings (MeSH®).
The MTI pipeline combines different pathways for recom-
mendations, including ML for some types of indexing (Mork
etal. 2017). Itis reported recently as moving towards greater
reliance on automated suggestions with less input from cata-
loguers. Our work with OASIS relies on a variety of archaeo-
logical KOS.

All three approaches associate entities (with names and
possibly IDs) to a document or segment of a document, ei-
ther automatically or semi-automatically and sometimes us-
ing vocabularies, and thus the approaches share some family
resemblance. Itis useful to attempt a (very broad brush) com-
parison of key features for this paper’s purposes. These in-
clude:

— the scope of the methods and balance between intellec-
tual and automatic activity

— the source document scope and the output format

— the scope and extent of any vocabularies

— the scope and the extent of the indexed entities

— the ultimate purpose of the exercise

Taking the features in turn, all three approaches employ au-
tomatic methods with some intellectual input (if we count
annotation for training sets under intellectual). Subject in-
dexing has been the most reliant on intellectual cataloguing
though with the volume of material available today, some
form of automated recommendation is common. However,
the balance of responsibility (intellectual vs automatic) for
final indexing decision lies on a continuum that can vary
and that can be adapted over time. All methods work on text
documents, with NA traditionally applied to catalogues of
different kinds. All tend to work on whole documents
though can be applied to segments, with subject indexing
sometimes prioritising abstracts as representing key aspects
of a document and this was the approach followed in our
previous archaeological work (Vlachidis and Tudhope
2016). ML approaches often work on a whole document
basis (seen as an advantage in the MTT work). Output for-
mat can be inline markup and/or a metadata set (both for-
mats were generated in our case study) usually employing
PIDs if the output is vocabulary based. On the whole, sub-
ject indexing has tended to produce a set of subject
metadata. NA is always based on vocabularies and subject
indexing is often based on vocabularies (but can be keyword
based), while NER is often not. ML methods tend not to
use vocabularies, though see counter examples in the ap-
proaches review above. Regarding the entities targeted, NA
and NER work with the specific set of entities that are given
names in the domain, as with the examples above. Arguably,
NA and NER entities may be more clearly distinguished
from homonyms and different senses and perhaps more
straight forward than subject indexing in some cases. Sub-
ject indexing vocabularies can be large and deep but tend to
have a small set of top-level concepts (or facets in a faceted
system). It might be argued that subject indexing concepts
can be more abstract entities, depending on the subject do-
main and thus may pose more difficulties for identification
and offer wider scope for differing judgments.

Perhaps the most distinguishing feature is the purpose
for which the approach is applied to the document and this
necessarily involves the relationship between the named en-
tity (or concept) and the document and the ultimate end-
use. Arguably, NER focuses on the immediate identifica-
tion of a name; the relationship between text string and
name is instanceOf, leaving determination of further pur-
pose to the end-application. NA involves various relation-
ships connecting works with persons and places but can also
include the subject a document is about, which is the key
focus for subject indexing. The aboutness relationship is a
thorny topic within information science and certainly capa-
ble of being treated differently by different indexers or cata-
loguers. Aboutness has been discussed and distinguished
from isness (similar to the instance relationship frequently
used with ontologies) and ofness (e.g. for picture indexing),
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for more information see Zeng et al. (2010) and Hjerland
(2017). A detailed discussion of indexing strategies (exhaus-
tivity and specificity are key characteristics) is provided by
Golub et al. (2016), including issues of aboutness (with its
contribution to relevance judgements) and the difficulty of
evaluation.

4.2 Reflecting on the approach

Following the review of the three approaches in Section 4.1,
in the case study we have employed an NLP NER pipeline,
taking advantage of pre-processing elements such as tokeni-
sation, lemmatisation, POS, albeit with a pattern/rule vo-
cabulary-based strategy rather than the ML approach more
common today. This can be considered a hybrid approach.
The entities involved are more typical of subject indexing
(and NA depending on the definition) and are arguably less
clear cut in identification than some NER applications.
NER would typically aim to identify (and annotate via
markup) every occurrence of an entity instance in the doc-
ument in question. Subject indexing (vocabulary based)
would traditionally provide (vocabulary concept) subject
metadata that best represents the aboutness of the docu-
ment. These may be a subset of the concepts mentioned ex-
plicitly in the document and may include terms not even
present in the documentatall. In the case study, our strategy
has been to select all vocabulary concepts present in the ab-
stract of a document that match the rule patterns designed
(applying entry vocabulary, using POS to help disambiguate
homonyms, etc.). We do not have rules capable of assigning
concepts based on a high-level understanding of the overall
text (as would be the goal for intellectual subject indexing).
Rather the automatic indexing outcomes are intended as
suggestions, as part of a future interactive indexing utility,
which would also aim to facilitate intellectual choice of vo-
cabulary concepts not necessarily present in the text. Addi-
tionally, in future work we have the option to assign prop-
erties to the automatic annotation (suggestion), reflecting
confidence or priority, and also to change priorities (or re-
move annotations) via post-processing rule-based filters (as
seen in the MTT pipeline). The narrowing down of the
source text to the abstract might yield reasonable results for
some subject indexing cases but is very dependent on the
writing of the abstract; the indexing outcomes are depend-
ent on the guidelines for writing abstracts and the extent to
which the guidelines are followed.

Future work may benefit from extending the scope of in-
dexing to include the whole document and also the title.
One strategy might be to identify every occurrence of the
subject entities involved, using a frequency count to approx-
imate relative importance. However, this does not reliably
give an indication of significance as multiple occurrences
can derive from listings or tables of common objects or from

background sections that discuss previous work on the site
or even nearby sites at other locations. In future work, the
automatic identification of common categories of archaeo-
logical report sections would help to guide the focus of au-
tomatic indexing, although the task is made difficult by the
fairly wide variation in style of report writing. Confidence
values could be associated with the source text, in order to
distinguish whether a subject entity derived from the ab-
stract, the title, the whole document (or possibly particular
sections of the document).

Another complication is the ultimate purpose of OASIS
indexing. In fact, the purpose or indexing goal for OASIS
goes beyond overall aboutness to address some of the FAIR
principles discussed in the Introduction. The OASIS manual
asks cataloguers to add keyword information (from the KOS
listed in Section 2) on interesting or relevant objects and arte-
facts found during the project. Cataloguers are asked not to
record all the different individual finds but to help the end-
users understand the significant findings of the archaeologi-
cal report (Evans and Gilham 2021). The keywords will form
part of the ADS Library metadata to assist resource discovery.
There is an option to flag a record as having no significant
findings. Thus, the indexing strategy is specialised beyond
general aboutness to encompass significance, intended to re-
flect the archacological information needs of future searches
for which the report might be considered relevant. Signifi-
cance of course is a complex concept that will vary to some
extent with particular archaeological research interests and
priorities. Any overall significance of an archaeological inter-
vention or excavation (for a given set of objectives) differs
from the significance that may be attached to the individual
finds or discoveries of a particular excavation and its report.
For the purposes of this case study of automatic indexing, sig-
nificance can be considered in terms of a combination of
methods that will result in the prioritisation of particular
findings of an archaeological report in the subject indexing
metadata of an OASIS record.

Sociologically informed studies of technology have repre-
sented technical and social components as a seamless web ra-
ther than an orderly working out of user requirements. De-
veloper strategies can be considered as attempts to stabilize a
network of evolving prototypes, user expectations, require-
ments, and working practices (Tudhope et al. 2000). With
such ‘messy networks’ in mind, future development planning
and study of the recommendation system in trial use should
incorporate broader contextual elements, including the
guidelines provided and user practice both for indexing and
for abstract/report writing, together with prototyped varia-
tions of search functionality in the retrieval system that seek
to take advantage of the resulting subject metadata. The cur-
rent OASIS indexing guidelines will tend to result in a fairly
time-consuming task, one of the motivations for developing
automatic indexing recommendation tools. In future work,

18.01.2026, 03:11:43.


https://doi.org/10.5771/0943-7444-2024-5-292
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

298

Knowl. Org. 51(2024)No.5

C. Binding and D. Tudhope. KOS-based Enrichment of Archaeological Fieldwork Reports

we intend to investigate contextual patterns reflecting signifi-
cance and incorporate those patterns in the post-processing
prioritisation filters discussed in Section 3.

5.0 Conclusions

Results have been reported from a case study of KOS-based
automatic indexing recommendation techniques intended
to support the entry of subject metadata to the OASIS ar-
chaeological archive. The FISH Archaeological Object The-
saurus, the FISH Thesaurus of Monument Types File and
the Historic England Periods list were employed as part of
pattern based NER rules, together with NLP techniques
such as lemmatisation and POS tagging, on the abstracts
from some 1600 OASIS metadata records. Other vocabu-
laries (eg Materials) would also have been possible if consid-
ered useful for OASIS. The KOS-based NER functionality
was adopted to this use-case and the results demonstrate
that the approach is feasible. The NER patterns could be
extended to accommodate other vocabularies, and local spe-
cialisation patterns could be created to handle idiosyncrasies
of natural language.

Findings from the case study include the need for some
pre-processing to extend the entry vocabulary of the KOS
employed for NLP purposes. Compound terms merit par-
ticular attention as does the faceted combination of separate
concepts, such as Object - Period. Results could be fine-
tuned by the incorporation of post-processing filters with
confidence attributes to prioritise subject indexing signifi-
cant for the document in question and to reduce the confi-
dence attributes or rankings of common problematic cases
as uncovered in evaluation. Negative results are important
in archaeology and a negation detection capability should
be a component of future recommendation tools. Consid-
eration of the patterns in a document representing signifi-
cance and also lack of significance are important.

Reflections on the case study experience touch on the
complexity of evaluation in real life settings. The overall
KOS-based NER techniques are discussed within the con-
text of work on subject indexing, automatic indexing for
Name Authorities and NER generally. The techniques fol-
lowed in the case study can be characterised as a hybrid ap-
proach. The purpose for which the indexing is applied is a
key distinguishing feature. In this case, the purpose or in-
dexing policy for OASIS goes beyond overall aboutness; in-
dexers are requested to include the significant objects or ar-
tefacts found in the archaeological fieldwork, thus reflect-
ing FAIR principles for reuse. As discussed, the assessment
of the future utility of new indexing tools is inherently com-
plex in a world where user behaviour and subject indexing
practice and guidelines all change over time and can be seen
as an evolving complex network. Ideally, the (co)design of
future best practice indexing policy and guidelines for writ-

ing abstracts can operate in tandem with the design of an
automatic indexing recommendation system and corre-
sponding search services.
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