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Abstract

Der Aufsatz befasst sich mit der Haftung fiir Personlichkeitsrechtsverletzungen durch Infor-

mationen, die durch Systeme Kiinstlicher Intelligenz (KI) generiert und gegeniiber Men-

schen kommuniziert werden, wie etwa Chatbots, Social Bots und die Ergdnzungsfunktion

von Internet-Suchmaschinen. Er konzentriert sich somit auf eine bestimmte Form sog.

schwacher KI und zieht hieraus Schlussfolgerungen fiir die rechtliche Behandlung Kiinstli-

cher Intelligenz insgesamt.

* Der Verf. ist Assistant Professor for EU Law and Institutions an der Universitdt Leiden. Dem
Beitrag liegt ein Vortrag zugrunde, den der Verf. am 16. April 2018 an der Philipps-Universitt

Marburg hielt. Kontakt: j.s.oster@hum.leidenuniv.nl.
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Der Beitrag entwickelt zundichst eine Arbeitsdefinition des Begriffs der KI im Allgemeinen
und stellt daraufhin den Untersuchungsgegenstand der Kommunikations-KI im Besonderen
dar. Es wird dargelegt, dass die bestehende Rechtsdogmatik grundsditzlich gut geriistet ist,
um moglichen Personlichkeitsrechtsverletzungen durch Kommunikations-KI zu begegnen.
Zwar bedarf es daher keiner grundlegenden Verdnderungen des Rechts; insbesondere wird
Forderungen nach einer eigenen Rechtsfiihigkeit von Kommunikations-KI eine Absage er-
teilt. Der Beitrag schliefit aber mit einem Plddoyer dafiir, die Beweislast bei Personlich-
keitsrechtsverletzungen durch Kommunikations-KI zugunsten des Geschddigten umzukeh-
ren.

I. Einfiihrung

Zu den grof3en, bislang nicht bewiltigten Herausforderungen fiir das moderne Medien- und
sonstige Kommunikationsrecht gehort die Haftung fur Informationen, die durch Systeme
Kiinstlicher Intelligenz (KI)! generiert und gegeniiber Menschen kommuniziert werden.
Beispielhaft zu nennen sind etwa die Ergdnzungsfunktion von Internet-Suchmaschinen,
Chatbots wie Microsofts Tay und Xiaoice sowie Social Bots, die sich an Diskussionen in
Sozialen Netzwerken beteiligen.?

In der rechtswissenschaftlichen Forschung widmen sich viele Beitrige verdienstvoll
den grundsitzlichen Fragen der K1 als solcher.? Dabei vernachléssigen sie aber hiufig die
Besonderheiten einzelner Formen sog. schwacher KI (zur Terminologie sogleich), wozu
auch die Kommunikations-KI zahlt. Als ein extremes Beispiel hierfiir stehen die Empfeh-
lungen des Européischen Parlaments an die Kommission zu zivilrechtlichen Regelungen im
Bereich Robotik.* Darin plidiert das Europiische Parlament fiir eine Gefihrdungshaftung

«5

bzw. einen ,,Risikomanagementansatz> und langfristig fiir einen speziellen rechtlichen Sta-

1 Der Begriff Artificial Intelligence (Al) geht zuriick auf eine Konferenz, die der Informatiker John
McCarthy 1956 organisierte (Russell/Norvig, Artificial Intelligence, 3. Aufl. 2016, S. 17). Kritisch
zu dem Begriff Stiemerling, CR 2015, 762.

2 Zu Einzelheiten der Kommunikations-KI unter III.

3 Z.B. Beck, JR 2009, 225; Miiller-Hengstenberg/Kirn, MMR 2014, 307; Horner/Kaulartz, CR 2016,
7; Niirnberger/Budiel, DuD 2016, 503; Glefl/Weigend, ZStW 126 (2014), 561; Hanisch, in: Hilgen-
dorf (Hrsg.), Robotik im Kontext von Recht und Moral, 2014, 27; Spindler, CR 2015, 766; Griitz-
macher, CR 2016, 695; Spiecker gen. D6hmann, CR 2016, 698; Janal, in: Gless/Seelmann (Hrsg.),
Intelligente Agenten und das Recht, 2016, 141 ff.; Zech, in: Gless/Seelmann (Hrsg.), Intelligente
Agenten und das Recht, 2016, 163 ff.; Rempe, InTer 2016, 17; KeBller, MMR 2017, 589; Schaub, JZ
2017, 342; Denga, CR 2018, 69.

4 EntschlieBung des Europdischen Parlaments vom 16. Februar 2017 mit Empfehlungen an die Kom-
mission zu zivilrechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. 53.

5 Mit dem Risikomanagementansatz wird ,,nicht die Person,,die fahrlidssig gehandelt hat‘, als person-
lich haftend in den Mittelpunkt gestellt [...], sondern die Person, die imstande ist, unter bestimmten
Umsténden die Risiken zu minimieren und die negativen Auswirkungen zu bewiéltigen* (Entschlie-
Bung des Européischen Parlaments vom 16. Februar 2017 mit Empfehlungen an die Kommission zu
zivilrechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. 55).
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tus fiir Roboter als ,,elektronische Person“.® Jedoch behandelt das Europdische Parlament
verschiedenste Erscheinungsformen der Robotik und der KI — starke und schwache KI, au-
tonome und automatische Systeme — als monolithische Erscheinung ,,Robotik“. Auf eine
Definition ,,des Roboters* bzw. ,,der KI* verzichtet es hingegen ganz.” Dieser Mangel an
Differenziertheit verfiihrt zu der offenbar Hollywood-inspirierten Vision, ,,dass immer aus-
gekliigeltere Roboter, Bots, Androiden und sonstige Manifestationen Kiinstlicher Intelli-
genz (,,KI“) anscheinend nur darauf warten, eine neue industrielle Revolution zu entfes-
seln“.® Mit Erleichterung stellt der Beobachter somit fest, dass sich die ,,Manifestationen
Kinstlicher Intelligenz* nach Ansicht der Abgeordneten mit einer industriellen Revolution
begniigen und nicht gleich die Weltherrschaft an sich zu reilen gedenken. Als Grundlage
fiir eine sachgerechte, differenzierte Analyse zivilrechtlicher Haftung fiir bestimmte For-
men schwacher KI ist die Empfehlung des Europdischen Parlaments allerdings nicht dien-
lich.?

Im Unterschied zu deduktiven, holistischen Ansdtzen konzentriert sich dieser Beitrag
auf eine bestimmte Form von KI, ndmlich durch KI generierte und an Menschen kommuni-
zierte Informationen, und er ist begrenzt auf deliktische Haftung fiir Personlichkeitsrechts-
verletzungen.!? Dieser induktive Ansatz beruht auf folgender Uberlegung: Zwar sind allge-
meine Prinzipien zur rechtlichen Bewiltigung von KI notwendig, etwa die Frage, ob und
inwieweit KI Rechtsfihigkeit besitzen sollte (dazu unter V. 1.). Die Erscheinungsformen
der K1 und ihre strategische Ziele sind aber zu heterogen, um allein aus allgemeinen Uber-
legungen heraus Schlussfolgerungen fiir den Einzelfall zu ziehen. Anders als etwa bei
selbstfahrenden Autos, Medizin- oder Haushaltsrobotern geht es bei Kommunikations-KI
nicht um eindeutig lokalisierbare Sachbeschddigungen oder Korperverletzungen, sondern
um physisch nicht fassbare Informationen und deren haufig grenziiberschreitende Kommu-
nikation, durch die womdglich Personlichkeitsrechte verletzt werden. Bei Personlichkeits-
rechtsverletzungen kommen daher Unterlassung, Gegenrede, Gegendarstellung, Berichti-
gung und Widerruf besondere Bedeutung zu; Unfille und medizinische Behandlungsfehler
hingegen 16sen zumeist unmittelbar Schadensersatzanspriiche aus. Ferner ist die Frage, ob

6 Europdisches Parlament, Entwurf eines Berichts mit Empfehlungen an die Kommission vom
31.5.2016 zu zivilrechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. T; Entschlie-
Bung des Europdischen Parlaments vom 16. Februar 2017 mit Empfehlungen an die Kommission
zu zivilrechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. 59.

7 EntschlieBung des Europidischen Parlaments vom 16. Februar 2017 mit Empfehlungen an die
Kommission zu zivilrechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. C. Anders
noch der Rechtsausschuss des Européischen Parlaments in dem Berichtsentwurf vom 31.5.2016,
Tz. 1 sowie Nevejans, European Civil Law Rules in Robotics, Study for the JURI Committee, PE
571.379, 2016, S. 8 ff.

8 EntschlieBung des Europdischen Parlaments vom 16. Februar 2017 mit Empfehlungen an die
Kommission zu zivilrechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. B.

9 Kiritisch auch Lohmann, ZRP 2017, 168, 171; Denga, CR 2018, 69, 76 f.

10 Fragen der Vertragsrechts, der IT-Sicherheit, des Strafrechts und der Regulierung bleiben daher
ausgeklammert.
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eine Personlichkeitsrechtsverletzung durch eine KI rechtswidrig ist, durch Abwégung der
widerstreitenden Grundrechte zu beantworten. Eine solche Grundrechtssensibilitét ist bei
physischen Unfillen demgegeniiber regelméfig nicht gegeben. Wahrend daher beispiels-
weise die Produkthaftung fiir einige Formen schwacher KI, etwa autonome Autos, ein niitz-
liches Rechtsinstrument zu sein scheint, ist sie fiir Kommunikations-KI abzulehnen (dazu
unter V. 2.). Auch bestehen bei Kommunikations-KI besondere Probleme im Bereich des
Datenschutzes, die sich etwa bei Haushaltsrobotern in dieser Form nicht stellen (siche dazu
unter IV. 5.).

Dieser Beitrag entwickelt zundchst eine Arbeitsdefinition des Begriffs der Kiinstlichen
Intelligenz im Allgemeinen (dazu II.) und stellt daraufhin den Untersuchungsgegenstand
der Kommunikations-KI im Besonderen (dazu III.) dar. Es wird dargelegt, dass die beste-
hende Rechtsdogmatik grundsétzlich gut geriistet ist, um moglichen Personlichkeitsrechts-
verletzungen durch Kommunikations-KI zu begegnen (dazu IV.). Zwar bedarf es daher kei-
ner grundlegenden Verdnderungen des Rechts; gleichwohl ist eine Umkehr der Beweislast
rechtspolitisch wiinschenswert (dazu V.).

II. Technologie

Die rechtliche Bewiltigung eines Phdnomens beginnt mit der Bestimmung seines Gegen-
standes. Nichts anderes gilt fiir Kiinstliche Intelligenz. Zwar trifft es zu, dass sich der Be-
griff der KI nicht ein fiir alle Mal abschlieend festlegen lasst, im Gegenteil: Eine zu starre
Begriffsbestimmung schadet der juristischen Erfassung mehr, als dass es ihr niitzt.!! Gleich-
wohl bedarf es zumindest einer ,,Arbeitsdefinition” (working definition), welche die kon-
zeptionelle Grundlage eines Gedankengeriists bildet. Diese Arbeitsdefinition muss nicht
notwendig mit der Definition von KI iibereinstimmen, wie sie in der Informatik verwendet
wird; eine unumstrittene Definition existiert auch dort ohnehin nicht.!? Sie sollte jedoch zu-
mindest die deskriptiven Faktoren aufnehmen, iiber die bei der Bestimmung des Begriffs
der KI weitgehende Einigkeit besteht und die fiir die juristische Bewiltigung notwendig
sind.

Bereits die Entwicklung auch nur einer Arbeitsdefinition von KI fiir rechtswissenschaft-
liche Zwecke stellt indessen eine Herausforderung dar, denn sie st6f8t an die Grenzen der
Leistungsféhigkeit menschlicher Sprache. Zahlreiche Begriffe des KI-Diskurses bauen auf
Konzepten auf, die mit genuin menschlichen Eigenschaften und Fahigkeiten assoziiert wer-
den. Hierzu gehort bereits das namensgebende Wort ,,Intelligenz*, aulerdem etwa ,,lernen®,
»Wissen®, ,, Bewusstsein®, ,,Handeln® u.v.m. Der nachfolgend entwickelten Arbeitsdefiniti-
on ist daher vorauszuschicken, dass keiner der Begriffe, die darin verwendet werden, als
notwendig anthropologisch zu verstehen ist.

11 Vgl. Schirmer, JZ 2016, 660.
12 GleB/Weigend, ZStW 126 (2014), 561, 562; Stiemerling, CR 2015, 762.
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Im Sinne dieser Untersuchung ist ,,Kiinstliche Intelligenz*

eine Meta-Technologie, die
fahig ist, ein strategisches Ziel zu erreichen und dafiir
in einer komplexen Situation autonome Entscheidungen trifft und

bl S

selbstlernend ist.

1. Meta-Technologie

In der Informatik wird unterschieden zwischen sog. ,,starker” und ,,schwacher* KI. Starke
KI (strong AI oder human-level AI) besitzt die Fahigkeit, jegliche kognitive Aufgabe zu-
mindest ebenso gut zu 16sen wie Menschen.!? Starke KI ist derzeit noch nicht existent; ob
und wann es eine solche superhumane KI iiberhaupt geben wird, ist Gegenstand intensiver
Debatten.'* Fiir die Zwecke dieses Beitrages kann starke KI daher vorldufig ausgeklammert
bleiben.

Derzeit existierende Formen von KI sind allesamt sog. schwache KI (narrow AI). Diese
sind lediglich dazu fahig, in einem bestimmten und begrenzten Anwendungsbereich — zu-
meist auf der Grundlage grofler, hdufig vernetzter Datenbesténde (,,Big Data“) — bestimmte
Ziele zu erreichen, z.B. ein Auto zu fahren oder Schach zu spielen.!® Schwache K1 ist daher
keine Technik, mit der nur eine bestimmte Aufgabe bewiltigt werden kann, sondern eine
Meta-Technologie, die eine Vielzahl von Anwendungen ermdglicht. Hierzu gehoren etwa
Vertragsschliisse,'® Investmententscheidungen,!” Rechtsberatung und Rechtsdurchsetzung
(,,Legal Tech®),'® selbstfahrende Autos,!® militdrische Anwendungen, Haushaltsdienste,
medizinische Versorgung, Pflege und eben Kommunikation.

13 Tegmark, Life 3.0, 2017, S. 52; Russell/Norvig, Artificial Intelligence, 3. Aufl. 2016, S. 27; Con-
rad, DuD 2017, 740.

14 Siehe etwa Tegmark, Life 3.0, 2017, S. 30 ff.; Russell/Norvig, Artificial Intelligence, 3. Aufl. 2016,
S. 1020 ff.; Stiemerling, CR 2015, 762, 765; Eidenmiiller, ZeuP 2017, 765, 769; Frankfurter Allge-
meine Zeitung vom 15. Mérz 2018, ,,Stephen Hawking®.

15 Tegmark, Life 3.0, 2017, S. 39.

16 Dazu Specht/Herold, MMR 2018, 40 ff.; Miiller-Hengstenberg/Kirn, MMR 2014, 307, 308 f.

17 Dazu Méslein/Lordt, ZIP 38 (2017), 793; Ji, Columbia Law Review 117 (2017), 1543.

18 Dazu Frese, NJW 2015, 2090; Fries, NJW 2016, 2860, 2861 ff.

19 Dazu Spindler, CR 2015, 766; Fleck/Thomas, NJOZ 2015, 1393; Lutz, NJW 2015, 119; Jourdan/
Matschi, NZV 2015, 26; Weisser/Farber, MMR 2015, 506; Boeglin, Yale Journal of Law and
Technology 17 (2015), 171; Kohler/Colbert-Taylor, Santa Clara High Technology Law Journal 31
(2015), 99; Armbriister, in: Gless/Seelmann (Hrsg.), Intelligente Agenten und das Recht, 2016,
205; Gless, in: Gless/Seelmann (Hrsg.), Intelligente Agenten und das Recht, 2016, 225; Eidenmiil-
ler, ZeuP 2017, 765, 770 ff.
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2. Zielorientiertheit

K1 ist zielorientiert und fihig, dieses Ziel zu erreichen.?’ Welches Ziel die KI verfolgt, be-
stimmt sich nach ihrer Programmierung (dazu soeben unter 1.). Die Zielsetzung kann etwa
darin bestehen, ein Muster (z.B. von Bildern oder von Sprache) oder Bedeutungszusam-
menhinge zu erkennen, Schlussfolgerungen zu ziehen und zielorientiert zu handeln.?! Ziel
eines Schachcomputers ist es etwa, ein Schachspiel zu gewinnen, Ziel eines selbstfahrenden
Autos ist es, die Insassen moglichst schnell und moglichst sicher von A nach B zu bringen.

3. Autonome Entscheidungen in einer komplexen Situation

Eine KI trifft in einer komplexen Situation autonome Entscheidungen.?? Komplexitit ist
dann gegeben, wenn nach Ingangsetzung der KI unvorhersehbare Informationen auf die KI
einwirken, auf die die KI auf der Grundlage der ihr zur Verfiigung stehenden Datensitze
reagiert. Bei Spiele-KIs etwa sind diese Faktoren die Spielziige des Gegners, bei selbstfah-
renden Autos das Verhalten der anderen Verkehrsteilnehmer, und bei den hier relevanten
Kommunikations-KI sind dies AuBerungen von Gesprichspartnern. Komplexitit ist nicht
zu verwechseln mit Kompliziertheit. Ein Taschenrechner etwa bewiltigt komplizierte Re-
chenaufgaben, die fiir einen Menschen — zumindest in dieser Geschwindigkeit — nicht zu
16sen sind. Gleichwohl ist ein Taschenrechner nicht auf die Bewéltigung komplexer Proble-
me angelegt, da nach der Ingangsetzung der Rechenoperation (d.h. dem Driicken der
Gleichtaste) keine weiteren Informationen auf den Taschenrechner einwirken.

Die Entscheidung der KI ist dann als ,,autonom® zu bezeichnen, wenn die konkrete Re-
aktion des Programms nicht vorgegeben ist, selbst der Programmierer also diese konkrete
Entscheidung nicht vorhersehen konnte.? Ist die konkrete Reaktion des Programms bereits
im Algorithmus determiniert, so ist von einem ,,automatischen* System zu sprechen.?* So
handelt es sich bei den gegenwirtig zugelassenen Fahrassistenzsystemen um automatische

20 Dieses Kriterium steht im Zentrum der KI-Definition von Tegmark, Life 3.0, 2017, S. 50.
21 Stiemerling, CR 2015, 762.

22 Vgl. Nurnberger/Budiel, DuD 2016, 503, 504; Griitzmacher, CR 2016, 695, 696; Taeger, NJW
2016, 3764, 3765; Spiecker gen. Déhmann, CR 2016, 698, 701.

23 Vgl. Stiemerling, CR 2015, 762, 764; Miiller-Hengstenberg/Kirn, MMR 2014, 307, 309; Glef/
Weigend, ZStW 126 (2014), 561; Spindler, CR 2015, 766; Spiecker gen. D6hmann, CR 2016, 698,
701; Eidenmiiller, ZeuP 2017, 765, 769; Denga, CR 2018, 69, 70. Hanisch, in: Hilgendorf (Hrsg.),
Robotik im Kontext von Recht und Moral, 2014, 27, 53 spricht positiv, in der Sache aber gleichbe-
deutend von einem ,,Entscheidungsspielraum* des Roboters; wegen der anthropologischen Konno-
tation dieses Begriffs wird hier aber die negative Definition bevorzugt.

24 Siche DIN 19233 zu ,, Automat®: ,,Ein selbsttitig arbeitendes kiinstliches System, dessen Verhalten
entweder schrittweise durch vorgegebene Entscheidungsregeln oder zeitkontinuierlich nach festge-
legten Beziehungen bestimmt wird und dessen AusgangsgroBen aus seinen Eingangs- und Zu-
standsgrofien gebildet werden.”.
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(oder automatisierte) Systeme.?® Ein aufonomes Fahrsystem, welches ein Kraftfahrzeug
selbstindig fiihrt, ist auf Deutschlands StraBen derzeit noch nicht zugelassen.?¢ |, Autono-
mie” ist indessen kein bindrer Begriff; stattdessen ist nach verschiedenen Graden an Eigen-
stindigkeit einer Entscheidung zu unterscheiden.?’

4. Selbstlernend

KI beruht auf selbstlernenden Algorithmen mittels tiefer neuronaler Netze, sog. deep
learning.?® Wie eingangs unterstrichen, ist der Begriff ,,lernend* hier nicht als anthropologi-
sches Konzept zu verstehen. ,,Lernend” meint hier, dass die KI auf der Grundlage aufge-
nommener Informationen und eigener ,,Fehler Muster erkennt und eine Handlungsoption
wihlt, die die Erreichung des strategischen Ziels (dazu 2.) wahrscheinlicher macht. Unter
,Fehler ist hier eine Handlung zu verstehen, die nicht optimal zur Erreichung des strategi-
schen Ziels beitriigt.2® Es ist dieses Kriterium des ,.Lernens aus eigener Erfahrung®, wel-
ches KI — nach der hier vorgeschlagenen Arbeitsdefinition®® — von anderen autonomen Sys-
temen unterscheidet. Diese Abgrenzung ldsst sich am Unterschied zwischen ,,AlphaGo*
und ,,.Deep Blue* verdeutlichen. 1996 und 1997 gelang es dem von IBM entwickelten
Schachcomputer Deep Blue, den amtierenden Schachweltmeister Garri Kasparow zu schla-
gen. Deep Blues Spielstirke beruhte vor allem auf der Verarbeitung einer umfangreichen
Spiele-Datenbank und seiner Rechenleistung; seine Software berechnete zwischen 100

25 Siehe §§ la und 1b StVG; Jourdan/Matschi, NZV 2015, 26, 27; Armbriister, in: Gless/Seelmann
(Hrsg.), Intelligente Agenten und das Recht, 2016, 205 ff.

26 Fleck/Thomas, NJOZ 2015, 1393, 1395; Weisser/Farber, MMR 2015, 506, 511; vgl. §2 Abs. 4
StVG: ,,Geeignet zum Fiihren von Kraftfahrzeugen ist* nur derjenige, der ,,die notwendigen kor-
perlichen und geistigen Anforderungen erfillt* (Kursivdruck durch Verf.). Missverstiandlich daher
Lutz, NJW 2015, 119, der die Begriffe ,,autonom* und ,,automatisiert” synonym verwendet.

27 Boden, in: dies. (Hrsg.), The Philosophy of Artificial Life, 1996, S. 95; Ball/Callaghan, Explorati-
ons of autonomy: an investigation of adjustable autonomy in intelligent environments, 8th Interna-
tional Conference on Intelligent Environments (IE), 2012, 114; Schulz, Verantwortlichkeit bei au-
tonom agierenden Systemen, 2015, S. 44 f.; Reichwald/Pfisterer, CR 2016, 208, 210.

28 Zur Technologie des deep learning Hinton/Osindero/Teh, Neural Computation 18 (2006), 1527;
LeCun/Bengio/Hinton, Nature 521 (2015), 436; Hinton, Trends in Cognitive Sciences 11 (2007),
428; Schmidhuber, Neural Networks 61 (2015), 85.

29 Beispielhaft sei hier die KI genannt, die das Atari Spiel ,,Breakout spielte (Tegmark, Life 3.0,
2017, S. 84 f.): Bei diesem Spiel steuert der Spieler eine kleine Plattform, um damit eine Kugel ge-
gen eine Wand prallen zu lassen. Bei jedem Aufschlag gegen die Wand 16st sich ein ,,Stein® in der
Wand auf, was dem Spieler Punkte einbringt. Nach einigen recht unkoordiniert wirkenden Bewe-
gungen ,,erkannte die KI, dass sie den Ball treffen muss, um Punkte zu erzielen (d.h. um ihr strate-
gisches Ziel zu erreichen) und entwickelte schlieBlich sogar eine Strategie, liber die sie mit wenig
Aufwand die Hochstpunktzahl erzielte.

30 Ahnlich GleB/Weigend, ZStW 126 (2014), 561, 563; Spindler, CR 2015, 766; Reichwald/Pfisterer,
CR 2016, 208, 212; Niirnberger/Budiel, DuD 2016, 503; Taeger, NJW 2016, 3764, 3765; Spiecker
gen. Dohmann, CR 2016, 698, 700; Volkmann, MMR 2018, 58, 59; anders z.B. Specht/Herold,
MMR 2018, 40, 41, die ,,autonom“ und ,,selbstlernend* gleichsetzen.

IP 216.73.216.36, am 18.01.2026, 06:46:54. @ Urheberrachtiich geschiltzter Inhatt.
Inbalts ir it, fiir oder ir

Erlaubnis ist


https://doi.org/10.5771/2568-9185-2018-1-14

Oster, Haftung fiir Personlichkeitsrechtsverletzungen durch Kiinstliche Intelligenz 21

und 200 Millionen Stellungen pro Sekunde.3! Allerdings nahmen die Programmierer von
Deep Blue zwischen den Partien Anderungen an der Software vor, um Fehler zu beseitigen
und Deep Blues Spiel zu verbessern.3> Deep Blue war daher zwar ein autonomes System;
seine Programmierer konnten nicht vorhersehen, welche konkreten Ziige Deep Blue in der
komplexen Situation des Schachspiels vornehmen wiirde. Deep Blue war aber kein selbst-
lernendes System.33 Vereinfacht gesagt war Deep Blue nach heutiger Diktion ,,nur* ein rei-
nes Big Data-System, aber noch keine KI. Im Unterschied dazu beruht das Computerpro-
gramm AlphaGo, welches zwischen 2015 und 2017 mehrere der besten Spieler der Welt im
Brettspiel ,,Go* besiegte, auch auf maschinellem Lernen und verbesserte so sein eigenes
Spiel.3* Ein solches intelligentes System sind beispielweise auch Googles Sucherginzungs-
funktion und Amazons ,,Empfehlungen zum Kauf weiterer Produkte.?

Gemeinsam mit dem Kriterium der Autonomie stellt das Kriterium des Selbstlernens
die zentrale Herausforderung der KI fiir die Rechtswissenschaft dar, da im Zeitpunkt der
Programmierung des Algorithmus nicht vorhersehbar ist, wie sich die KI in einer bestimm-
ten Situation verhalten wird.3® Es wird daher zu priifen sein, inwieweit das ,,Verhalten“
einer KI ihrem Verwender zugerechnet werden kann (dazu unter IV. 2. ¢)).

III. Stand der Kommunikations-KI

Sogenannte fortgeschrittene natiirlichsprachliche Generierung (Addvanced natural language
generation, Advanced NLG) ist inzwischen so weit entwickelt, dass sie Daten auf eine Wei-
se in Narrative verwandeln kann, dass menschliche und maschinell generierte Texte kaum
noch voneinander unterscheidbar sind.” Beispiele fiir Kommunikations-KI sind etwa sog.
virtuelle Assistenten (z.B. Apples ,,Siri“ und Amazons ,,Alexa“), Ergdnzungsfunktionen bei
Suchmaschinen®® und Ubersetzungen (z.B. Google translate). Von besonderem medien-
rechtlichen Interesse ist die sog. ,,quantitative Wende* (quantitative turn) vom anthropoge-
nen zum algorithmischen Journalismus. Algorithmen unterstiitzen Journalisten nicht mehr
nur noch in ihrer Arbeit; stattdessen fithren sie selbst journalistische Arbeit durch, indem
sie Informationen recherchieren, redaktionell tiberarbeiten, verdffentlichen und/oder gezielt

31 Ausfiihrlich Campbell/Hoane Jr./Hsu, Deep Blue, 2001, abrufbar unter http:/sjeng.org/ftp/
deepblue.pdf.

32 So die Angaben bei https://de.wikipedia.org/wiki/Deep_Blue.

33 Vgl Tegmark, Life 3.0, 2017, S. 78. Dies konzediert auch IBM selbst: https://www.research.ibm.
com/deepblue/meet/html/d.2.html.

34 Decker, in: Gless/Seelmann (Hrsg.), Intelligente Agenten und das Recht, 2016, 23, 35 ff.
35 GleB/Weigend, ZStW 126 (2014), 561, 563 f.

36 Beck, JR 2009, 225, 226; Gle/Weigend, ZStW 126 (2014), 561, 564 f.

37 Dorr, Digital Journalism 4 (2016), 700, 701; Clerwall, Journalism Practice 8 (2014), 519.

38 Bei einer Eingabe in eine Suchmaschine prisentiert ein Algorithmus Wortkombinationen, die von
anderen Nutzern zu dem fraglichen Suchbegriff am héufigsten eingegeben wurden und die sich auf
den Webseiten befinden, auf die die Suchmaschine verweist.
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an bestimmte Rezipienten verbreiten.3® In der publizistischen Literatur werden hierfiir ver-
schiedene Begriffe verwendet, z.B. ,Roboterjournalismus®*® , automatischer Journalis-

mus*“,*! , algorithmischer Journalismus®,*? , Datenjournalismus*“?

und ,,Computerjournalis-
mus*“.* Wihrend diese Begriffe teilweise konzeptionelle Unterschiede ausdriicken, werden
sie allesamt unter einem Oberbegriff zusammengefasst: die ,,quantitative Wende des Jour-
nalismus®.*> Diese neue Form des Journalismus betritt das Mediengeschéft durch zwei Ein-
ginge: Zum einen ermdglicht sie Internet-Diensteanbietern, etwa Sozialen Netzwerken, in
das Informationsgeschift einzusteigen.*® Zum anderen ist sie inzwischen ein fester Be-
standteil auch von traditionellen Medienorganisationen.*’ So berichtete die Washington
Post, deren Eigentiimer nicht zuféllig Amazon-Griinder Jeff Bezos ist, tiber die Olympi-
schen Sommerspiele 2016 mit ihrem KI-System ,,Heliograf*. Es steht zu erwarten, dass KI
die Medienlandschaft nachhaltig verindern wird.*®

Kommunikations-KI ist zumeist — wenn auch nicht notwendig — Big Data-basiert. Ein
gegeniiber Menschen uneinholbarer Vorsprung von Kommunikations-KI besteht somit in
den Datenbanken (z.B. Wikipedia), auf die KI je nach Grad der Vernetzung zugreifen kann.
Die Moglichkeiten der Kommunikations-KI gehen jedoch iiber faktenbasierte — und zu-
meist einseitige — Kommunikation hinaus. Ein Beispiel hierfiir sind sog. Chatbots, die je-
weils mit nur einer Person oder einem geschlossenen Kreis von Personen kommunizieren.*’
Bekannteste Chatbots sind das von dem Informatiker Joseph Weizenbaum 1966 entwickelte
Programm ,,Eliza“, Microsofts ,,Tay* und der Chatbot ,,Xiaoice*, den Microsoft in China
betreibt. ,,Eliza“ parodierte psychotherapeutische Gespriche, indem das Programm Sitze
der Menschen aufnahm, umformulierte und gelegentlich eine neue Frage stellte. Entgegen

39 Rosenbaum, Curation Nation, 2011; Bakker, Journalism Practice 6 (2012), 627; Van Dalen, Jour-
nalism Practice 6 (2012), 648; Howard, The Art and Science of Data-driven Journalism, 2014;
Diakopoulos, Digital Journalism 3 (2015), 398; Broussard, Digital Journalism 3 (2015), 814; Pri-
mo/Zago, Digital Journalism 3 (2015), 38; Haarkétter, Tendenz 2017, 24; s.a. Medientage Miin-
chen, Special: Kollege Roboter — Wenn Kiinstliche Intelligenz auf journalistische Kreativitit trifft,
https://medientage.de/workshop_item/kollege-roboter.

40 Clerwall, Journalism Practice 8 (2014), 519; Weberling, NJW 2018, 735.

41 Carlson, Digital Journalism 3 (2014), 416.

42 Anderson, New Media & Society 15 (2013), 1005; Dorr, Digital Journalism 4 (2016), 700.

43 Appelgren/Nygren, Digital Journalism 2 (2014), 394; Gynnild, Journalism 15 (2014), 713; De
Maeyer/Libert/Domingo/Heinderyckx/Le Cam, Digital Journalism 3 (2015), 432.

44 Cohen/Hamilton/Turner, Communications of the ACM 54 (2011), 66; Flew/Spurgeon/Daniel/
Swift, Journalism Practice 6 (2012), 157; Broussard, Digital Journalism 4 (2016), 266.

45 Siehe Coddington, Digital Journalism 3 (2015), 331; Lewis, Digital Journalism 3 (2015), 321.

46 Frankfurter Allgemeine Sonntagszeitung vom 18.9.2016, ,,Die Riickkehr des Feudalismus®.

47 Dorr, Digital Journalism 4 (2016), 700.

48 Cappello (Hrsg.), Journalismus und Medienprivileg, IRIS Spezial, Europiische Audiovisuelle In-
formationsstelle, Stralburg, 2017, S. 115f.

49 Ausfiihrlich zu den Anwendungsfillen von Chatbots Franck/Miiller-Peltzer, DSRITB 2017, 241,
243 ff.
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Weizenbaums Erwartung — und zu seinem Entsetzen — nahmen viele Menschen ,,Eliza“ als
Gespréchspartnerin ernst und vertrauten dem Programm ihre Geheimnisse an.’® , Tay* be-
teiligte sich am 23. Mérz 2016 an Konversationen auf Twitter. Twitter-Nutzer, sogenannte
»Trolle®, fiitterten Tay allerdings mit rassistischen und sexistischen Aussagen, die Tay dann
wiederholte. Tay blieb nur 16 Stunden online, dann schaltete Microsoft das Twitter-Konto
ab.>! Erfolgreicher ist Microsoft demgegeniiber mit Xiaoice, einem in China aktiven Chat-
bot. Millionen chinesischer Jugendlicher nutzen Xiaoice, der inzwischen auch Co-Modera-
tor einer Fernsehsendung und einer der groften ,,Influencer” auf dem chinesischen Twitter-
Pendant Weibo ist.>> Chatbots dienen auch einsamen Menschen in Altersheimen als Ge-
sprichspartner.>> SchlieBlich schnitt eine KI von IBM im Juni 2018 mit einem beachtlichen
1:1 in einem Debattierwettbewerb ab.>*

Sog. Social Bots sind autonome Computerprogramme, die in einem Sozialen Netzwerk
(z.B. Twitter oder Facebook) Diskussionsbeitrage liefern und sich dabei als reale Personen
ausgeben.’> Angeblich von Russland lancierte Social Bots stehen in dem Verdacht, durch
Falschnachrichten und einseitige Meinungsbildung die US-Prasidentenwahlen und das EU-
Mitgliedschaftsreferendum im Vereinigten Konigreich 2016 beeinflusst zu haben.

Traditioneller Mafistab zur Feststellung der Entwicklung von Kommunikations-KI ist
der sog. Turing-Test. Der Turing-Test gilt fiir die Maschine als ,,bestanden, wenn ein
Mensch bei einem Gesprich iiber Tastatur und Bildschirm die Konversation mit der Ma-
schine nicht von der mit einem Menschen unterscheiden kann.’® Gemessen am Turing-Test
sind humanoide von humanen Kommunikationspartnern bisweilen nicht mehr zu unter-
scheiden.’” Allerdings wird der Turing-Test in der Informatik selbst kritisch hinterfragt.
Tegmark weist etwa zutreffend darauf hin, dass der Turing-Test mehr auf die menschliche
Leichtgldubigkeit als auf die Intelligenz der Maschine abstellt.?®

Allerdings ist nicht zu verkennen, dass Kommunikations-KI gegeniiber menschlicher
Kommunikation auch erhebliche Defizite aufweist. Eine Maschine kann zwar Muster und
Verhiltnisse von Worten zueinander erkennen, diesen Worten aber keinen Sinn oder Bedeu-

50 Frankfurter Allgemeine Zeitung vom 18. Mirz 2018, ,,Meine Freundin ist ein Computer®.

51 So die Angaben bei https://de.wikipedia.org/wiki/Tay (Bot); https://en.wikipedia.org/wiki/Tay
(bot).

52 Frankfurter Allgemeine Zeitung vom 17. Mirz 2018, ,,Computer, darf ich raus?“.

53 Frankfurter Allgemeine Zeitung vom 18. Mirz 2018, ,,Meine Freundin ist ein Computer®.

54 Handelsblatt vom 22. Juni 2018, ,,Wenn Computer und Mensch sich ein Rededuell liefern®.

55 Dazu Milker, ZUM 2017, 216; Volkmann, MMR 2018, 58.

56 Russell/Norvig, Artificial Intelligence, 3. Aufl. 2016, S. 2 f.; Franck/Miiller-Peltzer, DSRITB 2017,
241, 243.

57 Vgl. Antos, Zeitschrift fiir germanistische Linguistik 45 (2017), 392 ff.; Haarkétter, Tendenz 2017,
24, 26.

58 Tegmark, Life 3.0, 2017, S. 91; kritisch auch Russell/Norvig, Artificial Intelligence, 3. Aufl. 2016,
S.3.
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tung im sprachphilosophischen Sinne beimessen.>® Daher fillt es einer KI auch schwer, Iro-
nie zu erkennen. Auch verkennt Kommunikations-KI hiufig die Bedeutung von Pronomen
(sog. Winograd Schema Challenge).*

IV. Haftung fiir Kommunikations-KI de lege lata

Spezielle Regelungen zur Haftung von bzw. fiir KI bestehen derzeit weder im nationalen
noch im internationalen Recht. Bevor darauf einzugehen ist, ob die Haftung fiir Kommuni-
kations-KI neuer Regelungen bedarf, ist zunéchst zu priifen, inwiefern die Herausforderun-
gen mit den Regelungen und Rechtsfiguren des bestehenden Deliktsrechts bewiltigt werden
konnen. Die Arten deliktischer Haftung lassen sich in drei Stufen einteilen: Haftung fiir
nachgewiesenes eigenes Verschulden, Haftung fiir vermutetes eigenes Verschulden, und
Haftung ohne Verschulden (sog. Gefdhrdungshaftung).

1. Gefihrdungshaftung und Haftung fiir vermutetes Verschulden

Eine Gefahrdungshaftung fiir Personlichkeitsrechtsverletzungen durch Kommunikations-KI
kommt de lege lata nicht in Betracht.®! Insbesondere scheidet eine Haftung gemiB § 1
Abs. 1 Satz 1 ProdHaftG aus. Die Vorschrift umfasst nur die Rechtsgutsverletzungen T6-
tung, Korper- und Gesundheitsverletzung sowie Sachbeschddigung, nicht aber Persénlich-
keitsrechtsverletzungen. Auch handelt es sich bei einem Algorithmus nicht um eine beweg-
liche Sache und damit nicht um ein Produkt i.S.d. § 2 ProdHaftG, sofern er nicht auf einem
Datentréger verkorpert in den Verkehr gebracht wurde.

Eine Haftung fur vermutetes Verschulden scheidet zumindest dem Wortlaut der ein-
schldgigen Regelungen nach ebenfalls aus. Insbesondere kommt § 831 Abs. 1 BGB nicht in
Betracht, da keine willentliche Handlung der KI vorliegt, die diese zu einem Verrichtungs-
gehilfen 1.S.d. § 831 BGB macht.%? Ferner ist eine KI keine aufsichtsbediirftige Person
1.S.d. 832 BGB. Ob die Wertungen dieser Regelungen im Rahmen der Haftung nach § 823
Abs. 1 BGB zu beriicksichtigen sind, wird noch zu erortern sein.

59 Vgl. Tegmark, Life 3.0, 2017, S. 90. Zu ,,Sinn* und ,,.Bedeutung® Frege, Zeitschrift fiir Philosophie
und philosophische Kritik 100 (1892), 25, 31.

60 Tegmark, Life 3.0, 2017, S. 91. Beispiel: ,,Die Professorin bat die Studentin zu einem Gespréich
und teilte ihr mit, dass sie durchgefallen sei.“ Fiir eine KI kann es nun schwer festzustellen sein,
wer durchgefallen ist.

61 Zu moglichen Entwicklungen de lege ferenda siehe unter V.2.

62 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S.147; Griitzmacher, CR
2016, 695, 698; Schaub, JZ 2017, 342, 344.
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2. Haftung nach § 823 Abs.1 BGB

In Betracht kommt eine Haftung des Anbieters einer Kommunikations-KI fiir Verletzungen
von Personlichkeitsrechten, etwa Ehre, Privatheit oder dem sog. Allgemeinen Persénlich-
keitsrecht, als ,,sonstiges Recht* gemil} § 823 Abs. 1 BGB.

a) Beeintrichtigung eines Personlichkeitsrechts: Auslegung der Auferung einer KI

Ob die AuBerung einer KI ein Persénlichkeitsrecht beeintréchtigt, bestimmt sich danach,
wie die AuBerung auszulegen ist. So ist zu ermitteln, ob die AuBerung als Tatsachenbe-
hauptung oder als Werturteil zu qualifizieren ist, welcher Aussagegehalt ihr beizumessen ist
und ob der so ermittelte Aussagegehalt der Wahrheit entspricht (bei Tatsachenbehauptun-
gen) oder Schméhkritik darstellt (bei Werturteilen). Nach gefestigter Rechtsprechung ist fiir
die Interpretation einer Aussage das Versténdnis eines unbefangenen, objektiven und unvor-
eingenommenen Durchschnittsempfingers (Lesers, Zuschauers oder Horers) im Zeitpunkt
der AuBerung bei einer Bewertung der Aussage in ihrem Gesamtzusammenhang unter Be-
riicksichtigung des allgemeinen Sprachgebrauchs maBstéblich.%® Abzustellen ist grundsétz-
lich auf einen durchschnittlichen Informationsempfénger, der mit einer Spezialmaterie nicht
vertraut ist.®* MafBgeblich ist, wie der Empfinger die AuBerungen verstehen konnte, und
nicht, wie er sie auffassen musste.%> Unerheblich ist demgegeniiber, was der sich AuBernde
tatsdchlich mitteilen wollte.®® Ein Gericht braucht auch nicht ,auf entfernte, weder durch
den Wortlaut noch die Umstinde der AuBerung gestiitzte Alternativen einzugehen oder gar
abstrakte Deutungsmoglichkeiten zu entwickeln, die in den konkreten Umstdnden keinerlei

63 BGH, Urt. v.19.3.1957, Az. VI ZR 263/55, NJW 1957, 1149 — Konkursmeldung; BGH, Urt.
v.20.6.1961, Az. VI ZR 222/60, NJW 1961, 1913, 1914 — Wiedergutmachung; BGH, Urt.
v. 11.3.2008, Az. VI ZR 7/07, NJW 2008, 2110 Rn.15 — ,,Gen-Milch*; BVerfG, Beschl.
v. 10.10.1995, Az. 1 BvR 1476/91, 1 BvR 1980/91, 1 BvR 102/92, 1 BvR 221/92, NJW 1995,
3303, 3310 — ,,Soldaten sind Moérder”; BVerfG, Beschl. v.25.10.2005, Az. 1 BvR 1696/98,
BVerfGE 114, 339, 348f. — Stolpe; Vgl. auch EGMR, Lingens/Osterreich [1986] Beschwerde-
Nr. 9815/82 [40]; Castells/Spanien [1992] Beschwerde-Nr. 11798/85 [48]; Nikowitz und Verlags-
gruppe News GmbH/Osterreich [2007] Beschwerde-Nr. 5266/03 [25]; OO0 “Vesti’ und Ukhov/
Russland [2013] Beschwerde-Nr. 21724/03 [63].

64 BGH, Urt. v.20.6.1961, Az. VI ZR 222/60, NJW 1961, 1913, 1914 — Wiedergutmachung; vgl.
EGMR, Ruzovy panter, o.s./Tschechische Republik [2012] Beschwerde-Nr. 20240/08 [31].

65 BGH, Urt. v.20.6.1961, Az. VI ZR 222/60, NJW 1961, 1913, 1914 — Wiedergutmachung; BGH,
Urt. v. 30.5.1974, Az. VI ZR 174/72, MDR 1974, 921 — Briining-Memoiren 1.

66 BGH, Urt. v.19.3.1957, Az. VI ZR 263/55, NJW 1957, 1149 — Konkursmeldung; BGH, Urt.
v.20.6.1961, Az. VI ZR 222/60, NJW 1961, 1913, 1914 — Wiedergutmachung; BGH, Urt.
v.8.7.1969, Az. VI ZR 275/67 — ,Kavaliersdelikt“ Rn.21; BGH, Urt. v.30.5.1974, Az. VI ZR
174/72, MDR 1974, 921 — Briining-Memoiren I; BVerfG, Beschl. v.10.10.1995, Az. 1 BvR
1476/91, 1 BvR 1980/91, 1 BvR 102/92, 1 BvR 221/92, NJW 1995, 3303, 3310 — ,,Soldaten sind
Morder*.
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Anhaltspunkte finden.“¢” Einer AuBerung darf zudem ,kein Inhalt unterschoben werden®,
den ihr der sich AuBernde ,.erkennbar nicht beilegen wollte*.® Auch diirfen AuBerungen
nicht aus ihrem Zusammenhang geldst werden, um so zu der Annahme zu gelangen, dass
die AuBerungen allein den Zweck hatten, den Betroffenen herabzusetzen.®® Die bloBe Mog-
lichkeit von Missverstdndnissen braucht nicht durch klidrende Zusétze ausgeschlossen zu
werden.”® Bei mehreren moglichen Interpretationen einer AuBerung ist grundsitzlich dieje-
nige der rechtlichen Beurteilung zu Grunde zu legen, die dem Mitteilenden giinstiger ist
und den Verletzten weniger beeintrichtigt.”! Eine Ausnahme gilt bei Unterlassungsansprii-
chen; hier ist die das Personlichkeitsrecht stirker verletzende Interpretation anzunehmen.”?
Der sich AuBernde habe schlieBlich ,,die Moglichkeit, sich in der Zukunft eindeutig auszu-
driicken und damit zugleich klarzustellen, welcher AuBerungsinhalt der rechtlichen Priifung
einer Verletzung des Personlichkeitsrechts zu Grunde zu legen ist.”> Bei der Auslegung
einer AuBerung sind schlieBlich Besonderheiten und Sachzwinge des Kommunikationsme-
diums zu beachten.”

Eine zentrale Herausforderung fiir die Rechtsprechung wird die Frage sein, wie AuBe-
rungen einer Kommunikations-KI auszulegen sind. Eine erste Prdzedenz hierzu hat der
BGH mit seiner Entscheidung zu Googles Suchergédnzungs-Funktion geschaffen. Der BGH
entschied, dass auf diese Weise generierten Suchbegriffen nicht nur der Inhalt zu entneh-
men sei, dass Nutzer diese Begriffe zur Recherche eingegeben haben oder dass Webseiten
diese Begriffe enthalten, sondern dass zwischen der Eingabe des Namens einer Person und
dem vorgeschlagenen Erginzungsbegriff auch ein sachlicher Zusammenhang bestehe.” Der
BGH begriindete dies damit, dass in der Praxis hdufig die Erwartung bestdtigt wiirde, dass

67 BVerfG, Beschl. v. 10.10.1995, Az. 1 BvR 1476/91, 1 BvR 1980/91, 1 BvR 102/92, 1 BvR 221/92,
NJW 1995, 3303, 3305 — ,,Soldaten sind Morder; vgl. BGH, Urt. v. 11.3.2008, Az. VI ZR 7/07,
NJW 2008, 2110 Rn. 27 —,,Gen-Milch*.

68 BVerfG, Beschl. v. 25.3.1992, Az. 1 BvR 514/90, BVerfGE 86, 1, 9 —,,geb. Mérder, Kriippel®.

69 BVerfG, Beschl. v. 13.5.1980, Az. 1 BvR 103/77, BVerfGE 54, 129, 137 — Kunstkritik; st. Rspr.;
siche z.B. BGH, Urt. v. 11.3.2008, Az. VI ZR 7/07, NJW 2008, 2110 Rn. 15 —,,Gen-Milch*; BGH,
Urt. v.12.4.2016, Az. VI ZR 505/14, MDR 2016, 648 Rn. 11 — Organentnahme; BGH, Urt.
v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 14 — Google.

70 BGH, Urt. v. 8.7.1980, Az. VI ZR 159/78, BGHZ 78, 9, 15 — , Medizin-Syndikat“ III; BGH, Urt.
v. 17.12.1991, Az. VI ZR 169/91, NJW 1992, 1314, 1315 — Kassenérztliche Vereinigungen.

71 BVerfG, Beschl. v.9.10.1991, Az. 1 BvR 221/90, BVerfGE 85, 23, 33 f. — Arbeitskreis Umwelt
und Frieden; BGH, Urt. v. 16.6.1998, Az. VI ZR 205/97, BGHZ 139, 95, 104 — Stolpe; BGH, Urt.
v.9.12.2003, Az. VI ZR 38/03, NJW 2004, 1034, 1035 — Caroline von Hannover und Udo Jiirgens
Rn. 17; BGH, Urt. v. 25.11.2003, Az. VI ZR 226/02, NJW 2004, 598, 599 —, Klinik Monopoly*.

72 BVerfG, Beschl. v.25.10.2005, Az. 1 BvR 1696/98, BVerfGE 114, 339, 350 — Stolpe; BVerfG,
Beschl. v. 19.12.2007, Az. 1 BVR 967/05, NJW 2008, 1654 Rn. 35 — Schiffskoffer.

73 BVerfG, Beschl. v.25.10.2005, Az. 1 BvR 1696/98, BVerfGE 114, 339, 350 — Stolpe; BVerfG,
Beschl. v. 19.12.2007, Az. 1 BvR 967/05, NJW 2008, 1654 Rn. 35 — Schiffskoffer; vgl. BGH, Urt.
v. 11.3.2008, Az. VI ZR 7/07, NJW 2008, 2110 Rn. 27 — ,,Gen-Milch*.

74 BGH, Urt. v. 10.12.1991, Az. VI ZR 53/91, NJW 1992, 1312, 1313 — Bezirksleiter Stralenbauamt.
75 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 13 — Google.
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die vorgeschlagenen Wortkombinationen inhaltliche Beziige zu dem Suchbegriff widerspie-
gelten.”® Daher verpflichtete der BGH Google dazu, solche aus Sicht des BGH ehrverlet-
zenden Ergénzungsvorschlidge zu unterlassen.

Diese Rechtsprechung begegnet jedoch grundsitzlichen Bedenken im Hinblick auf die
rechtliche Bewiltigung der Internetkommunikation mittels KI. Suchmaschinen beruhen
nicht auf einer redaktionellen, sondern algorithmischen Strukturierung von Informationen.
Mit seiner Entscheidung adelt der BGH eine algorithmisch-quantitative Wahrscheinlich-
keitsrechnung — der Ergénzungsbegriff konnte inhaltlich relevant sein — zu einer anthropo-
gen-qualitativen Schlussfolgerung: Aus Sicht der Nutzer sei der Ergénzungsbegriff inhalt-
lich relevant. Vereinfacht formuliert: Wenn auf die Eingabe des Namens eines Unterneh-
mens der Begriffsvorschlag ,,Scientology erscheint, dann zdgen die Nutzer daraus nicht
die zutreffende Schlussfolgerung, dass ein Algorithmus diesen Ergénzungsvorschlag mittels
einer Wahrscheinlichkeitsrechnung auf der Grundlage fritherer Nutzereingaben sowie be-
treffender Webseiten generiert hat. Stattdessen folgerten die Nutzer unzutreffend, dass der
Ergénzungsvorschlag suggeriere, das Unternehmen habe Verbindungen zu Scientology. Da-
mit offenbart der BGH nicht nur eine &uflerst pessimistische Einschitzung der Fahigkeit
von Suchmaschinennutzern, algorithmisch generierte Informationen richtig einzuordnen.
Was noch schwerer wiegt ist die Tatsache, dass der BGH diesem Fehlen an sog. infernet
literacy seinen hochstrichterlichen Segen erteilt: Ein unbefangener, objektiver und unvor-
eingenommener Durchschnitts-Suchmaschinennutzer darf demnach unzutreffend schluss-
folgern, dass der Ergidnzungsbegriff inhaltlich-qualitativ und nicht nur algorithmisch-quan-
titativ relevant sei.

Nach der Rechtsprechung des BGH ist es daher grundsétzlich moglich, dass eine Kom-
munikations-KI Personlichkeitsrechte ebenso beeintrachtigen kann wie menschliche Kom-
munikation. Sofern sich die AuBerungen einer Kommunikations-KI einem Diensteanbieter
zurechnen lassen (dazu nachfolgend b) und c)), handelt es sich hierbei um seine ,,eigene[n]
Informationen® i.S.d. § 7 Abs. 1 TMG, fiir die er ,,nach den allgemeinen Gesetzen verant-
wortlich® ist.

b) Addquat kausale Verletzungshandlung

Liegt eine Rechtsgutsbeeintrichtigung durch Kommunikations-KI vor, so stellt sich des
Weiteren die Frage, worin genau die Verletzungshandlung besteht. Auf den ersten Blick
scheint die Verletzungshandlung in der Kommunikation der ehrverletzenden oder privaten
Information oder in der Veroffentlichung eines Bildes durch die KI selbst zu bestehen. Dies
setzt aber voraus, dass die KI zu einer Verletzungshandlung tiberhaupt féhig ist. Das wiede-
rum verlangt, dass eine KI im deliktsrechtlichen Sinne handeln kann. Eine Handlung im de-
liktsrechtlichen Sinne kann indessen nur in einem willensgesteuerten menschlichen Verhal-

76 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 16 — Google.
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ten bestehen.”’” Ob man einer Maschine einen ,,Willen unterstellen kann, ist Auslegungssa-
che;"® in jedem Fall ist es kein menschliches Verhalten und damit de lege lata” nicht von
§ 823 Abs. 1 BGB umfasst. Auch fehlt es einer KI am Verschulden i.S.d. §§ 823 Abs. 1, 276
Abs. 1 BGB. Abzustellen ist daher auf den Anbieter des KI-Dienstes. Zu priifen ist daher in
jedem Einzelfall, ob eine Rechtsverletzung, die vermeintlich durch eine KI ,,begangen®
wurde, dem Diensteanbieter zugerechnet werden kann.

Der Betrieb einer Kommunikations-KI ist fiir eine durch diese KI ,,begangene* Rechts-
gutsbeeintrichtigung naturwissenschaftlich kausal.®® Fraglich ist aber, ob der Betrieb der KI
den Erfolg auch ,,in addquater Weise* verursacht hat. Dies ist der Fall, wenn der Betrieb
»die objektive Moglichkeit eines Erfolges von der Art des eingetretenen generell in nicht
unerheblicher Weise erhoht hat.“8! Ausgeschlossen werden sollen solche Fille, in denen
,»hur unter ganz besonders eigenartigen, ganz unwahrscheinlichen und nach dem regelmafi-
gen Lauf der Dinge aufler Betracht zu lassenden Umstinden die Begebenheit zur Herbei-
fiihrung des eingetretenen Erfolges geeignet gewesen ist.%?

KI setzt nach der hier verwendeten Arbeitsdefinition bereits begrifflich voraus, dass das
System autonom handelt und sein Verhalten daher gerade nicht vorhersehbar ist (siehe unter
II. 3.). Entscheidend fiir die Addquanz der Verletzungshandlung ist aber nicht, ob der kon-
kret eingetretene Erfolg vorhersehbar war oder auBerhalb aller Lebenswahrscheinlichkeit
liegt, sondern ob die Mdglichkeit dieses Erfolges vorhersehbar erhoht worden ist. Dies be-
legt wiederum, dass es notwendig ist, zwischen einzelnen Formen schwacher KI zu diffe-
renzieren. Dass etwa Kommunikations-KI dazu neigt, Personlichkeitsrechte zu verletzen,
ist sicherlich nicht au3erhalb aller Lebenswahrscheinlichkeit, denn wo kommuniziert wird,
wird die Méglichkeit einer Persénlichkeitsrechtsverletzung vorhersehbar erhoht.®® Dass
,Manifestationen Kiinstlicher Intelligenz®, wie sie das Européischen Parlament identifiziert
zu haben glaubt, aufgrund autonomer Entscheidungen eine neue industrielle Revolution
entfesseln (und im Anschluss daran moglicherweise doch noch die Weltherrschaft an sich
reiflen) ist demgegentiber nach dem gegenwirtigen Stand der Informatik auf3erhalb aller Le-
benswahrscheinlichkeit.?*

77 Deutsch/Ahrens, Deliktsrecht, 6. Aufl. 2016, Rn. 3, 34, 36.

78 Dies hingt wiederum davon ab, ob man ,,Willen* als anthropologisches Konzept versteht (s.o.).
79 Zur moglichen Rechtsentwicklung de lege ferenda unter V.1.

80 Vgl. Volkmann, MMR 2018, 58, 61; Denga, CR 2018, 69, 72.

81 BGH, Urt. v.23.10.1951, Az. 1 ZR 31/51, BGHZ 3, 261, 266 — Schleusenfall.

82 RG, Urt. v.4.7.1938, Az. V 17/38, RGZ 158, 34, 38 — Silberfiichse-Fall.

83 Vgl. zur objektiven Zurechnung im Strafrecht mit gleichem Ergebnis Glel/Weigend, ZStW 126
(2014), 561, 581 f.; Seher, in: Gless/Seelmann (Hrsg.), Intelligente Agenten und das Recht, 2016,
45, 53.

84 Statt vieler Tegmark, Life 3.0, 2017, S. 40 ff.
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¢) Schutzzweck der Norm

Fiir Kommunikations-KI ist nicht die empirische Addquanztheorie, sondern die wertende
Lehre vom Schutzzweck der Norm das geeignete Instrument, um eine iiberzogene Zurech-
nung der ,,Handlungen“ von Kommunikations-KI an ihren Anbieter auszuschlieBen. Inwie-
weit dem Anbieter einer KI von dieser ,,begangene™ Rechtsverletzungen zugerechnet wer-
den konnen, bestimmt sich zuniichst danach, ob dem Anbieter ein Handeln oder ein Unter-
lassen vorgeworfen wird. Der Unterschied ist deswegen erheblich, weil Unterlassen im Un-
terschied zum aktiven Tun nur dann haftungsbegriindend ist, wenn der Betroffene durch
eine Verkehrssicherungspflicht zum Handeln verpflichtet gewesen war.

Es wird vorgeschlagen, folgende Fallgruppen zu unterscheiden: (1.) Die Rechtsgutsver-
letzung ist bereits unmittelbar im Algorithmus selbst angelegt (sog. algorithm bias), oder
(2.) die Rechtsgutsverletzung ist nicht unmittelbar im Algorithmus angelegt, sondern die KI
hat die die Rechtsgutsverletzung begriindende konkrete Aussage autonom und damit unvor-
hersehbar® getroffen, insbesondere weil sie die erforderliche Information ,,gelernt hat.

aa) Algorithm bias

Ein sog. algorithm bias ist dann gegeben, wenn die KI bereits das strategische Ziel verfolgt
(siehe dazu die Arbeitsdefinition unter II. 2.), Personlichkeitsrechtsverletzungen zu bege-
hen. Ein Beispiel hierfiir ist, dass ein Chatbot oder ein Social Bot die Meinungsbildung
durch Diffamierung politischer Gegner beeinflussen soll. In diesem Fall bedarf es fiir eine
Haftung nach § 823 Abs. 1 BGB keiner zusétzlichen Verletzung einer Verkehrssicherungs-
pflicht, und gegebenenfalls kommt sogar § 826 BGB in Betracht. Auch diirfte in diesem
Fall Vorsatz im strafrechtlichen Sinne vorliegen, sodass § 823 Abs.2 BGB i.V.m der straf-
rechtlichen Schutznorm, etwa § 187 StGB, einschligig ist.?

Ob indessen ein algorithm bias vorliegt, ist Tatfrage. Es ist im Einzelfall schwierig
nachzuweisen, ob eine Rechtsgutsverletzung auf einer Programmierung der Software, dem
fehlerhaften Gebrauch der KI, dem Eingreifen des Verwenders oder eines Dritten oder der
Autonomie der KI beruht.®® Vom Kliger (und vom Gericht) wird insofern nicht zu erwarten
sein, den Algorithmus im Einzelnen nachzuvollziehen und den Programmierbefehl zu fin-
den, in dem die Rechtsgutsverletzung moglicherweise angelegt ist. Der exakte Algorithmus

85 MalBgeblich ist hier, dass die konkrete Aussage fiir den Betreiber unvorhersehbar war. Ob eine Per-
sonlichkeitsrechtsverletzung durch die KI generell vorhersehbar war, ist eine Frage der Addquanz;
wie dargestellt (siche unter b)), diirfte dies regelmafig zu bejahen sein.

86 Sog. ,.bosartige (malicious) Bots* (Volkmann, MMR 2018, 58, 59 m.w.N.).

87 Vgl. Gle/Weigend, ZStW 126 (2014), 561, 580.

88 Beck, JR 2009, 225, 227. Zum Stand der wissenschaftlichen Forschung zu Werten und Vorurteilen
in Computerprogrammen etwa Friedman/Nissenbaum, ACM Transactions on Information Systems
14 (1996), 330; Hildebrandt/Koops/Jaquet-Chiffelle, Minnesota Journal of Law, Science & Tech-
nology 11 (2010), 497; Diakopoulos, Digital Journalism 3 (2015), 398; van der Sloot/van Schen-
del, International and comparative legal study on Big Data (WRR Working Paper, 2016), S. 139.
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eines Suchmaschinenbetreibers ist regelméBig ein gut gehiitetes Geheimnis. Dies spricht
dafiir, entweder in der Rechtsprechung oder durch Gesetzeséinderung eine Beweislastum-
kehr zugunsten des Geschédigten vorzunehmen (dazu ausfiihrlich unter V. 3.).

bb) Autonome Entscheidung der KI

Lasst sich — gegebenenfalls trotz einer Beweislastumkehr — nicht belegen, dass die Rechts-
gutsverletzung unmittelbar im Algorithmus angelegt war, dann ist anzunehmen, dass die KI
die Verletzungs-,,Handlung* autonom vorgenommen hat, insbesondere weil sie die erfor-
derliche Information selbstéindig ,,gelernt™ hat. Dies war etwa der Fall bei Googles Sucher-
gianzungsfunktion: Dass die Suchergidnzungsfunktion den Namen des kldgerischen Unter-
nehmens mit ,,Scientology* erginzte, war von Googles Programmierern nicht konkret vor-
hersehbar; die KI hat diese Information vielmehr durch frithere Eingaben der Nutzer ,,ge-
lernt“. Gleiches gilt fiir Microsofts Tay. Microsoft hatte Tay sicher nicht darauf ausgelegt,
rassistische und sexistische Phrasen zu verbreiten; Tay hat dies vielmehr erst von seinen
Gespréachspartnern aufgenommen.

In diesen Féllen liegt der ,,Schwerpunkt der Vorwerfbarkeit nicht darin, dass die
Rechtsgutsverletzung bereits im Algorithmus angelegt war, sondern darin, dass das betref-
fende Unternehmen es unterlieB, die von der KI ,,begangenen* Rechtsgutsverletzungen zu
unterbinden.®® Alternativ lieBe sich in dem Betrieb der KI zwar eine aktive Handlung erbli-
cken. Diese stellt jedoch eine nur mittelbare Rechtsgutsverletzung dar, die erst durch das —
zumeist durch die Eingaben Dritter beeinflusste — ,,Lernen* der KI zu einer unmittelbaren
Rechtsgutsverletzung wurde. Im Ergebnis macht dies keinen Unterschied: In beiden Féllen
— Unterlassen und mittelbare Rechtsgutsverletzung — muss der Anbieter der KI eine Ver-
kehrssicherungspflicht verletzt haben, damit ihm die Rechtsgutsverletzung zugerechnet
werden kann. Fraglich ist daher, ob und inwieweit den Anbieter einer Kommunikations-KI
eine solche Verkehrssicherungspflicht trifft.

Inhalt der Verkehrssicherungspflicht ist es, dass derjenige der eine Gefahrenquelle
schafft, ,,alle nach Lage der Verhéltnisse erforderlichen Sicherungsmalinahmen zum Schut-
ze anderer Personen zu treffen hat.“*" In der Sache handelt es sich bei Verkehrssicherungs-
pflichten daher um deliktische Sorgfaltspflichten.”! So verhilt es sich bei einer Kommuni-
kations-KI: Wer eine solche KI betreibt, schafft die Gefahr, dass diese KI Rechte anderer
verletzt, und hat zwar nicht absolute, aber mogliche und zumutbare Sorge dafiir zu tragen,
dass dies nicht geschieht.”> Mit dem BGH ist anzunechmen, dass es sich bei den Verkehrssi-

89 Sieche BGH, Urt. v.14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn.25 — Google; krit.
Gounalakis, NJW 2013, 2321, 2323.

90 BGH, Urt. v.22.10.1974, Az. VI ZR 149/73, NJW 1975, 108 — Stahlbaumatte.

91 Looschelders, Schuldrecht BT, 13. Aufl. 2018, Rn. 1176; Wagner, in: Miinchener Kommentar,
Band 7, 7. Aufl. 2017, § 823 Rn. 311 ff.; K6tz/Wagner, Deliktsrecht, 13. Aufl. 2016, Rn. 127, 170.

92 Siehe Kotz/Wagner, Deliktsrecht, 13. Aufl. 2016, Rn. 183.
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cherungspflichten des Anbieters einer Kommunikations-KI um Priifungspflichten handelt.”3
Der BGH hierzu: ,,Voraussetzung einer Haftung des Betreibers einer Suchmaschine mit ent-
sprechender Hilfsfunktion ist [...] eine Verletzung von Priifungspflichten. Deren Bestehen
wie deren Umfang richtet sich im Einzelfall nach einer Abwégung aller betroffenen Interes-
sen und relevanten rechtlichen Wertungen. Uberspannte Anforderungen diirfen im Hinblick
darauf, dass es sich um eine erlaubte Teilnahme am geschéftlichen Verkehr handelt, nicht
gestellt werden. Entsprechend den zur Stérerhaftung entwickelten Grundsétzen kommt es
entscheidend darauf an, ob und inwieweit dem in Anspruch Genommenen nach den Um-
stinden eine Priifung zuzumuten ist“.** Erforderlich fiir Inhalt und Umfang der Priifungs-
pflichten ist somit zweierlei: Zum einen eine Abwigung der betroffenen Interessen. Dieses
Abwigungsgebot ist auch von anderer Seite indiziert: Bei sog. Rahmenrechten wie dem all-
gemeinen Personlichkeitsrecht muss die Rechtswidrigkeit positiv festgestellt werden. Dies
erfordert eine umfassende Abwigung unter Berticksichtigung der konfligierenden Grund-
rechtspositionen (dazu d)). Zum andern ist zu ermitteln, welche ,,relevanten rechtlichen
Wertungen* bestehen und Umfang der Priifungspflichten beeinflussen (dazu e)).

d) Abwdgung der betroffenen Interessen

Fir die Abwigung ist zunéchst festzustellen, welche Interessen im Einzelfall miteinander
konfligieren. Auf Seiten des Verletzten ist das betroffene Personlichkeitsrecht zumeist
grundrechtlich geschiitzt, ist doch das allgemeine Personlichkeitsrecht aus Art.2 Abs. 1
1.V.m. Art. 1 Abs. 1 GG mit dem zivilrechtlichen allgemeinen Personlichkeitsrecht weitge-
hend deckungsgleich.®> Aus dem europiischen und internationalen Recht kommen zudem
die von Art. 17 Abs. 1 IPbpR, Art. 8 Abs. 1 EMRK und Art. 7 EUGRCh geschiitzten Per-
sonlichkeitsrechte, insbesondere Ehre, Reputation und Privatheit,’® in Betracht.
Problematisch ist demgegeniiber, auf welches rechtlich geschiitzte Interesse sich der
Anbieter einer KI berufen kann. Geklart ist zunéchst, dass sich eine KI de lege lata nicht
auf Grundrechte berufen kann, da es sich bei KI weder um einen Menschen noch um eine
juristische Person i.S.d. Art. 19 Abs.3 GG oder um eine Personenvereinigung handelt.’

93 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 29 — Google; Gounalakis, NJW
2013, 2321, 2323.

94 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 29 — Google.

95 Es bestehen aber auch Unterschiede, etwa hinsichtlich des postmortalen Personlichkeitsschutzes;
siche z.B. BVerfG, Beschl. v. 22.8.2006, Az. 1 BvR 1168/04, NJW 2006, 3409, 3410 — Blauer En-
gel.

96 Statt vieler EGMR, Chauvy u.a./Frankreich [2004] Beschwerde-Nr. 64915/01 [70], Radio France
u.a./Frankreich [2004] Beschwerde-Nr. 53984/00 [31] und Pfeifer/Osterreich [2007] Beschwerde-
Nr. [35] (zur Reputation); Polanco Torres et Movilla Polanco/Spanien [2010] Beschwerde-
Nr. 34147/06 [40] und A./Norwegen [2009] Beschwerde-Nr. 28070/06 [64] (zur Ehre); Botta/Itali-
en [1998] Beschwerde-Nr. 153/1996/772/973 [32] und Von Hannover/Deutschland (Nr. 1) [2004]
Beschwerde-Nr. 59320/00 [50] (zur Privatheit).

97 Zu moglichen Entwicklungen de lege ferenda wiederum unter V. 1.
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Demgegentiber kann sich der Anbieter einer KI auf Grundrechte berufen. Dies sind insbe-
sondere die Berufsfreiheit (Art. 15 EUGRCh, Art. 12 GG), die unternehmerische Freiheit
nach Art. 16 EUGRCh, die Kommunikationsgrundrechte der Art. 19 Abs. 2 IPbpR, Art. 11
Abs. 1 EUGRCh, Art. 10 EMRK und Art. 5 Abs. 1 Satz 1 GG sowie gegebenenfalls — etwa
bei algorithmischem Journalismus — auch die Medienfreiheiten der Art. 11 Abs. 2 EUGRCh
bzw. Art. 5 Abs. 1 Satz2 GG. Allerdings erweist sich KI bei ndherem Hinsehen auch hier
als juristische Herausforderung. Ausweislich seines Wortlauts schiitzt Art. 5 Abs. 1 Satz 1
GG lediglich das Recht, seine Meinung zu verbreiten.’® Berechtigter des Grundrechts der
Meinungsfreiheit ist daher anscheinend nur der Meinungstriger selbst. Die AuBerung einer
KI hingegen, die in dieser Form nicht unmittelbar im Algorithmus vorgesehen ist, sondern
die die KI erst ,,gelernt* und dann autonom generiert hat, stellt hingegen oftmals nicht die
eigene Meinung (oder Tatsachenbehauptung) des Anbieters oder Herstellers der KI dar. So
diirfte es nicht der Auffassung der Alphabet-Holding entsprechen, den Kldger der Google-
Entscheidung in einen sachlichen Zusammenhang mit Scientology zu bringen, und Micro-
softs Firmen-Policy steht Tays Hassreden und Sexismus ausdriicklich entgegen.®® BVerfG
und BGH weisen jedoch regelmiBig darauf hin, dass Art. 5 Abs. 1 Satz 1 GG nicht nur die
individuelle Meinung, sondern auch den Kommunikationsprozess als solchen, den ,,Markt
der Meinungen®, schiitzt.!% Zu diesem Kommunikationsprozess kénne ,,auch die Mittei-
lung einer fremden Meinung oder Tatsachenbehauptung zahlen, und zwar auch dann, wenn
der Mitteilende sich diese weder zu eigen macht noch sie in eine eigene Stellungnahme ein-
bindet, sondern lediglich verbreitet*.!%! Es ist allerdings problematisch, ob diese Rechtspre-
chung auf Kl-generierte Informationen iibertragen werden kann. Dafiir miisste es sich bei
der AuBerung der KI um eine vom Anbieter oder Hersteller ,,fremde* Meinung oder Tatsa-
chenbehauptung handeln. Eine Meinung oder Tatsachenbehauptung ist jedoch nur dann
eine ,,fremde*, wenn es die einer anderen Person ist. Auch dies trifft bei niherem Hinsehen
nicht zu: Die von einer KI verbreitete Meinung oder Tatsachenbehauptung ist nicht die
einer anderen Person, sondern von der KI selbst generiert. Befremdlich erschiene es, die
Meinung oder Tatsachenbehauptung deswegen als ,,fremd* zu bezeichnen, weil es ,,die der

98 Dieses Problem stellt sich bei Art. 19 Abs.2 IPbpR, Art. 10 Abs. 1 EMRK und Art. 11 Abs. 1
EUGRCh nicht, da diese Kommunikationsgrundrechte bereits ihrem Wortlaut nach auch das
Recht umfassen, Tatsachenbehauptungen und Meinungen lediglich zu verbreiten und nicht nur
selbst zu behaupten (Oster, European and International Media Law, 2017, S. 65 f.).

99 Siehe https://www.microsoft.com/en-us/concern/hatespeech.

100 BVerfG, Beschl. 25.6.2009, Az. 1 BvR 134/03, AfP 2009, 480 Rn. 66 — Effecten-Spiegel; vgl.
BGH, Urt. v. 17.11.2009, Az. VI ZR 226/08, NJW 2010, 760 Rn. 13 — Helmut Markwort; BGH,
Urt. v.27.3.2012, Az. VI ZR 144/11, NJW 2012, 2345 Rn.18 — RSS-Feed; BGH, Urt.
v.23.9.2014, Az. VI ZR 358/13, NJW 2015, 489 Rn.28 — Arztebewertung II; BGH, Urt.
v.4.4.2017, Az. VI ZR 123/16, NJW 2017, 2029 Rn. 24 — Klinikbewertung.

101 BVerfG, Beschl. 25.6.2009, Az. 1 BvR 134/03, AfP 2009, 480 Rn. 58 — Effecten-Spiegel; vgl.
BGH, Urt. v. 17.11.2009, Az. VI ZR 226/08, NJW 2010, 760 Rn. 13 — Helmut Markwort; BGH,
Urt. v.27.3.2012, Az. VI ZR 144/11, NJW 2012, 2345 Rn.18 — RSS-Feed; BGH, Urt.
v.4.4.2017, Az. VI ZR 123/16, NJW 2017, 2029 Rn. 24 — Klinikbewertung.
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KI“ ist. Eine KI hat keine eigene Meinung und stellt auch keine eigenen Tatsachenbehaup-
tungen auf, sondern generiert beides algorithmisch auf der Grundlage vorhandener Einga-
ben und Datenbanken. So ist es in dem BGH-Urteil nicht die Behauptung von Googles Su-
chergdnzungsfunktion, dass eine sachliche Verbindung zwischen dem klagenden Unterneh-
men und Scientology bestehe, sondern ein Vorschlag, der auf der Grundlage einer Wahr-
scheinlichkeitsrechnung generiert wurde. Ebenso abwegig ist es, von dem Chatbot Tay zu
behaupten, dieser habe selbst die Meinung vertreten, Juden seien fiir die Anschldge des
11. September 2001 verantwortlich oder Feminismus sei eine Krankheit.!9?

Eine von einer KI generierte Tatsachenbehauptung oder MeinungsduBerung ist daher
bei Lichte besehen keine ,,fremde* Behauptung oder Meinung. Fraglich ist daher, ob sich
der Anbieter einer Kommunikations-KI auch hinsichtlich autonom generierter Meinungséu-
Berungen und Tatsachenbehauptungen auf Art. 5 Abs. 1 Satz 1 GG berufen kann, die er sich
nicht zu eigen macht oder von denen er sich sogar ausdriicklich distanziert. Dies ist im Er-
gebnis zu bejahen. Die Meinungsfreiheit ist nicht allein als intrinsisches Recht zu verste-
hen, welches dem Schutz des sich AuBernden selbst dient. Die Meinungsfreiheit ist auch
ein konsequentialistisches Recht, welches den Kommunikationsprozess als solchen
schiitzt.'®® Indem KI einen Beitrag zu diesem Kommunikationsprozess generiert, nimmt die
KI an dem geschiitzten Kommunikationsprozess teil. Ebenso wie dem Anbieter oder Her-
steller die AuBerungen der KI in deliktsrechtlicher Hinsicht zugerechnet werden (dazu unter
IV. 2.), muss ihnen konsequenterweise die Teilnahme ihrer KI am Kommunikationsprozess
zugerechnet werden.

Im Hinblick auf algorithmischen Journalismus wird noch zu kldren sein, inwieweit sich
Nutzer solcher KI auf die Medienprivilegien berufen kénnen.!%* Dies wird insbesondere da-
von abhdngen, ob die KI imstande ist, pressemiBige Sorgfalt wahrzunehmen und die Rech-
te anderer respektiert.!0?

e) Relevante rechtliche Wertungen

Auch wenn sich Anbieter und Hersteller einer KI die von ihrer KI generierte Tatsachenbe-
hauptung oder MeinungsiduBerung explizit nicht zu eigen machen oder sich sogar davon
distanzieren, konnen sie sich somit in der Abwagung mit konfligierenden Personlichkeits-

102 Siehe die Nachweise zu Tays AuBerungen bei https://www.theguardian.com/world/2016/mar/29/
microsoft-tay-tweets-antisemitic-racism.

103 Oster, Media Freedom as a Fundamental Right, 2015, S. 13 ff.
104 Dazu Weberling, NJW 2018, 735, 737.

105 Art. 10 Abs. 2 EMRK, Art. 5 Abs.2 GG; vgl. EGMR, Fressoz und Roire/Frankreich [1999] Be-
schwerde-Nr. 29183/95 [54]; Pedersen und Baadsgaard/Dénemark [2004] Beschwerde-
Nr.49017/99 [78]; Stoll/Schweiz [2007] Beschwerde-Nr. 69698/01 [103]; Axel Springer AG/
Deutschland (Nr. 1) [2012] Beschwerde-Nr. 39954/08 [93]; BVerfG, Beschl. v.25.1.1961,
Az. 1 BvR 9/57, BVerfGE 12, 113, 130 — Schmid/Spiegel; BGH, Urt. v.30.1.1979,
Az. VI ZR 163/77, NJW 1979, 1041 — Exdirektor; BGH, Urt. v. 22.11.2005, Az. VI ZR 204/04,
NJW 2006, 601 Rn. 18 — Erzbistum.
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rechten nicht nur auf die Wirtschaftsgrundrechte (etwa Art. 12 GG, Art. 16 EUChFR), son-
dern auch auf die Kommunikationsgrundrechte berufen.!% Dies wirkt sich unmittelbar auf
ihre Priifungspflichten aus. Zu erinnern ist daran, dass sich nach dem BGH das Bestehen
und der Umfang der Priifungspflichten des Anbieters einer Kommunikations-KI — im Fall
des BGH einer Suchmaschinen-Ergdnzungsfunktion — ,,im Einzelfall nach einer Abwégung
aller betroffenen Interessen und relevanten rechtlichen Wertungen* bestimmt.!?” Die ,,be-
troffenen Interessen* sind nunmehr ermittelt: Fiir den Geschédigten streiten die Persénlich-
keitsrechte, der Anbieter einer KI kann sich auf Wirtschafts- und Kommunikationsgrund-
rechte berufen. Zu fragen ist nunmehr danach, welche ,,relevanten rechtlichen Wertungen*
bestehen. Welche Priifungspflichten dem Anbieter einer Suchmaschine fiir eine von der
Suchmaschine generierte Ergédnzungsfunktion zuzumuten sind, entnimmt der BGH den
Wertungen der Art. 14 und 15 e-commerce-Richtlinie bzw. §§ 7 Abs.2 Satz 1, 10 TMG.
Zwar unterfallen durch KI generierte Inhalte nicht dem Anwendungsbereich des 4. Ab-
schnitts des II. Kapitels der e-commerce-Richtlinie. Gleichwohl unterwarf der BGH den
Suchmaschinenbetreiber Google (nur) einer besonderen Priifungspflicht, ,.ebenso wie bei
der Haftung eines Hostproviders wegen der Verbreitung einer in einem Blog enthaltenen
AuBerung eines Dritten®.'® Der BGH entschied jedoch gegen eine allgemeine Priifungs-
pflicht, obwohl dies mangels Anwendbarkeit des Art.15 Abs.1 e-commerce-Richtlinie
bzw. § 7 Abs. 2 Satz 1 TMG zuléssig gewesen wire. Der Anbieter einer Suchmaschine sei
grundsitzlich nicht dazu verpflichtet, die algorithmisch generierten Suchergénzungsvor-
schldge generell vorab auf etwaige Rechtsverletzungen zu kontrollieren. Dies wiirde den
Betrieb einer Suchmaschine mit einer der schnellen Recherche der Nutzer dienenden Su-
chergidnzungsfunktion zumindest unzumutbar erschweren. Den Anbieter einer Internet-
Suchmaschine trifft deshalb grundsétzlich erst dann eine Priifungspflicht, wenn er Kenntnis
von der Rechtsverletzung erlangt, etwa wenn ein Betroffener auf eine Verletzung seiner
Personlichkeitsrechte hinweist.!%

Die Rechtsprechung des BGH, die Art. 14 und 15 e-commerce-Richtlinie bzw. §§ 7
Abs. 2 Satz 1, 10 TMG zwar nicht ausdriicklich, aber in der Sache auf die Ergdnzungsfunk-
tion von Suchmaschinenbetreibern analog anwendet, ist zu begriifien. Die rechtlichen Wer-
tungen dieser Vorschriften lassen sich auf die Abwégung der betroffenen Interessen zwi-
schen Anbietern einer Kommunikations-KI und Geschidigten iibertragen und schaffen
einen angemessenen Ausgleich. Grundsitzlich verpflichtet Art. 18 e-commerce-Richtlinie
einen Diensteanbieter nicht nur dazu, ein Kommunikationsdelikt zu beenden, sondern auch

106 So auch ohne nidhere Begriindung BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213
Rn. 22 — Google; den Grundrechtsschutz ebenfalls bejahend Milker, ZUM 2017, 216, 217 f.; zur
Dogmatik des — mit europdischen Kommunikationsgrundrechten nur begrenzt vergleichbaren —
Ersten Zusatzartikels zur US-Verfassung Benjamin, University of Pennsylvania Law Review 161
(2013), 1445.

107 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 29 — Google.

108 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 29 — Google.

109 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn. 30 — Google.
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dazu, Vorsorge gegen erneute Rechtsverletzungen zu treffen.''? Die Grenze fiir diese Sorg-
faltspflicht legt Art. 15 Abs. 1 e-commerce-Richtlinie fest. Von einem Diensteanbieter darf
nicht verlangt werden, aktiv alle gespeicherten — analog gilt fiir Anbieter einer Kommuni-
kations-KI: autonom generierten — Inhalte zu tiberwachen, um jeder kiinftigen Rechtsverlet-
zung vorzubeugen.!!! Den Diensteanbieter trifft daher keine Verpflichtung dazu, priventiv,
auf eigene Kosten und zeitlich unbegrenzt ein unterschiedslos auf alle Kunden anwendbares
System der Filterung einzurichten, mit dem sich eine Rechtsverletzung ermitteln lisst.''? In
welchem Umfang einem Diensteanbieter aber spezifische Uberwachungspflichten auferlegt
werden diirfen, richtet sich danach, ob und inwieweit ihm nach den Umstinden des Einzel-
falls bei Abwigung aller betroffenen Interessen eine Priifung zuzumuten ist.''* Hierzu ge-
horen zundchst der Grad der Erkennbarkeit des RechtsverstoBes, das Gewicht der angezeig-
ten Rechtsverletzungen und die Erkenntnismoglichkeiten des Anbieters.!!'# Dabei ist zu be-
ricksichtigen, dass sich eine behauptete Verletzung von Personlichkeitsrechten hdufig nur
nach sorgfiltiger rechtlicher und tatsichlicher Priifung feststellen ldsst.!!> Ein Diensteanbie-
ter muss nur dann handeln, wenn der Hinweis auf eine Rechtsverletzung so konkret gefasst
ist, ,,dass der Rechtsversto3 auf der Grundlage der Behauptungen des Betroffenen unschwer
— das heiBt ohne eingehende rechtliche und tatsichliche Uberpriifung — bejaht werden
kann.“!1® Fiir eine erhohte Priifungspflicht spricht es, wenn die Tétigkeit des Diensteanbie-
ters eine gesteigerte Gefahr von Rechtsverletzungen birgt, wie dies etwa bei Microsofts Tay
der Fall gewesen ist.!'” Zu beachten ist aber auch, ob die Titigkeit des Diensteanbieters —

110 EuGH, Rs. C-324/09 [2011] L’Oréal SA u.a./eBay International AG u.a. [131-134]; BGH, Urt.
v.25.10.2011, Az. VI ZR 93/10, NJW 2012, 148 Rn. 24 — Blogspot; vgl. BGH, Urt. v. 11.3.2004,
Az. 1 ZR 304/01, BGHZ 158, 236, 252 — Internet-Versteigerung I; BGH, Urt. v. 27.3.2012, Az.
VI ZR 144/11, NJW 2012, 2345 Rn. 19 — RSS-Feed; BGH, Urt. v. 19.3.2015, Az. I ZR 94/13,
NJW 2015, 3443 Rn. 37 — Hotelbewertungsportal; BGH, Urt. v. 1.3.2016, Az. VI ZR 34/15, NJW
2016, 2106 Rn. 23 — Arztebewertung I11.

111 EuGH, Rs. C-324/09 [2011] L’Oréal SA u.a./eBay International AG u.a. [139].

112 EuGH, Rs. C-70/10 [2011] Scarlet Extended/SABAM u.a. und Rs. C-360/10 [2012] SABAM/
Netlog.

113 BGH, Urt. v.25.10.2011, Az. VI ZR 93/10, NJW 2012, 148 Rn.26 — Blogspot; BGH, Urt.
v.14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn.29 — Google; BGH, Urt. v. 19.3.2015,
Az.1ZR 94/13, NJW 2015, 3443 Rn. 36 — Hotelbewertungsportal.

114 BGH, Urt. v.25.10.2011, Az. VI ZR 93/10, NJW 2012, 148 Rn.26 — Blogspot; BGH, Urt.
v.1.3.2016, Az. VI ZR 34/15, NJW 2016, 2106 Rn. 38 — Arztebewertung II1.

115 BGH, Urt. v. 19.4.2007, Az. I ZR 35/04, BGHZ 172, 119 Rn.47 — Internet-Versteigerung 1I;
BGH, Urt. v.25.10.2011, Az. VI ZR 93/10, NJW 2012, 148 Rn.25 — Blogspot; BGH, Urt.
v. 19.3.2015, Az. 1 ZR 94/13, NJW 2015, 3443 Rn. 36 — Hotelbewertungsportal.

116 BGH, Urt. v.25.10.2011, Az. VI ZR 93/10, NJW 2012, 148 Rn. 26 — Blogspot.

117 Vgl. BGH, Urt. v.23.9.2014, Az. VI ZR 358/13, NJW 2015, 489 Rn. 32 — Arztebewertung II;
BGH, Urt. v. 19.3.2015, Az. I ZR 94/13, NJW 2015, 3443 Rn. 36 — Hotelbewertungsportal; BGH,
Urt. v.1.3.2016, Az. VI ZR 34/15, NJW 2016, 2106 Rn.40 — Arztebewertung III; so auch
EGMR, Magyar Tartalomszolgaltatok Egyesiilete und Index.hu Zrt/Ungarn [2016] Beschwerde-
Nr. 22947/13 [49].
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hier des Betreibers der Kommunikations-KI — eine grundsitzlich erlaubte und regelmifig
sogar gesellschaftlich erwiinschte Teilnahme am geschiftlichen Verkehr darstellt.!®

Ein (Unterlassungs-)Begehren gegeniiber dem Anbieter einer Kommunikations-KI, et-
wa in Gestalt der Storerhaftung, darf daher nicht auf eine analog Art. 15 Abs. 1 e-commer-
ce-Richtlinie unzulissige Begriindung einer allgemeinen Uberwachungs- oder Nachfor-
schungspflicht abzielen.!' Dies ist eine Ausprigung der Kommunikationsfreiheiten nach
Art. 11 EUGRCh und Art. 10 EMRK, die nicht nur das Recht der Anbieter einer Kommuni-
kations-KI einschlieBen, Informationen und Ideen zu verbreiten, sondern auch das Recht
der Offentlichkeit, solche von einer KI generierten Informationen zu empfangen. Eine all-
gemeine Priifungspflicht wiirde den freien Informationsfluss hemmen.!'?% Art. 15 e-commer-
ce-Richtlinie schlieBt jedoch die Auferlegung spezifischer Uberwachungspflichten nicht
aus, auf die wiederum auch kligerische Begehren gerichtet sein konnen.!?! Die Richtlinie
lasst nach Erwagungsgrund 48 ausdriicklich die Moglichkeit unbertihrt, dass die Mitglied-
staaten von Host-Providern verlangen, die nach verniinftigem Ermessen von ihnen zu er-
wartende und in innerstaatlichen Rechtsvorschriften niedergelegte Sorgfaltspflicht anzu-
wenden, um bestimmte Arten rechtswidriger Tétigkeiten aufzudecken und zu verhindern.
Dies gilt analog fiir Anbieter von Kommunikations-KI.

Art. 14 e-commerce-Richtlinie, den § 10 TMG in deutsches Recht umsetzt, gilt zwar
seinem Wortlaut nach nur fiir eine dauerhafte Speicherung von Informationen. Sein Rechts-
gedanke ldsst sich aber ebenfalls auf Anbieter von Kommunikations-KI analog tibertragen.
Ein Anbieter einer Kommunikations-KI ist danach nicht fiir autonom generierte Informatio-
nen verantwortlich, wenn folgende Voraussetzungen erfiillt sind:

e Der Anbieter hat keine tatséichliche Kenntnis von der rechtswidrigen ,,Tatigkeit™ der KI
(Art. 14 Abs. 1 Buchst. a) Var. 1 analog), und

e in Bezug auf Schadensersatzanspriiche ist er sich auch keiner Tatsachen oder Umsténde
bewusst, aus denen die rechtswidrige ,, Tatigkeit“ der KI offensichtlich wird (Art. 14
Abs. 1 Buchst. b) Var. 2 analog), oder

e der Anbieter wird, sobald er diese Kenntnis oder dieses Bewusstsein erlangt, unverziig-
lich titig, um die Kommunikation der Information zu verhindern (Art. 14 Abs. 1
Buchst. b) analog).

118 BGH, Urt. v. 14.5.2013, Az. VI ZR 269/12, BGHZ 197, 213 Rn.29 — Google; BGH, Urt.
v.23.9.2014, Az. VI ZR 358/13, NJW 2015, 489 Rn.39f - Arztebewertung II; BGH, Urt.
v.19.3.2015, Az.: I ZR 94/13, NJW 2015, 3443 Rn. 36 — Hotelbewertungsportal; BGH, Urt.
v. 1.3.2016, Az. VI ZR 34/15, NJW 2016, 2106 Rn. 40 — Arztebewertung I11.

119 Vgl. BGH, Urt. v. 25.10.2011, Az. VI ZR 93/10, NJW 2012, 148 Rn. 24 — Blogspot; BGH, Urt.
v.27.3.2012, Az. VI ZR 144/11, NJW 2012, 2345 Rn. 19 — RSS-Feed; BGH, Urt. v. 19.3.2015,
Az. 1 ZR 94/13, NJW 2015, 3443 Rn.31 — Hotelbewertungsportal; BGH, Urt. v. 1.3.2016,
Az. VI ZR 34/15,NJW 2016, 2106 Rn. 19 — Arztebewertung II1.

120 Vgl. BGH, Urt. v. 27.3.2012, Az. VI ZR 144/11, NJW 2012, 2345 Rn. 19 — RSS-Feed.

121 Vgl. BGH, Urt. v. 18.11.2010, Az. I ZR 155/09, GRUR 2011, 617 Rn. 40 — Sedo; BGH, Urt.
v.19.3.2015, Az. 1 ZR 94/13, NJW 2015, 3443 Rn. 31 — Hotelbewertungsportal.
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Art. 14 Abs. 1 Buchst. b) e-commerce-Richtlinie in analoger Anwendung verpflichtet den
Anbieter somit dazu, ,,unverziiglich titig* zu werden, um die Kommunikation der rechts-
verletzenden Information zu verhindern, sobald er Kenntnis oder Bewusstsein iiber Tatsa-
chen oder Umsténde erlangt hat, aus denen die rechtswidrige ,, Tétigkeit* seiner KI offen-
sichtlich wird.'?? Daher hat der Betroffene die beanstandete Information zunéchst beim An-
bieter der KI zu melden. Antwortet dieser nicht ,,innerhalb einer nach den Umsténden ange-
messenen Frist“, so hat er die Kommunikation zu verhindern.!??

Aus alledem folgt, dass eine Verhaltenspflicht des Anbieters (erst) nach Erlangung der
Kenntnis von der Rechtsverletzung entstehen kann.!?* Daher begriindet die ,,AuBerung* der
KI, die Gegenstand der erstmaligen Mitteilung eines Rechtsverstof3es ist, noch keine eigene
Verletzungshandlung. Hierfiir ist eine vollendete Rechtsverletzung durch die KI nach Be-
griindung der Pflicht zur Verhinderung weiterer Rechtsverletzungen erforderlich.'?> Zudem
muss eine gegen den Diensteanbieter ergangene Anordnung mit den betroffenen Grund-
rechten vereinbar sein und ein angemessenes Gleichgewicht der widerstreitenden Rechte
und Interessen sicherstellen.'?¢

AbschlieBBend ist darauf hinzuweisen, dass die Haftung des Internet-Diensteanbieters
fiir rechtswidrige, durch Kommunikations-KI generierte Informationen unberiihrt bleibt.
Dies diirfte in der Praxis vor allem bei Social Bots relevant sein, deren Betreiber nicht be-
kannt und/oder auBerhalb eines Vollstreckungszugriffs im Ausland befindlich ist (und bei
denen regelméBig nicht einmal erkennbar ist, dass es sich iiberhaupt um einen Bot und
nicht um einen Menschen handelt). Die Haftungs- und Uberwachungspflichten von Inter-
net-Diensteanbietern bestimmen sich in diesen Féllen unverdndert nach Art. 12 ff. e-com-
merce-Richtlinie bzw. §§ 7 ff. TMG sowie spezialgesetzlichen Vorschriften, etwa nach dem
Netzwerkdurchsetzungsgesetz.'?’

122 Zum Tatbestandsmerkmal der ,,Kenntnis* EuGH, Rs. C-324/09 [2011] L’Oréal SA u.a./eBay In-
ternational AG u.a. [120-122]; BGH, Urt. v.25.10.2011, Az. VI ZR 93/10, NJW 2012, 148
Rn. 27 — Blogspot; BGH, Urt. v. 19.3.2015, Az. I ZR 94/13, NJW 2015, 3443 Rn. 39 — Hotelbe-
wertungsportal. Dazu Oster, Legal Studies 35 (2015), 348, 367.

123 Vgl. BGH, Urt. v. 25.10.2011, Az. VI ZR 93/10, NJW 2012, 148 Rn. 27 — Blogspot.

124 Siehe z.B. BGH, Urt. v.30.4.2010, Az. I ZR 69/08, BGHZ 185, 291 Rn. 39 — Vorschaubilder;
BGH, Urt. v. 19.3.2015, Az. I ZR 94/13, NJW 2015, 3443 Rn. 42 — Hotelbewertungsportal.

125 Siehe z.B. BGH, Urt. v. 12.7.2007, Az. I ZR 18/04, BGHZ 173, 188 Rn. 53 — Jugendgefihrdende
Medien bei eBay; BGH, Urt. v. 17.8.2011, Az. I ZR 57/09, BGHZ 191, 19 Rn. 39 — Stiftparfiim;
BGH, Urt. v. 12.7.2012, Az. I ZR 18/11, BGHZ 194, 39 Rn. 28 — Alone in the Dark; BGH, Urt.
v.19.3.2015, Az. 1 ZR 94/13, NJW 2015, 3443 Rn.42 — Hotelbewertungsportal; BGH, Urt.
v.26.11.2015, Az. 1 ZR 3/14, NJW 2015, 28 Rn. 26 — Sperrung Access-Provider.

126 Vgl. EuGH, Rs. C-70/10 [2011] Scarlet Extended/SABAM u.a. [47-49]; Rs. C-360/10 [2012]
SABAM/Netlog [44-47]; EuGH, Rs. C-314/12 [2014] UPC Telekabel Wien GmbH [46]; EuGH,
Rs. C-324/09 [2011] L’Oréal SA u.a./eBay International AG u.a. [143]; EuGH, Rs.C-484/14
[2016] McFadden [82f.]; BGH, Urt. v.26.11.2015, Az.: I ZR 3/14, NJW 2015, 28 Rn. 30f. —
Sperrung Access-Provider.

127 Gesetz zur Verbesserung der Rechtsdurchsetzung in sozialen Netzwerken (Netzwerkdurchset-
zungsgesetz — NetzDG) vom 1.9.2017, BGBL 2017 I, S. 3352.
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1) Verschulden

Wiéhrend fiir einen Unterlassungsanspruch analog §§ 1004, 823 BGB ein drohender rechts-
widriger Eingriff geniigt, muss der Anbieter der KI fiir einen Schadensersatzanspruch des
Betroffenen auch schuldhaft, d.h. vorsitzlich oder fahrléssig i.S.d. § 276 Abs.2 BGB, ge-
handelt haben.

Ist die Rechtsverletzung bereits im Algorithmus angelegt (siche unter ¢) aa)), liegt Vor-
satz unproblematisch vor. Autonome (Fehl-)Entscheidungen einer KI sind hingegen qua
Definition (sieche unter II. 3.) unvorhersehbar. Daher liee sich argumentieren, dass eine
Verschuldenshaftung fiir den Betrieb einer Kommunikations-KI — und dieser Gedanke lief3e
sich auf andere Formen schwacher KI iibertragen — regelmiflig nicht gegeben ist. Diese
vermeintliche Regelungsliicke scheint dafiir zu sprechen, de lege ferenda eine Geféhr-
dungshaftung fiir KI einzufiihren (dazu unter V. 2.).

Wie oben festgestellt, liegt der Vorwurf des pflichtwidrigen Verhaltens bei Kommuni-
kations-KI indessen nicht in dem Betrieb der KI als solcher, sondern in der Verletzung von
Sorgfaltspflichten in Gestalt von Priifungspflichten. Zwar kann auch dieser Nachweis im
Einzelfall schwer zu fiihren sein.!?® Etwaige Regelungsliicken lieBen sich hier jedoch mit
einer Umkehr der Beweislast schlieBen (siche unter V. 3.). Dabei wire jedoch zundchst
sorgfiltig zu priifen, inwiefern hier {iberhaupt systemwidrige Regelungsliicken bestehen.
Eine Verletzung des allgemeinen Personlichkeitsrechts begriindet nach der Rechtsprechung
des BGH einen Anspruch auf eine Geldentschddigung nur dann, wenn dies ,,nach der Art
der Verletzung des Personlichkeitsrechts erforderlich® ist, um dem Betroffenen ,,eine Ge-
nugtuung fiir die erlittene Unbill zuzusprechen®.'?° Dies ist dann der Fall, wenn EinbuBen
auf andere Art nicht auszugleichen sind und es sich um eine schwere Verletzung des Per-
sonlichkeitsrechts handelt.!3 Indikatoren fiir die Schwere der Persénlichkeitsverletzung
sind nicht nur die Auswirkungen der Personlichkeitsverletzung auf den Betroffenen, wie et-
wa Nachhaltigkeit und Fortdauer einer Interessen- oder Rufschiddigung des Verletzten. Zu
beriicksichtigen sind auch titerbezogene Faktoren wie Grad des Verschuldens und Anlass
und Beweggrund des Handelns.'3! Zugunsten des Deliktstiters kann jedoch ins Gewicht

128 Vgl. Horner/Kaulartz, CR 2016, 7, 8; Griitzmacher, CR 2016, 695, 696.

129 BGH, Urt. v. 19.9.1961, Az. VI ZR 259/60, BGHZ 35, 363, 369 — Ginsengwurzel; BGH, Urt.
v.7.1.1969, Az. VI ZR 202/66, MDR 1969, 472 — Spielgeféhrtin II.

130 BGH, Urt. v. 19.9.1961, Az. VI ZR 259/60, BGHZ 35, 363, 368 f. — Ginsengwurzel, BGH, Urt.
v.5.3.1963, Az. VI ZR 55/62, BGHZ 39, 124, 133 — Fernsehansagerin; BGH, Urt. v. 7.1.1969,
Az. VI ZR 202/66, MDR 1969, 472 — Spielgeféhrtin 1I; BGH, Urt. v. 17.3.1970, Az. VI ZR
151/68, NJW 1970, 1077 f. — Nachtigall I; BGH, Urt. v. 25.5.1971, Az. VI ZR 26/70, VersR 1971,
845 — ,,Dreckschleuder*; BGH, Urt. v. 3.5.1977, Az. VI ZR 36/74, NJW 1977, 1288, 1290 — Ab-
geordnetenbestechung.

131 BGH, Urt. v.19.9.1961, Az. VI ZR 259/6, BGHZ 35, 363, 369 — Ginsengwurzel; BGH, Urt.
v.5.3.1963, Az. VI ZR 55/62, BGHZ 39, 124, 130 — Fernsehansagerin; BGH, Urt. v. 25.5.1965,
Az. VI ZR 19/64, MDR 1965, 735 — ,,Wo ist mein Kind?*; BGH, Urt. v. 8.3.1966, Az. VI ZR
176/64, NJW 1966, 1213, 1215 — Luxemburger Wort; BGH, Urt. v. 7.1.1969, Az. VI ZR 202/66,
MDR 1969, 472 — Spielgefihrtin II; BGH, Urt. v. 3.3.1970, Az. VI ZR 115/68, MDR 1970, 579,
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fallen, dass Vorwiirfe zwar nicht erwiesen sind, aber auch nicht ausgerdumt werden konn-
ten.'32 Gegen eine besondere Schwere der Persénlichkeitsverletzung spricht etwa, wenn der
Betroffene den sich AuBernden zu einer Entgegnung herausgefordert hat.'3* Der Schadens-
ersatzanspruch fiir Personlichkeitsrechtsverletzungen ist nach dem BGH zudem subsidiér.
Er entsteht nur dann, wenn ein Gegendarstellungs-, Unterlassungs- oder Widerrufsanspruch
zur Wiederherstellung der personlichen Integritdt nicht moglich oder nicht ausreichend
ist.!3* Dies sei auch eine Ausprigung der Schadensminderungspflicht des Betroffenen nach
§ 254 BGB.!*® Bei Verletzungen von Persénlichkeitsrechten riicke ,,die Genugtuungsfunkti-
on des Schmerzensgeldes gegeniiber der Entschiadigungsfunktion durchaus in den Vorder-
grund.“!136 Daher ist es folgerichtig, einen Entschédigungsanspruch dann auszuschlieBen,
wenn dieser Funktion bereits durch einen anderen Anspruch gentigt wird, etwa einer Wider-
rufserklarung oder einer Gegendarstellung. Dies harmoniert mit dem Zweck der Geldent-
schidigung, eine Liicke im Schutz der Personlichkeit zu schlieBen. Wird dieser Zweck an-
derweitig oder kann er nicht mehr erfiillt werden, bedarf es der Entschadigung als u/tima
ratio nicht mehr. Einen vollstreckbaren Unterlassungs- oder Widerrufsanspruch betrachten
BGH und BVerfG als grundsitzlich geeignet, die Personlichkeitsverletzung abzumildern.!3’
Es ist daher moglich, dass einem Betroffenen ein Anspruch auf Unterlassung oder Widerruf
zusteht, nicht aber auf Schadensersatz.!3® Nur ausnahmsweise und unter besonderen Um-
standen kann eine erlittene Beeintrichtigung allein durch eine Entschddigung in Geld aus-
geglichen werden.!3°

Diese Sonderdogmatik der Personlichkeitsrechte zeigt wiederum, wie wichtig es ist,
zwischen verschiedenen Erscheinungsformen schwacher KI zu unterscheiden. Anders als

580 — Stadtdirektor; BGH, Urt. v. 25.5.1971, Az. VI ZR 26/70, VersR 1971, 845, 846 — , Dreck-
schleuder” (insoweit nicht abgedruckt); BGH, Urt. v.9.7.1985, Az. VI ZR 214/83, BGHZ 95,
212,215 — Nachtigall II.

132 BGH, Urt. v.9.7.1985, Az. VI ZR 214/83, BGHZ 95, 212, 215 — Nachtigall II; BGH, Urt.
v.30.1.1996, Az. VI ZR 386/94, BGHZ 132, 13, 27 — ,,Lohnkiller.

133 BGH, Urt. v. 25.5.1971, Az. VI ZR 26/70, VersR 1971, 845 f. — , Dreckschleuder®.

134 Vgl. BGH, Urt. v. 19.9.1961, Az. VI ZR 259/60, BGHZ 35, 363, 369 — Ginsengwurzel; BGH,
Urt. v. 12.10.1965, Az. VI ZR 95/64, NJW 1965, 2395, 2396 — ,,Mérder unter uns*“; BGH, Urt.
v.29.10.1968, Az. VI ZR 180/66, GRUR 1969, 147, 149 f. — Korruptionsvorwurf; BGH, Urt.
v.17.3.1970, Az. VI ZR 151/68, NJW 1970, 1077f. — Nachtigall I; BGH, Urt, v.6.4.1976,
Az. VI ZR 246/74, NJW 1976, 1198, 1201 — Panorama; BVerfG, Beschl. v. 14.2.1973, Az. | BVR
112/65, BVerfGE 34, 269, 286 — Soraya.

135 BGH, Urt, v. 6.4.1976, Az. VI ZR 246/74, NJW 1976, 1198, 1201 — Panorama.

136 BGH, Urt. v. 19.9.1961, Az. VI ZR 259/60, BGHZ 35, 363, 369 — Ginsengwurzel m.w.N.

137 BVerfG, Beschl. v. 13.3.2007, Az. 1 BvR 1377/04, NJW-RR 2007, 1194 f.— Veronica Ferres;
BGH, Urt. v.29.10.1968, Az. VI ZR 180/66, GRUR 1969, 147, 150 — Korruptionsvorwurf
Rn. 37; BGH, Urt. v. 24.5.2016, Az. VI ZR 496/15, CR 2016, 94 — ,,Schweinebacke*.

138 Vgl. BGH, Urt. v. 17.3.1970, Az. VI ZR 151/68, NJW 1970, 1077 f. — Nachtigall I, BVerfG,
Beschl. v.2.4.2017, Az. 1 BVR 2194/15, AfP 2017, 228 Rn. 12 — ,,Luder vom Lerchenberg®.

139 BGH, Urt. v. 29.10.1968, Az. VI ZR 180/66, GRUR 1969, 147, 150 — Korruptionsvorwurf, BGH,
Urt. v. 17.3.1970, Az. VI ZR 151/68, NJW 1970, 1077, 1078 — Nachtigall 1.
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etwa bei selbstfahrenden Autos oder Haushaltsrobotern diirfte der praktische Schwerpunkt
der Haftung fiir Kommunikations-KI in der Storerhaftung liegen, nicht in der deliktischen
Verschuldenshaftung.

3. Haftung nach § 823 Abs. 2 BGB i.V.m. §§ 185 ff. StGB

Bei Ehrverletzungen kommt zudem eine Haftung nach § 823 Abs.2 BGB i.V.m. §§ 185 ff.
StGB in Betracht. Auch hier ist sorgfiltig zwischen der — in diesem Fall strafrechtlichen —
Haftung der KI selbst und der Haftung des Anbieters bzw. Herstellers der KI zu unterschei-
den. Eine strafrechtliche Verantwortung der KI selbst kommt nicht in Betracht, da das deut-
sche Strafrecht nur auf menschliches Verhalten (Tun oder Unterlassen) Anwendung fin-
det.'* Sieht man einmal von den Fillen ab, in denen die Rechtsverletzung bewusst im Al-
gorithmus angelegt ist (dazu unter 2. c¢) aa)), diirfte es fiir den Anbieter bzw. Hersteller
einer Kommunikations-KI regelméfig am Vorsatz i.S.d. § 15 StGB fehlen. Ob im Einzelfall
Eventualvorsatz in Betracht kommt, ist Tatfrage.

§ 193 StGB statuiert einen besonderen Rechtfertigungsgrund insbesondere fiir AuBe-
rungen, welche zur Wahrnehmung berechtigter Interessen gemacht werden. Diese Vor-
schrift gilt allerdings nur fiir Beleidigung und iible Nachrede, nicht jedoch fiir Verleum-
dung.'! Ahnlich wie die Priifung der Rechtswidrigkeit einer Verletzung des allgemeinen
Personlichkeitsrechts stellt § 193 StGB ein ,,Einfallstor fiir die grundrechtlich gebotene
Abwiégung widerstreitender Interessen dar.

4. Haftung nach § 824 BGB

Fiir eine Verletzung der sog. ,,Geschiftsehre” nach § 824 BGB stellen sich dhnliche Proble-
me wie zu § 823 Abs. 1 und Abs. 2 BGB. Positive Kenntnis des Anbieters oder Herstellers
einer Kommunikations-KI, die unwahre geschéftsschiddigende Tatsachen i.S.d. § 824 Abs. 1
BGB verbreitet, kommt nur dann in Betracht, wenn diese Behauptungen im Algorithmus
selbst angelegt sind. Bei einer KI, die die unwahre Tatsache erst ,,gelernt* hat und dann ver-
breitet, kommt allenfalls fahrldssige Unkenntnis in Betracht. Lasst sich auch eine fahrlissi-
ge Unkenntnis nicht nachweisen, so ist der Anbieter oder Hersteller nicht zum Schadenser-
satz verpflichtet, wenn er oder der Empfénger der Mitteilung an ihr ein berechtigtes Interes-
se hatte (§ 824 Abs.2 BGB). Fiir die nach § 824 Abs. 2 BGB erforderliche Abwégung gel-
ten dhnliche MaBstébe wie im Rahmen der Rechtswidrigkeit einer Verletzung des allgemei-
nen Personlichkeitsrechts bzw. einer Rechtfertigung nach § 193 StGB. Abwigungsfaktoren
sind der Grad des o6ffentlichen Interesses an dem Thema, der Grad des geschiftsschadigen-

140 Joerden, in: Hilgendorf/Giinther (Hrsg.), Robotik und Gesetzgebung, 2013, 195; Glefl/Weigend,
ZStW 126 (2014), 561, 566; Seher, in: Gless/Seelmann (Hrsg.), Intelligente Agenten und das
Recht, 2016, 45; Volkmann, MMR 2018, 58, 60.

141 Vgl. BGH, Urt. v. 15.11.1977, Az. VI ZR 101/76, NJW 1978, 210 — Alkoholtest; BGH, Urt.
v.12.2.1985, Az. VI ZR 225/83, NJW 1985, 1621, 1623 — Tiirkeiflug 1.
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den Gehalts der AuBerung und die Wahrung der Sorgfaltspflichten.'#? Im Mittelpunkt steht
auch hier wieder die Frage, inwieweit sich Anbieter von Kommunikations-KI auf die Kom-
munikationsgrundrechte berufen koénnen (dazu unter 2. d)). Die Wertungen der Art. 14
und 15 e-commerce Richtlinie, §§ 7 Abs. 2 Satz 1, 10 TMG sollten auch hier entsprechend
herangezogen werden.

5. Datenschutzrechtliche Haftung

KI-Kommunikation ist ,,datazentrische®, nicht ,,homozentrische® Kommunikation.'*> Dem
Datenschutzrecht kommt bei Kommunikations-KI daher eine besondere Bedeutung zu, die
iiber die allgemeinen datenschutzrechtlichen Herausforderungen von KI und Big Data, etwa
bei selbstfahrenden Fahrzeugen, weit hinausgeht.!** Das Kommunikationsdeliktsrecht be-
trifft Delikte, die durch die Kommunikation von Informationen begangen werden. ,,Infor-
mationen* sind Daten, denen eine Bedeutung zukommt.'#’ Fiir die hergebrachten zivilrecht-
lichen Anspriiche — Unterlassung, Widerruf, Schadensersatz etc. — sind Informationen allein
in ihrer semantischen Dimension relevant, d.h. weil ihnen eine bestimmte — etwa ehrenriih-
rige — Bedeutung zukommt. Unbeachtlich ist demgegeniiber die syntaktische Dimension
der Information, d.h. ihre Verkorperung als Datum. Einen anderen Ansatz wéhlt das Daten-
schutzrecht. Ausgangspunkt des Datenschutzrechts ist nicht die semantische Dimension der
Information, sondern ihre syntaktische. Mit anderen Worten: Ausgangspunkt des Daten-
schutzrechts ist die Eigenschaft einer Information als (personenbezogenes) Datum. Anders
als im hergebrachten Kommunikationsdeliktsrecht kommt es fiir den Datenschutz grund-
sétzlich nicht darauf an, ob ein personenbezogenes Datum Personlichkeitsrechte verletzt
oder in sonstiger Weise fiir die betroffene Person nachteilig ist.'*® Da personenbezogene
Daten jedoch auch personlichkeitsrechtsverletzende Daten sein kdmnen, ist das Daten-
schutzrecht angesichts der zunehmenden Digitalisierung und Datafizierung ein bedeutsa-
mes Instrument auch zum Schutz der Personlichkeitsrechte geworden.

Das Recht auf Schutz personenbezogener Daten umfasst das Recht, grundsétzlich selbst
dartiber zu bestimmen, ob, wann und in welchem Ausmall personenbezogene Daten erho-

142 Vgl. BGH, Urt. v. 21.6.1966, Az. VI ZR 266/64, NJW 1966, 2010, 2011 f. — Teppichkehrmaschi-
ne.

143 Antos, Zeitschrift fiir germanistische Linguistik 45 (2017), 392, 398.

144 Dazu etwa Haustein, in: Hilgendorf/Guinther (Hrsg.), Robotik und Gesetzgebung, 2013, 93 f.;
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 200 ff.; Franck/Miiller-
Peltzer, DSRITB 2017, 241, 248 ff.; Conrad, DuD 2017, 740.

145 Floridi, The Philosophy of Information, 2011, S. 83.

146 EuGH, verb. Rs.C-465/00, C-138/01 und C-139/01 [2003] Rechnungshof/Osterreichischer
Rundfunk u.a. [73-75]; verb. Rs. C-293/12 und C-594/12 [2014] Digital Rights Ireland Ltd und
Kirntner Landesregierung [33]; verb. Rs. C-92/09 und C-93/09 [2010] Volker und Markus Sche-
cke GbR und Hartmut Eifert [59-60]; mutatis mutandis Rs. T-194/04 [2007] Bavarian Lager
[119]; vgl. EGMR, Niemietz/Deutschland [1992] Beschwerde-Nr. 13710/88 [29].
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ben, gespeichert, verarbeitet und verdffentlicht werden.'#” Es ist in Art. 8§ EUGRCh aus-
driicklich kodifiziert, aber auch unter Art. 10 EMRK und Art.2 Abs. 1 i.V.m. Art. 1 Abs. 1
GG anerkannt.'*® Die am 25. Mai 2018 zur Anwendung gekommene Datenschutz-Grund-
verordnung (DSGVO) stattet betroffene Personen mit einer Reihe von Rechten aus, deren
Verletzung Anspriiche auf Schadensersatz auslosen kann.'#° Sie werden flankiert durch ent-
sprechende Informations- und Auskunftsanspriiche.!>® Besondere Bedeutung fiir Kommuni-
kations-KI diirften dem Recht auf Berichtigung nach Art. 16 DSGVO und dem ,,Recht auf
Vergessenwerden® nach Art. 17 DSGVO zukommen.'3!

Anders als andere Formen schwacher KI betreibt Kommunikations-KI nicht nur den
Austausch und die Generierung neuer (auch personenbezogener) Daten,'>? sondern sie
kommuniziert diese Daten an die Offentlichkeit oder an eine bestimmte Personengruppe.
Im Bereich der Kommunikations-KI sind datenschutzrechtliche Rechtsbehelfe daher nicht
nur dazu geeignet, eine Verletzung des Rechts auf informationelle Selbstbestimmung zu be-
heben, was der eigentliche Zweck des Datenschutzrechts ist. Das Datenschutzrecht ist zu-
gleich ein Instrument, um tiber die informationelle Selbstbestimmung hinausgehende Rech-
te, z.B. die personliche Ehre, zu schiitzen: Ist die Verarbeitung personenbezogener, ehren-
riihriger Daten unterbunden, so ist auch die Ehrverletzung beendet.'*> Angesichts der Digi-
talisierung und Datafizierung der Kommunikation diirfte das scharfe Datenschutzrecht da-
mit die hergebrachten Rechtsbehelfe zum Personlichkeitsschutz zunehmend ersetzen. Dies
wird auch die Haftung fiir Kommunikations-KI maBgeblich pragen. Entscheidende Bedeu-
tung wird daher in jedem Einzelfall der Frage zukommen, ob durch Kommunikations-KI
verarbeitete Informationen personenbezogene Daten i.S.d. Art.4 Nr.1 DSGVO darstel-

147 Grundlegend BVerfG, Urt. v. 15.12.1983, Az. 1 BvR 209/83 u.a., BVerfGE 65, 1 — Volkszéh-
lungsurteil; BGH, Urt. v. 23.9.2014, Az. VI ZR 358/13, NJW 2015, 489 Rn. 26 — Arztebewertung
1I; EGMR, Amann/Schweiz [2000] Beschwerde-Nr. 27798/95 [65].

148 Siehe etwa EKomMR, X/Vereinigtes Konigreich [1982] Beschwerde-Nr. 9702/82; EGMR, Lean-
der/Schweden [1987] Beschwerde-Nr. 9248/81 [59] und [67]; Amann/Schweiz [2000] Beschwer-
de-Nr. 27798/95 [67]; Rotaru/Ruménien [2000] Beschwerde-Nr. 28341/95 [43]; Segerstedt-Wi-
berg u.a./Schweden [2006] Beschwerde-Nr. 62332/00; S. und Marper/Vereinigtes Konigreich
[2008] Beschwerde-Nr. 30562/04 und 30566/04; Biriuk/Litauen [2008] Beschwerde-
Nr.23373/03 [39]; I/Finnland [2008] Beschwerde-Nr.20511/03 [38]; Z/Finnland [1997] Be-
schwerde-Nr. 22009/93 [96].

149 Art. 12 ff.,, Art. 77 ff. DSGVO.

150 Siehe Art. 8 Abs.2 Satz2 EUGRCh und Art. 14 und 15 DSGVO; EuGH, Rs. C-553/07 [2009]
College van burgemeester en wethouders van Rotterdam v. M.E.E. Rijkeboer.

151 Vgl. EuGH, Rs.C-131/12 [2014] Google Spain SL und Google Inc./AEPD u.a.; BGH, Urt.
v.28.7.2015, Az. VI ZR 340/14, NJW 2016, 56 Rn. 31 — recht§billig. Grundlegend zum ,,Recht
auf Vergessenwerden® Mayer-Schonberger, Delete: the virtue of forgetting in the digital age,
2009.

152 Vgl. Stiemerling, CR 2015, 762, 765.

153 Siehe z.B. BGH, Urt. v. 23.6.2009, Az. VI ZR 196/08, BGHZ 181, 328 Rn. 17 m.w.N. — spick-
mich.de; BGH, Urt. v. 23.9.2014, Az. VI ZR 358/13, NJW 2015, 489 Rn. 28 — Arztebewertung II;
BGH, Urt. v. 28.7.2015, Az. VI ZR 340/14, NJW 2016, 56 Rn. 13 — recht§billig.
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len.!3* Zu kliren wird insbesondere sein, inwieweit sich ein Betreiber von algorithmischem
Journalismus auf das sog. ,,Medienprivileg* des Art. 85 Abs. 2 DSGVO berufen kann.!?

V. Haftung fiir Kommunikations-KI de lege ferenda

Wie die Haftung fiir Kommunikations-KI de lege ferenda auszugestalten ist, rithrt an die
Grundfragen des Deliktsrecht: Was ist Aufgabe und Ziel des Deliktsrechts? Das deutsche
Deliktsrecht beruht vorrangig auf dem sog. Kompensationsmodell. Ziel des Deliktsrechts
ist es danach, eine mogliche Besserstellung des Deliktstéters zu beenden und den Betroffe-
nen fiir den ihm zugefiigten Nachteil zu entschédigen, d.h. seine Schlechterstellung auszu-
gleichen.!6 Zwischen Stérung und Ausgleich muss eine Aquivalenzbezichung bestehen.!%’
In personlicher Hinsicht ist auf die am Prozess beteiligten Individuen und in sachlicher
Hinsicht auf deren Verhalten in der Vergangenheit abzustellen. Eine Bereicherung des De-
liktsopfers ist ebenso unzulédssig wie eine Belastung des Deliktstiters, die tiber die Vergel-
tung des Delikts hinausgeht.!>® Zwar kommt dem Anspruch auf Geldentschidigung auch
eine praventive Wirkung zu, indem sie unerlaubte Handlungen einem finanziellen Risiko
unterwirft.!>® Nach dem BGH muss in Fillen, in denen der Deliktstiter aus der Personlich-
keitsrechtsverletzung einen Gewinn erzielte, von der Hohe der Geldentschiadigung ,.ein ech-
ter Hemmungseffekt ausgehen.!* Da hiermit jedoch zugleich ein Einschiichterungseffekt
verbunden ist, unterliegt die Hohe des Entschadigungsanspruchs strengen verfassungsrecht-

154 Dazu ausfiihrlich Oster, European and International Media Law, 2017, S. 325 ff.; Oster, in: Hart-
stein u.a. (Hrsg.), Heidelberger Kommentar zum Rundfunkstaatsvertrag und zum Jugendmedien-
schutz-Staatsvertrag, 74. AL Juni 2018, § 9c RStV Rn. 16 ff.

155 Zum ,Medienprivileg EuGH, Rs. C-73/07 [2008] Satakunnan Markkinaporssi Oy und Satame-
dia Oy [61]; EGMR, Satakunnan Markkinaporssi Oy und Satamedia Oy/Finnland [2017] Be-
schwerde-Nr. 931/13 [150]; BGH, Urt. v. 23.6.2009, Az. VI ZR 196/08, BGHZ 181, 328 Rn. 19 —
spickmich.de; BGH, Urt. v.23.9.2014, Az. VI ZR 358/13, NJW 2015, 489 Rn. 40 — Arztebewer-
tung II; Oster, in: Hartstein u.a. (Hrsg.), Heidelberger Kommentar zum Rundfunkstaatsvertrag
und zum Jugendmedienschutz-Staatsvertrag, 74. AL Juni 2018, § 9¢c RStV Rn. 34 ff.

156 Dazu und zu den in Einzelheiten bestehenden Meinungsverschiedenheiten etwa Coleman, Journal
of Legal Studies 11 (1982), 421; Weinrib, lowa Law Review 77 (1992), 403; Coleman, Indiana
Law Review 67 (1992), 349; Coleman, lowa Law Review 77 (1992), 427; Rohe, AcP 201
(2001), 117, 124 ff.; Hershovitz, Stanford Law Review 63 (2010), 67, 106 ff.; Gardner, Law &
Philosophy 2011, 1; Al-Tawil, European Journal of Legal Studies, 6 (2013), 109, 112 ff.

157 Vgl. Ulpian, Dig. 1.1.10pr: ,,Iuris praecepta sunt haec: honeste vivere, alterum non laedere, suum
cuique tribuere.*; Mahlmann, Rechtsphilosophie und Rechtstheorie, 3. Aufl. 2014, § 27 Rn. 17.

158 BGH, Urt. v. 17.6.1953, Az. VI ZR 51/52, BGHZ 10, 104, 106 — Eiprodukten-Einfuhrverband.

159 BVerfG, Beschl. v. 13.5.1980, Az. 1 BvR 103/77, BVerfGE 54, 129, 136 — Kunstkritik; Vgl.
BGH, Urt. v.7.12.1976, Az. VI ZR 272/75, NJW 1977, 626, 628 — Aktion Soziale Marktwirt-
schaft; BGH, Urt. v. 5.10.2004, Az. VI ZR 255/03, BGHZ 160, 298, 302, 307 — Alexandra von
Hannover; BGH, Urt. v. 17.12.2013, Az. VI ZR 211/12, NJW 2014, 6 Rn. 49 — Sichsische Kor-
ruptionsaffire.

160 BGH, Urt. v. 15.11.1994, Az. VI ZR 56/94, BGHZ 128, 1, 16 — Erfundenes Exklusiv-Interview;
BGH, Urt. v. 5.12.1995, Az. VI ZR 332/94, NJW 1996, 984, 985 — Caroline von Monaco I; BGH,
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lichen Anforderungen.'®! Insbesondere habe eine Entschidigung wegen einer Verletzung
von Persoénlichkeitsrechten keinen Strafcharakter i.S.d. Art. 103 Abs. 2 GG, so der BGH.!62
Die Entschiddigung fiir Personlichkeitsverletzungen diirfe nicht dazu dienen, eine Bestra-
fung des Deliktstéters iiber das Zivilrecht durchzusetzen.!®3 Dies entspricht auch der Recht-
sprechung des EGMR. Nach dem EGMR diirfen Gerichte die Wahrnehmung der Kommu-
nikationsgrundrechte keinen unvorhersehbaren oder unverhéltnismaBigen Haftungsrisiken
aussetzen; insbesondere ist zu vermeiden, dass die Sanktionen einschiichternde Wirkungen
entfalten. Die Hohe der Entschiddigung muss in einem ,,verniinftigen Verhiltnis“ zu der Per-
sonlichkeitsrechtsverletzung stehen.!%*

Kehrseite dieser Kompensationsgrenzen ist die Risikozuweisungsfunktion des De-
liktsrechts. Indem es eine Kompensation fiir Schidden vorsieht, die durch unerlaubte Hand-
lungen herbeigefiihrt wurden, weist das Deliktsrecht potenziellen Schédigern Risiken zu.
Zugleich weist es aber auch potenziellen Opfern Risiken zu, da diese Kompensation nur un-
ter bestimmten Voraussetzungen und nur innerhalb bestimmter Grenzen erfolgt. Insbeson-
dere besteht kein allgemeines Verbot, andere nicht zu gefiihrden.!6’

Die sog. Genugtuungsfunktion ist zwar allenfalls eine Nebenfunktion des Deliktsrechts.
Ein deliktsrechtlicher Schadensersatzanspruch rechtfertigt sich danach nur in besonderen
Fillen aus der Notwendigkeit einer Genugtuung fiir das Opfer. Ein solcher besonderer Fall
liegt jedoch gerade bei der Verletzung des Allgemeinen Personlichkeitsrechts vor.!% Der

Urt. v.5.10.2004, Az. VI ZR 255/03, BGHZ 160, 298, 307 — Alexandra von Hannover; BGH,
Urt. v. 17.12.2013, Az. VI ZR 211/12, NJW 2014, 6 Rn. 49 — Séchsische Korruptionsaffire.

161 Vgl. BVerfG, Beschl. v.14.2.1973, Az. 1 BvR 112/65, BVerfGE 34, 269, 285f. — Soraya;
BVerfG, Beschl. v. 13.3.2007, Az. 1 BvR 1377/04, NJW-RR 2007, 1194 — Veronica Ferres.

162 BGH, Urt. v. 5.10.2004, Az. VI ZR 255/03, BGHZ 160, 298, 302 f. — Alexandra von Hannover.
Kritisch_Gounalakis/Rosler, Ehre, Meinung und Chancengleichheit im Kommunikationsprozef3,
1998, S. 97 f.; Gounalakis, AfP 1998, 10, 14 ff.; Seitz, NJW 1996, 2848, 2849 f.; Funkel, Schutz
der Personlichkeit durch Ersatz immaterieller Schiden in Geld, 2001, S. 164 ff.

163 BGH, Urt. v.7.12.1976, Az. VI ZR 272/75, NJW 1977, 626, 628 — Aktion Soziale Marktwirt-
schaft; s.a. fiir das IPR Art.40 Abs.3 Nr.1 und 2 EGBGB und fiir das IZVR BGH, Urt.
v.4.6.1992, Az.: IX ZR 149/91, BGHZ 118, 312 — Punitive damages.

164 EGMR, Tolstoy Miloslavsky/Vereinigtes Konigreich [1995] Beschwerde-Nr. 18139/91 [49]; Steel
und Morris/Vereinigtes Konigreich [2005] Beschwerde-Nr. 68416/01 [96]; Independent News
und Media/Irland [2005] Beschwerde-Nr. 55120/00 [110]: ,,an award of damages for defamation
must bear a reasonable relationship of proportionality to the injury to reputation suffered*; zuletzt
bestitigt in Independent Newspapers (Ireland) Limited/Irland [2017] Beschwerde-Nr. 28199/15
[92].

165 BGH, Urt. v.9.9.2008, Az. VI ZR 279/06, NJW 2008, 3778 Rn. 11 — Quad; Rohe, AcP 201
(2001), 117, 123.

166 BGH, Urt. v.19.9.1961, Az. VI ZR 259/60, BGHZ 35, 363, 369 — Ginsengwurzel; BGH, Urt.
v.8.7.1980, Az. VI ZR 177/78, BGHZ 78, 24, 28 — ,Medizin-Syndikat“ I; vgl. BGH, Urt.
v. 14.2.1958, Az. 1 ZR 151/56, BGHZ 26, 349, 358 — Herrenreiter; BGH, Urt. v. 25.5.1965, Az.
VI ZR 19/64, MDR 1965, 735 — ,,Wo ist mein Kind?*“; BGH, Urt. v.5.10.2004, Az. VI ZR
255/03, BGHZ 160, 298, 302 — Alexandra von Hannover; BGH, Urt. v.24.5.2016, Az. VI ZR
496/15, CR 2016, 94 — , Schweinebacke*.
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verletzten Personlichkeit soll gemél § 823 Abs. 1 BGB i.V.m. Art. 1 und 2 GG ,,Genugtu-
ung™ verschafft werden, indem ,eine mit anderen Rechtsbehelfen nicht iiberbriickbare
Liicke im Schutz der Persénlichkeit* geschlossen wird.'®”

Vor dem Hintergrund dieser Funktionen des Deliktsrechts im Allgemeinen und des Per-
sonlichkeitsschutzes im Besonderen sind vorgeschlagene Haftungsmodelle fiir KI danach
zu untersuchen, ob sie auf Personlichkeitsrechtsverletzungen durch Kommunikations-KI
Anwendung finden sollten.

1. Haftung der KI selbst

Angestoflen von Informatikern wird in der internationalen rechtswissenschaftlichen Litera-
tur derzeit ein Vorschlag diskutiert, der nicht nur das deutsche Deliktsrecht, sondern auch
etwa das Vertragsrecht, das Strafrecht und die Grundrechtsdogmatik grundlegend heraus-
fordert. Dies ist der Gedanke, einer KI selbst Rechtsfihigkeit, etwa als ,,elektronische Per-
son“, zuzugestehen und damit eine eigenstéindige Haftung der KI zu begriinden.!®® Da eine
KI kein eigenes Vermogen hat, liee sich die Haftung der KI etwa mittels einer Versiche-
rungspflicht oder eines Haftungsfonds umsetzen.

Entscheidend fiir die Antwort auf die Frage, ob und inwieweit eine KI Rechtsfahigkeit
besitzen sollte oder nicht, ist der Ausgangspunkt, von dem aus ein solcher Diskurs gefiihrt
wird. Von Seiten der Informatik wird in diesem Zusammenhang das Argument — oder eher
der Kamptbegriff — des carbon bias angefiihrt: Wer hinsichtlich der Rechtsfihigkeit von KI
und Menschen unterscheide, der diskriminiere nur aufgrund der physischen Beschaffenheit,
nidmlich Kohlenstoff (Mensch) und Silikon (Maschine), aber ohne rechtfertigende Griinde.
In Teilen hat sich die rechtswissenschaftliche Diskussion daher die Ausgangsfragestellung
des carbon bias aufzwingen lassen: ,,Warum sollte man einer KI — im Unterschied zum
Menschen oder zu juristischen Personen — keine Rechtsfihigkeit zubilligen?“!% Legt man
diese Frage zugrunde, so befinden sich potenzielle Gegner einer Rechtsfahigkeit von KI in

167 BGH, Urt. v. 8.7.1980, Az.: VI ZR 177/78, BGHZ 78, 24, 28 — ,Medizin-Syndikat* I; vgl. BGH,
Urt. v. 14.2.1958, Az. I ZR 151/56, BGHZ 26, 349, 358 — Herrenreiter; BGH, Urt. v. 19.9.1961,
Az. VI ZR 259/60, BGHZ 35, 363, 369 — Ginsengwurzel; BGH, Urt. v.25.5.1965, Az.: VI ZR
19/64, MDR 1965, 735 — ,,Wo ist mein Kind?“; BGH, Urt. v.5.10.2004, Az. VI ZR 255/03,
BGHZ 160, 298, 302 — Alexandra von Hannover; BGH, Urt. v. 24.5.2016, Az. VI ZR 496/15, CR
2016, 94 — ,,Schweinebacke*.

168 Grundlegend Solum, North Carolina Law Review 70 (1992), 1231; siche etwa Wettig/Zehendner,
Artificial Intelligence and Law 12 (2004), 111; Koops/Hildebrandt/Jaquet-Chiffelle, Minnesota
Journal of Law, Science & Technology 11 (2010), 497; Beck, in: Hilgendorf/Guinther (Hrsg.), Ro-
botik und Gesetzgebung, 2013, 239; Vladeck, Washington Law Review 89 (2014), 117; Primo/
Zago, Digital Journalism 3 (2015), 38; Kersten, JZ 2015, 1, 7; Reichwald/Pfisterer, CR 2016,
208, 2012; Kluge/Miiller, DSRITB 2016, 989; Schaub, JZ 2017, 342, 345 f.

169 Vgl. Wettig/Zehendner, Artificial Intelligence and Law 12 (2004), 111, 124; Beck, JR 2009, 225,
229; Koops/Hildebrandt/Jaquet-Chiffelle, Minnesota Journal of Law, Science & Technology 11
(2010), 497, 527; Cerka/Grigiené/Sirbikyté, Computer Law & Security Review 33 (2017), 685,
692; Hage, Artificial Intelligence and Law 25 (2017), 255, 270; Tegmark, Life 3.0, 2017, S. 109.
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der Defensive. Sie miissen mit epistemologischen und ontologischen Argumenten'”® und

unter Beriicksichtigung der Erkenntnisse der Hirnforschung!”!

erldutern, was ,,Leben® ist
und was den Menschen von KI (noch) unterscheidet.!’? Selbst wenn diese Argumentation
gelingt, konnen Befiirworter einer Rechtsfidhigkeit von KI der Gegenseite immer noch den
naturalistischen Fehlschluss entgegenhalten: Die Tatsache, dass es gute Griinde fiir die
Rechtsfihigkeit natiirlicher Personen gibt, erlaubt nicht die Schlussfolgerung, dass KI keine
Rechtsfihigkeit zugestanden werden sollte.!”® Einzurdumen ist auch, dass Mensch und
Technologie schon immer symbiotisch gewesen sind und zunehmend hybridisieren; ange-
fangen bei Kleidungsstiicken tiber Brillen und Horgerite bis hin zu Herzschrittmachern,
kiinstlicher Beatmung und Tiefer Hirnsimulation.!” SchlieBlich wird fiir eine Rechtsfihig-
keit von Maschinen das dritte Asimovsche Robotergesetz angefiihrt.!”>

Sachgerechter ist indessen, die Debatte unter einem entgegengesetzten Vorzeichen zu
fithren: ,,Warum sollte einer KI Rechtsfahigkeit zugebilligt werden?* Diese Fragestellung
spiegelt die Tatsache wider, dass Rechtsfahigkeit kein natiirliches, sondern ein juristisches
Konstrukt ist, iiber das die Rechtsordnung entscheidet. Dass der Gesetzgeber natiirlichen
Personen Rechtsfihigkeit zubilligt (§ 1 BGB), ist historisch hergebracht'7® und von Art. 1

170 Vgl. Matthias, Automaten als Tridger von Rechten, 2008, S.45ff.; Glel/Weigend, ZStW 126
(2014), 561, 569f.; Erhardt/Mona, in: Gless/Seelmann (Hrsg.), Intelligente Agenten und das
Recht, 2016, 61; Cerka/Grigiené/Sirbikyté, Computer Law & Security Review 33 (2017), 685,
691 ff.; Brozek/Jakubiec, Artificial Intelligence and Law 25 (2017), 293, 303.

171 Vgl. Beck, JR 2009, 225, 229 f. m.w.N.; Glel/Weigend, ZStW 126 (2014), 561, 574 m.w.N.

172 Vgl. Beck, JR 2009, 225, 229; Miiller-Hengstenberg/Kirn, MMR 2014, 307; Gle/Weigend,
ZStW 126 (2014), 561, 588 f.; Solaiman, Artificial Intelligence and Law 25 (2017), 155. Der KI-
Forscher Max Tegmark etwa definiert ,,Leben® als Prozess der Eigenreproduktion von Informa-
tionen (Tegmark, Life 3.0, 2017, S. 25). Nach dieser Definition wiirde auch KI ,,leben*.

173 Vgl. Kersten, JZ 2015, 1, 7; Schirmer, JZ 2016, 660, 662.

174 Beck, JR 2009, 225, 228; Koops/Hildebrandt/Jaquet-Chiffelle, Minnesota Journal of Law,
Science & Technology 11 (2010), 497, 526; Hanisch, in: Hilgendorf (Hrsg.), Robotik im Kontext
von Recht und Moral, 2014, 27, 44.

175 Kersten, JZ 2015, 1, 7. Der Science Fiction-Autor Isaac Asimov beschrieb in seiner Kurzge-
schichte Runaround (1942) erstmals die ,,Drei Robotergesetze* (Three Laws of Robotics):

,1. Ein Roboter darf kein menschliches Wesen verletzen oder durch Untitigkeit zulassen, dass
einem menschlichen Wesen Schaden zugefiigt wird.

2. Ein Roboter muss den ihm von einem Menschen gegebenen Befehlen gehorchen — es sei denn,
ein solcher Befehl wiirde mit Regel eins kollidieren.

3. Ein Roboter muss seine Existenz beschiitzen, solange dieser Schutz nicht mit Regel eins oder
zwei kollidiert.*

(Ubersetzung nach https://de.wikipedia.org/wiki/Robotergesetze).

176 Vgl. Savigny, System des heutigen romischen Rechts, Bd. 2, 1840, S. 2: , Jeder einzelne Mensch,
und nur der einzelne Mensch, ist rechtsfahig”; Locke, An Essay Concerning Human Understan-
ding, 1690, 2. Buch, 27. Kapitel, § 26: ,,[Person] belongs only to intelligent agents, capable of a
law, and happiness and misery. This personality extends itself beyond present existence to what is
past, only by consciousness, whereby it becomes concerned and accountable, owns and imputes
to itself past actions.*.
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Abs. 1 GG geboten.!”’ Dass der Gesetzgeber juristischen Personen und Personenvereini-
gungen (Teil-)Rechtsfihigkeit einrdumt, hat funktionale Griinde: Es dient der Vereinfa-
chung einer Vielzahl von Transaktionen.!’® Hinsichtlich der Grundrechtsfihigkeit juristi-
scher Personen (Art. 19 Abs. 3 GQ) ist zudem anzumerken, dass diese sich nicht uneinge-
schrinkt auf Grundrechte berufen konnen, sondern nach Art. 19 Abs. 3 GG nur, ,,soweit sie
[d.h. die Grundrechte] ihrem Wesen nach® auf juristische Personen anwendbar sind. Das
BVerfG legt diese Voraussetzung fiir die Grundrechtsfihigkeit juristischer Personen so aus,
dass eine Einbeziehung juristischer Personen in den Schutzbereich der Grundrechte nur
dann gerechtfertigt ist, ,,wenn ihre Bildung und Betdtigung Ausdruck der freien Entfaltung
der natiirlichen Personen sind, besonders wenn der ,Durchgriff* auf die hinter den juristi-
schen Personen stehenden Menschen dies als sinnvoll oder erforderlich erscheinen 148t.“!7°
Die Grundrechtsfahigkeit juristischer Personen ist nach dem BVerfG somit anthropozen-
trisch begriindet.'3” SchlieBlich lasst sich auch Befiirwortern einer Rechtsfihigkeit von KI
der naturalistische Fehlschluss entgegenhalten: Die Tatsache, dass KI in bestimmten Berei-
chen dem Menschen dhnlicher wird und diesem sogar iiberlegen ist, ldsst nicht den Schluss
zu, dass KI deswegen Rechtsfahigkeit gewéhrt werden sollte. Entscheidend ist vielmehr, in-
wiefern es — dhnlich wie bei einer juristischen Person oder Personenvereinigung — funktio-
nale Griinde dafiir gibt, KI Rechtsfihigkeit zuzugestehen.!8! Nach dem hier vertretenen
Ansatz ist es indessen nicht zielfithrend, diese Frage fiir KI als solche zu stellen, sondern
fiir jede einzelne Form schwacher KI im Einzelfall.'®> So mag es Griinde dafiir geben, einer
KI, die autonom generierte Willenserkldrungen abgibt, in bestimmten Fillen (Teil-)Ge-

177 Miiller-Hengstenberg/Kirn, MMR 2014, 307 f.; Schulz, Verantwortlichkeit bei autonom agieren-
den Systemen, 2015, S. 91; Taeger, NJW 2016, 3764, 3765. Dazu bereits Kant, Kritik der prakti-
schen Vernunft, S.210: ,,[Person] kommt [...] nur verniinftigen Wesen zu, welche fiir Gesetze
und fiir Gliick und Elend empfinglich sind. Diese Personlichkeit erstreckt sich von der Gegen-
wart zuriick in die Vergangenheit lediglich durch das Bewusstsein, wodurch es allein fiir vergan-
gene Handlungen zurechnungsfihig wird und sie als seine eigenen aus demselben Grunde aner-
kennt, wie es dies fiir die gegenwirtigen thut.” (zit. nach Weischedel, Werkausgabe Band VII,
suhrkamp taschenbuch wissenschaft, 17. Aufl. 2014); s.a. Kant, Die Metaphysik der Sitten,
S.600 (zit. nach Weischedel, Werkausgabe Band VIII, suhrkamp taschenbuch wissenschaft,
22. Aufl. 2015).

178 Spindler, CR 2015, 766, 774.

179 BVerfG, Beschl. v.2.5.1967, Az. 1 BvR 578/63, BVerfGE 21, 362, 369 — Sozialversicherungstra-
ger.

180 So auch die Argumentation von Solaiman, Artificial Intelligence and Law 25 (2017), 155, 176;
Eidenmiiller, ZeuP 2017, 765, 776; einschrinkend Kersten, JZ 2015, 1, 7.

181 So auch Kersten, JZ 2015, 1, 7; Hanisch, in: Hilgendorf (Hrsg.), Robotik im Kontext von Recht
und Moral, 2014, 27, 40; Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015,
S. 91 ff.; Schirmer, JZ 2016, 660, 663; vgl. fiir das Strafrecht Gle/Weigend, ZStW 126 (2014),
561, 575.

182 Differenzierend auch Kluge/Miiller, DSRITB 2016, 989, 1004.
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schéftsfihigkeit einzurdumen.'83 Bislang besteht jedoch schlicht kein Bediirfnis des Rechts-
verkehrs danach, Kommunikations-KI fiir deliktsfahig zu erklaren.

2. Gefihrdungshaftung

Dem geltenden Recht niher ist die Uberlegung, KI einer Gefihrdungshaftung zu unterwer-
fen.'®* Die Gefihrdungshaftung betrifft erlaubtes, aber gefihrliches Tun.!85 Sie ,beruht
nicht auf Verantwortlichkeit fiir Unrecht, sondern auf dem Prinzip der Schadlosstellung fiir
den Fall, daf3 sich ein Risiko verwirklicht, welches die Rechtsordnung zur Nutzung des
technischen Fortschritts zulaBt.!80

Okonomisch gewendet trigt der Schidiger bei einer Verschuldenshaftung nur die Kos-
ten des Aufwandes der im Verkehr erforderlichen Sorgfalt. Kann er die Wahrung der Sorg-
falt nachweisen (bzw. kann der Geschidigte eine Verletzung dieser Sorgfalt nicht nachwei-
sen), trigt der Geschédigte die Kosten fiir den Schaden. Die Gefdhrdungshaftung hingegen
internalisiert die Kosten samtlicher Schiaden zum Nachteil des Schédigers. Dieser bestimmt
bei der Gefdhrdungshaftung seinen Sorgfaltsmafstab selbst nach eigener Priferenz zwi-
schen Kontrollaufwand und Haftungsrisiko, was im Ergebnis dazu fithren kann, dass er von
der gefihrlichen Titigkeit géinzlich absieht.'$7 Tatbestinde der Gefihrdungshaftung sehen
deswegen regelmiBig eine Haftungsobergrenze vor'$® und riumen Quasi-Exkulpations-
moglichkeiten fiir den Fall ein, dass der Verantwortliche die gefahrliche Tatigkeit nach dem
,.Stand der Wissenschaft und Technik® ausiibte,'8® um den Anreiz wieder zu erhdhen, die
gefahrliche — aber erlaubte und ggf. sogar sozial niitzliche — Tatigkeit gleichwohl durchzu-
fihren. In Ermangelung von Strafschadensersatz ist die Gefihrdungshaftung die stérkste
Ausprigung der regulatorischen Funktion des Deliktsrechts deutscher Prigung; die Einfiih-
rung einer Gefdhrdungshaftung ist daher im Kern eine politische Entscheidung. Sie beriihrt
die Grundfrage, welches Risiko eine Gesellschaft einzugehen bereit ist, um fiir den Nutzen

183 So etwa Wettig/Zehendner, Artificial Intelligence and Law 12 (2004), 111; Schirmer, JZ 2016,
660, 663 f.; Kefiler, MMR 2017, 589, 592; Specht/Herold, MMR 2018, 40, 42; a.A. BGH, Urt.
v.16.10.2012, Az. X ZR 37/12, BGHZ 195, 126 Rn. 17 — Flugbuchung; Spindler, in: Hilgendorf
(Hrsg.), Robotik im Kontext von Recht und Moral, 2014, 63, 64 f.; Schulz, Verantwortlichkeit bei
autonom agierenden Systemen, 2015, S. 102 ff. Instruktiv zum Vertragsschluss iiber Chatbots
Franck/Miiller-Peltzer, DSRITB 2017, 241, 246 ff.

184 So etwa Brautigam/Klindt, NJW 2015, 1137, 1138 f.; Schirmer, JZ 2016, 660; Entschliefung des
Européischen Parlaments vom 16. Februar 2017 mit Empfehlungen an die Kommission zu zivil-
rechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. 59.

185 Z.B. Betrieb eines Kraftfahrzeugs (§ 7 StVG), Herstellen und Inverkehrbringen eines Produkts
(§ 1 ProdHaftG), Betrieb einer Kernanlage (§ 25 AtomG), Inverkehrbringen von Arzneimitteln
(§ 84 Abs. 1 AMG), Betrieb einer bestimmten Anlage (§ 1 1.V.m. Anhang 1 UmweltHG).

186 BGH, Urt. v. 5.7.1988, Az. VI ZR 346/87, NJW 1988, 3019 — Streufahrzeug.

187 Vgl. Rohe, AcP 201 (2001), 117, 150 ff.

188 Siehe z.B. § 88 AMG, § 15 UmweltHG, § 10 ProdHaftG; siche aber auch § 31 AtomG.

189 §1 Abs.2 Nr. 5 ProdHaftG, § 26 Abs. 4 Nr. 1 AtomG, § 84 Abs. 1 Satz2 AMG.
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einer Technologie die Gefahren durch diese Technologie hinzunehmen. Geféhrdungshat-
tung bringt einen Gewinn an Sicherheit, ist aber zugleich innovationshemmend.

Das Hauptargument fiir die Einfithrung einer Gefahrdungshaftung fiir KI ist praktischer
Natur: Durch KI getroffene Entscheidungen sind nicht vorhersehbar und haufig im Nach-
hinein nicht mehr nachvollziehbar.!”® Allerdings macht man es sich zu einfach, den Einsatz
von KI per se als gefihrlich anzusehen und damit der Gefdahrdungshaftung zu unterwer-
fen.!°! Stattdessen ist wiederum nach den Einzelerscheinungen schwacher KI und den von
ihnen ausgehenden Gefahren zu differenzieren. Bei Kommunikations-KI tritt zu der ,,Ge-
fahrenquelle Mensch* eine weitere Gefahrenquelle hinzu, ndmlich die Maschine. Bei ande-
ren Kls hingegen wird die Gefahrenquelle Mensch durch eine andere, vermeintlich intelli-
gentere Gefahrenquelle ersetzt, etwa beim autonomen Fahren.'92 Auch ist zu bedenken,
dass von verschiedenen Formen Kiinstlicher Intelligenz verschiedene Gefahren ausgehen:
Ein autonomes Kraftfahrzeug gefahrdet potenziell Leib oder Leben, eine Kommunikations-
KI hingegen ,,nur” Personlichkeitsrechte. Eine Gefdhrdungshaftung fiir Personlichkeits-
rechte wiirde daher mit der gesetzgeberischen Wertung brechen, Gefdhrdungshaftung
grundsitzlich nur bei Delikten gegen Leib, Leben und Eigentum zu gewihren.!®3

Gegen Gefihrdungshaftung fiir Kommunikations-KI spricht zudem, dass die Gefihr-

dungshaftung ein ,,geschlossenes System‘!%4

ist: Einer Gliterabwégung, wie sie das Allge-
meine Personlichkeitsrechts einfordert, ist sie nicht zugénglich. Das fiir die Gefihrdungs-
haftung tibliche Konzept der Haftungshochstgrenzen, die die Haftungsrisiken begrenzen
sollen, diirfte bei Personlichkeitsrechtsverletzungen demgegeniiber ohne Bedeutung sein.
Die Personlichkeitsrechtsverletzung beruht gerade darauf, dass ein Individuum angegriffen
wird. Bei sog. Kollektivbeleidigungen schwindet die personliche Betroffenheit des einzel-
nen Mitglieds mit zunehmender GréBe des Kollektivs.!®® SchlieBlich ist zu bedenken, dass
es bei Personlichkeitsrechtsverletzungen in vielen Fillen auf den Nachweis eines Verschul-
dens, welches die Gefédhrdungshaftung entbehrlich macht, gar nicht ankommt. Unterlas-
sung, Gegendarstellung und Widerruf setzen ein Verschulden nicht voraus.

Die Einfiihrung einer Gefdhrdungshaftung fiir Kommunikations-KI ist somit ebenfalls
abzulehnen.

190 Vgl. Brautigam/Klindt, NJW 2015, 1137, 1139; Reichwald/Pfisterer, CR 2016, 208, 212; Loh-
mann, ZRP 2017, 168, 169.

191 Zu pauschal daher: EntschlieBung des Européischen Parlaments vom 16. Februar 2017 mit Emp-
fehlungen an die Kommission zu zivilrechtlichen Regelungen im Bereich Robotik
(2015/2103(INL)), Tz. 59; Schirmer, JZ 2016, 660, 665. Gegen eine Generalklausel der Geféhr-
dungshaftung allgemein Rohe, AcP 201 (2001), 117, 158.

192 Horner/Kaulartz, CR 2016, 7, 13.

193 Siehe etwa § 1 Abs. 1 Satz 1 ProdHaftG, § 26 Abs. 1 Satz 1 AtomG, § 84 Abs. 1 Satz 1 AMG, § 1
UmweltHG.

194 BGH, Urt. v. 5.7.1988, Az. VI ZR 346/87, NJW 1988, 3019 — Streufahrzeug.

195 Siehe BVerfG, Beschl. v. 10.10.1995, Az. 1 BvR 1476/91, 1 BvR 1980/91, 1 BvR 102/92, 1 BvR
221/92, NJW 1995, 3303, 3306 — ,,Soldaten sind Morder”; BVerfG, Beschl. v.17.5.2016,
Az. 1 BvR 257/14, K&R 2016, 494 Rn. 16 — ,,ACAB*“.

IP 216.73.216.36, am 18.01.2026, 06:46:54. @ Urheberrachtiich geschiltzter Inhatt.
Inhalts ir it, fiir oder ir

Erlaubnis ist



https://doi.org/10.5771/2568-9185-2018-1-14

50 UFITA 1/2018

3. Beweislastumkehr

Die gegenwirtig bestehenden Zurechnungskonzepte des Deliktsrechts erweisen sich derzeit
grundsitzlich als ausreichend, um den Entwicklungen der Kommunikations-KI juristisch
Herr zu werden. Dies bedeutet nicht, dass kein Verbesserungsbedarf besteht. Allerdings be-
darf der ,,Patient” hierfiir keiner groflen ,,Operation, etwa in Gestalt der Gefdhrdungshaf-
tung. Eine weniger invasive rechtsmethodische Anderung im bestehenden System reicht
aus, ist allerdings auch geboten.

Wie bereits dargestellt, besteht die grofite praktische Herausforderung durch KI in der
Beweissicherung und Nachvollziehbarkeit der Arbeit des Algorithmus. Daher fillt der
Nachweis schwer, ob der Algorithmus auf eine Rechtsverletzung bereits angelegt war (al-
gorithm bias) oder ob und wie die KI die streitgegenstindliche AuBerung autonom und auf-
grund eigenen ,,.Lernens* getroffen hat. Das wiederum ist entscheidend fiir die Frage, ob der
Anbieter der KI seine Priifungspflichten verletzt hat (siehe unter IV. 2. d) bis ¢)).

Mittlerweile beschiftigt sich ein ganzer Forschungszweig mit der Frage, wie man die
Inputdaten, die fiir die Entscheidung des Algorithmus ausschlaggebend waren, ermittelt und
unerkldrbares Verhalten, sog. black boxes, vermeidet (sog. explainable artificial intelli-
gence (XAI)). Das Problem besteht darin, dass das Verhalten eines autonom entscheidenden
Algorithmus gerade nicht vorhersehbar ist. Die Operation des Algorithmus liegt jedoch aus-
schlieBlich in der Sphire des Anbieters der KI. Aus diesem Grunde sollte eine Beweislast-
umkehr fiir Priifungspflichtverletzung und Verschulden'®® zugunsten des Geschidigten und
zum Nachteil des Anbieters der KI greifen. Kann also der Geschidigte einen Eingriff in ei-
nes seiner Personlichkeitsrechte nachweisen, so ist zu vermuten, dass dies auf einer ver-
schuldeten Pflichtverletzung des Anbieters der KI beruht. Der Anbieter kann sich aber mit
dem Nachweis der Wahrung seiner Priifungspflichten exkulpieren.

Ratio fiir eine Beweislastumkehr ist die fehlende Aufklarungsmoglichkeit des Gescha-
digten, da die Pflichtverletzung in der Sphire des Schédigers stattgefunden hat, der Schédi-
ger also ,,,ndher daran‘ [ist], den Sachverhalt aufzukldren und die Folgen der Beweislosig-
keit zu tragen.“!”7 Dieses Diktum des BGH trifft auf Anbieter einer Kommunikations-KI in
besonderem Mafle zu. Zudem setzt eine Beweislastumkehr zu Lasten des Anbieters den An-
reiz, die Aktivitdten seiner KI zu protokollieren und black boxes zu vermeiden. Die grofite
Rechtssicherheit entstiinde, wenn der Gesetzgeber selbst die Beweislastumkehr festlegt.
Denkbar wire aber auch, dass Gerichte — etwa in analoger Anwendung von § 831 Abs. 1

196 In welchem Verhiltnis Pflichtverletzung und Verschulden zueinander stehen, ist Gegenstand
langjéhriger Debatten (statt vieler Kotz/Wagner, Deliktsrecht, 13. Aufl. 2016, Rn. 106 ff., 128).
An dieser Stelle braucht hierauf jedoch nicht néher eingegangen werden, denn sowohl die Pflicht-
verletzung als auch das Verschulen sollen Gegenstand der Beweislastumkehr sein.

197 BGH, Urt. v. 26.11.1968, Az. VI ZR 212/66, NJW 1969, 269, 275 — Hiihnerpest.
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Satz 2 BGB - eine solche Beweislastumkehr begriinden.!® § 831 Abs. 1 Satz2 BGB liegt
der Gedanke zugrunde, dass der Geschiftsherr aufgrund seiner Weisungshoheit die Mog-
lichkeit hat, die Gefahr, die durch den Finsatz eines Dritten entsteht, zu beherrschen.!*® Er-
génzend ist erstrebenswert, den Anbietern von Kommunikations-KI SorgfaltsmaBstibe ge-
mil den ,,anerkannten Regeln der Technik®, dem ,,Stand der Technik® oder dem ,,Stand von

Wissenschaft und Technik* aufzuerlegen.?%

VI. Schlussbemerkung

Soweit ersichtlich, betraf der rechtswissenschaftliche Diskurs bislang nur die Frage, wie
eine Haftung fiir KI auszugestalten ist. Zur Kontrolle der eigenen Uberlegungen ist es je-
doch stets hilfreich, gleichsam als advocatus diaboli einmal die entgegenstehende Position
zu durchdenken: Was spricht dagegen, die zivilrechtliche Haftung fiir (Kommunikati-
ons-)KI ginzlich auszuschlieen? Als Grund hierfiir liee sich anfiihren, dass Rechtsverlet-
zungen durch KI (einschlieflich Kommunikations-KI) Teil des allgemeinen Lebensrisikos
sind und daher die Zurechnung ihrer ,,Handlungen* zu einer natiirlichen oder juristischen
Person generell ausscheidet. Diese Uberlegung scheint dem Rechtsempfinden so offenkun-
dig zu widersprechen, dass zu iiberlegen ist, worin denn dieses Rechtsempfinden begriindet
ist. Die Antwort hierauf diirfte darin zu finden sein, dass KI in Deutschland — anders als

beispielsweise in Japan?%!

— noch nicht als alltdgliche Erscheinung wahrgenommen und ihr
mit einer (nicht unbedingt ungesunden) Dosis Skepsis begegnet wird. Auch das Europii-
sche Parlament konnotierte schon im ersten Absatz seiner Entschliefung maschinelle Intel-
ligenz negativ, indem es u.a. auf Mary Shelleys ,,Frankenstein“ und die Prager Legende
vom Golem verwies.?0?

Diese gesellschaftliche Einstellung und damit auch das Rechtsempfinden kénnen sich
freilich dndern. Ebenso wie noch vor 20 Jahren kaum vorstellbar war, wie freiziigig heute
mit personlichen Daten umgegangen wird, ldsst sich heute kaum ermessen, dass KI in 20

Jahren zum alltaglichen Leben gehoren wird. Ist dies einmal der Fall, werden Fehler solcher

198 So Horner/Kaulartz, CR 2016, 7, 8; KeBler, MMR 2017, 589, 593; Denga, CR 2018, 69, 74 f. Fiir
eine Ubertragung des Rechtsgedankens des § 836 Abs. 1 Satz2 BGB plidiert Griitzmacher, CR
2016, 695, 698.

199 Horner/Kaulartz, CR 2016, 7, 8.

200 So Spindler, in: Hilgendorf (Hrsg.), Robotik im Kontext von Recht und Moral, 2014, 63, 70f;;
Spindler, CR 2015, 766, 770 ff.; ihm folgend Denga, CR 2018, 69, 74.

201 Aufschlussreich hierzu Wagner, Robotopia Nipponica: Recherchen zur Akzeptanz von Robotern
in Japan, 2013; s.a. Nevejans, European Civil Law Rules in Robotics, Study for the JURI Com-
mittee, PE 571.379, 2016, S. 10; Denga, CR 2018, 69, 70.

202 EntschlieBung des Europdischen Parlaments vom 16. Februar 2017 mit Empfehlungen an die
Kommission zu zivilrechtlichen Regelungen im Bereich Robotik (2015/2103(INL)), Tz. A.
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Systeme moglicherweise als allgemeines Lebensrisiko eingestuft und eine Haftung entfie-
1e.203

Dieses Gedankenspiel zeigt: Auch wenn viele technische Potenziale der KI noch Zu-
kunftsmusik sind oder sich moglicherweise nie realisieren, sollte sich die Rechtswissen-
schaft bereits jetzt begleitend mit diesen Fragen beschéftigen, um nicht — wie dies etwa
beim Datenschutz der Fall gewesen ist — von technologischen und gesellschaftlichen Ent-
wicklungen vor vollendete Tatsachen gestellt zu werden. Hierfiir bedarf es des Zusammen-
spiels verschiedener Teilrechtsgebiete, denen dabei jeweils eine eigene Funktion zukommt:
die Ausgleichsfunktion des Deliktsrechts, Regulierung und Gefahrenabwehr durch das Me-
dien-Aufsichtsrecht?® und das Strafrecht?®> mit seiner Straffunktion. Zwar ist diese funk-
tionelle Differenzierung ihrerseits zu tiberdenken; die Empfehlungen des Europiischen Par-
laments oder auch der jiingst ver6ffentlichte Vorschlag der Européischen Kommission zur
Einfiihrung einer Verbrauchersammelklage?®® stehen stellvertretend fiir eine Neuorientie-
rung des Deliktsrechts europdischer Prigung zu einem Instrument der Regulierung nach
amerikanischem Vorbild.?” Um den spezifischen Herausforderungen der Kommunikations-
KI zu begegnen, ist das deutsche Deliktsrecht als ein Mosaikstein in einer austarierten
Rechtsordnung fiir seinen Part bereits jetzt gut geriistet. Zwar muss sich auch hier die Dog-
matik weiterentwickeln; insbesondere bedarf es einer Beweislastumkehr fiir Pflichtverlet-
zung und Verschulden. Im Hinblick auf Kommunikations-KI ist die Aufregung des Europa-
ischen Parlaments jedoch unbegriindet.

203 Vgl. GleB/Weigend, ZStW 126 (2014), 561, 587.
204 Dazu Dorr/Natt, ZUM 2014, 829; Drexl, ZUM 2017, 529.

205 Dazu Ziemann, in: Hilgendorf/Giinther (Hrsg.), Robotik und Gesetzgebung, 2013, 183; Joerden,
in: Hilgendorf/Giinther (Hrsg.), Robotik und Gesetzgebung, 2013, 195; Gle3/Weigend, ZStW
126 (2014), 561; Volkmann, MMR 2018, 58.

206 Proposal for a Directive of the European Parliament and of the Council on representative actions
for the protection of the collective interests of consumers, and repealing Directive 2009/22/EC
vom 11.4.2018 (COM(2018) 184 final).

207 Zum regulatorischen Effekt des Deliktsrechts Rose-Ackerman, The American Economic Review
81 (1991), 54; speziell zu kiinstlicher Intelligenz Scherer, Harvard Journal of Law & Technology
29 (2016), 353, 388 ff. Zum Deliktsrecht als Instrument der Regulierung Rohe, AcP 201 (2001),
117, 132f,; Cane, Common Law World Review 31 (2002), 305; Poelzig, Normdurchsetzung
durch Privatrecht, 2012, S. 57; Kendrick, Journal of Tort Law 10 (2017), 1.

IP 216.73.216.36, am 18.01.2026, 06:46:54. @ Urheberrachtiich geschiltzter Inhatt.
Inbalts ir it, fiir oder ir

Erlaubnis ist



https://doi.org/10.5771/2568-9185-2018-1-14

