Kapitel V. Thesen

1. Der Einsatz automatisierter Gesichtserkennung in der Strafverfolgung
geht mit einem besonderen Gefahrdungspotenzial einher, denn er be-
trifft viele Unbeteiligte (Streubreite), birgt ein spezifisches Fehlerrisiko
(Fehleranfilligkeit), erfolgt ohne Wissen der Betroffenen (Heimlich-
keit) und ermdéglicht die einfache und schnelle Vernetzung verschiede-
ner Informationen (Vernetzungsmoglichkeit), die einer Person person-
lich und eindeutig zugeordnet werden konnen (Biometrie).!'"”

2. Die Verwendung automatisierter Gesichtserkennung zur Identifizie-
rung unbekannter Verdéchtiger birgt eine spezifische Fehleranfallig-
keit."® Zwar besteht in Ermittlungsverfahren immer die Gefahr, dass
Unschuldige betroffen sind, da sich die Mafinahmen gegen Verdéchti-
ge (und nicht gegen Verurteilte) richten. Gesichtserkennung erhdht
jedoch die Wahrscheinlichkeit, dass génzlich Unbeteiligte beschuldigt
werden und dass der Fehler wegen grofler optischer Ahnlichkeit von
Tater und Beschuldigtem im Laufe des Ermittlungsverfahrens nicht
frithzeitig erkannt wird.

3. Der Einsatz automatisierter Gesichtserkennung zur Identifizierung un-
bekannter Verddchtiger begriindet Eingriffe in das Recht auf informa-
tionelle Selbstbestimmung. Eigenstindige Eingriffe sind die Erstellung
der Embeddings, der Abgleich des Suchbilds mit allen Lichtbildern
einer Datenbank sowie das Auftauchen in der Kandidatenliste.

4. Dem Abgleich und dem Auftauchen in der Kandidatenliste kommt
ein erhebliches Eingriffsgewicht zu.!'2° Grund dafiir sind vor allem die
Heimlichkeit, Streubreite und Anlasslosigkeit, Ankniipfung an héchst-
personliche korperliche Merkmale und die drohenden Folgeeingriffe.
Nachrangig konnen auch Einschiichterungseffekte und die grundsitz-
liche leichte Verkniipfbarkeit von Informationen durch Gesichtserken-
nung herangezogen werden. Auch die spezifische Fehleranfalligkeit
von Gesichtserkennung wirkt eingriffserh6hend.
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Die Maf3stdbe fiir die Bewertung der Eingriffsintensitdt von verdeckten
Mafinahmen sollten weiterentwickelt und um die Kategorie der spezi-
fischen Fehleranfilligkeit einer Mafinahme erweitert werden.!"”! Diese
sollte als eigenes Kriterium eingriffserhdhend beriicksichtigt werden.
Die nachtrégliche Auswertung von Aufzeichnungen einer Versamm-
lung per Gesichtserkennung, um unbekannte Verdachtige zu identifi-
zieren, ist geeignet, Blirgerinnen und Biirger von kﬁnftigen Versamm-
lungen abzuhalten. Dies muss wegen des objektiv-rechtlichen Gehalts
der Versammlungsfreiheit auch bei der Ausgestaltung oder Auslegung
einer strafprozessualen Rechtsgrundlage fiir Gesichtserkennung be-
ricksichtigt werden 11?2

Es existiert derzeit keine strafprozessuale Rechtsgrundlage fiir den Ein-
satz automatisierter Gesichtserkennung zur Identifizierung unbekann-
ter Verdachtiger.!'?3

Die in Praxis und Literatur herangezogene Vorschrift des § 98¢ StPO
ist keine taugliche Ermachtigung.!’# Sie ist materiell weitgehend und
formell vollstindig voraussetzungslos und wird auch mit Blick auf die
Bestimmtheit und Normenklarheit nicht den Anforderungen gerecht,
die eine Erméchtigung fiir den Einsatz automatisierter Gesichtserken-
nung zur Identifizierung unbekannter Verdédchtiger erfiillen muss. Der
Zweck des maschinellen Datenabgleichs (,zur Aufklirung einer Straf-
tat) ist angesichts der Eingriffsintensitit automatisierter Gesichtser-
kennung zu unbestimmt formuliert, die Art der Datenabfrage bzw. das
technische Eingriffsinstrument (Gesichtserkennung) sind nicht ausrei-
chend sperzifiziert, die zum Abgleich zugelassenen Datenbanken sind
nicht hinreichend begrenzt und die Verwendung hochstpersonlicher
biometrischer Merkmale geht aus der Norm nicht hervor.
Automatisierte Gesichtserkennung birgt nicht nur das (nicht unkri-
tisch zu sehende) Potenzial, dass in Zukunft mehr und mehr Delikte
verfolgt und aufgeklart werden konnen. Sie droht auch auf die ohnehin
bestehende Selektivitit der Strafverfolgung verstirkt einzuwirken.!?>
Die Technologie bewirkt eine Verschiebung der Strafverfolgungsres-
sourcen hin zu Straftaten, die (insbesondere in der Offentlichkeit)
visuell wahrnehmbar und erfassbar sind. Zudem droht eine intensi-
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vere Verfolgung von Bagatellkriminalitdt als bisher, insbesondere bei
Wiederholungstétern. Eine solche Entwicklung sollte nicht unbemerkt
voranschreiten, sondern kriminologisch untersucht und kritisch hin-
terfragt werden.

Beschrankungen der durchsuchbaren Datenbanken sind ambivalent zu
sehen.!?® Einerseits verringert eine Begrenzung die Streubreite der Ge-
sichtserkennungsmafinahme und die Anzahl der Personen, die poten-
ziell als der unbekannte Verdéchtige fehlidentifiziert werden kénnten.
Andererseits bewirkt die Beschrankung eine immer stirkere Verschie-
bung der Verfolgung hin zu Personen, die bereits in der Vergangenheit
mit der Polizei interagiert haben oder die aus anderen Griinden in den
durchsuchbaren Datenbanken gespeichert sind (z. B. Asylsuchende).
Der Einsatz automatisierter Gesichtserkennung kann Folgen - insbe-
sondere Ermittlungsmafinahmen - fiir gédnzlich Unbeteiligte mit sich
bringen. Die Ursache hierfiir liegt in Fehlern der Technologie, aber
auch in menschlichen Fehlern, die durch die Mensch-Maschine-Inter-
aktion noch verstirkt werden."”” Die menschlichen Fahigkeiten zur
Gesichtserkennung sind stirker begrenzt als haufig angenommen. Der
Automation bias, also die menschliche Tendenz, sich zu sehr auf auto-
matisierte Hilfsmittel zu verlassen, erhoht das Risiko, dass Fehler nicht
erkannt werden. Dies muss bei einer Regulierung von Gesichtserken-
nung beriicksichtigt werden, um Ermittlungen gegen Unbeteiligte so
weit wie moglich zu verhindern.

Gesichtserkennung birgt die Gefahr, dass Fehlidentifizierungen im
Rahmen von Wahllichtbildvorlagen und Gegeniiberstellungen zuneh-
men."?8 Die Technologie ist besonders gut darin, sehr dhnlich ausse-
hende Personen zu finden. Wenn durch Gesichtserkennung eine dem
Titer optisch stark dhnelnde Person identifiziert und verdéchtigt wird,
ist es fiir den Zeugen besonders schwierig zu erkennen, dass es sich
nicht um den Téter handelt.

Die Fehler, die im Zusammenhang mit Gesichtserkennung zu den
Festnahmen Unschuldiger in den USA gefiihrt haben,!'?” kénnen nicht
nur auf Fehler der Technologie und schlechte Polizeiarbeit zuriickge-
fithrt werden. Menschliche Fehler waren entscheidend mitverantwort-
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lich,!3% insbesondere wurden offensichtliche optische Unterschiede
zwischen Téter und Verdéchtigtem ignoriert.

In der medialen Debatte wird Gesichtserkennung als eine fehleranfal-
lige und ,rassistische® Technologie dargestellt.!3! Fehler beim Einsatz
automatisierter Gesichtserkennung werden vorrangig der Technologie,
nicht den Menschen zugeschrieben. Die menschliche Verantwortung
und ein méglicher Automation bias werden regelmaf3ig {ibersehen.

Das Phanomen, dass der Automation bias von Menschen in einem
zweiten Schritt von den Medien iibersehen wird, ldsst sich unter dem
Begriff sekundirer Automation bias zusammenfassen.!3? Einer solchen
verzerrten Wahrnehmung sollte der Gesetzgeber nicht unterliegen und
daher Regelungen treffen, um auch menschliche Fehler bei der Interak-
tion mit Gesichtserkennungssystemen so weit wie moglich zu verhin-
dern.
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