»Alexa, 3, Sprachassistentin, hat die Religion
fiir sich entdeckt«

Die sprachliche Anthropomorphisierung

von Assistenzsystemen

Miriam Lind

1. Einleitung

Die sprachbasierte, medial miindliche Interaktion mit digitalen Assistenzsystemen
wie Amazons Alexa, Apples Siri und dem Google Assistant spielt eine immer selbst-
verstindlicher werdende Rolle im gesellschaftlichen Alltag. War die verbale Ver-
stindigung tiber lange Zeit hinweg ein »science fiction dream« (Hoy 2018), ist sie
heute Realitit — auch wenn die kommunikative Kompetenz artifizieller Systeme
regelmiRig hoher eingeschitzt wird, als sie tatsichlich gegeben ist (vgl. Lotze in
diesem Band). Das Bild von stérungsfreier und erfolgreicher Interaktion mit die-
sen Systemen, die als »artificial companions« (Hepp 2020) auf Augenhéhe mit uns
kommunizieren sollen, wird zum einen durch ihre Inszenierung in der Werbung
forciert (vgl. Dickel/Schmidt-Jiingst 2021). Zum anderen trigt aber auch die me-
diale Berichterstattung iiber Assistenzsysteme dazu bei, dass wir in Siri und Alexa
»Quasi-Personen« sehen, die soziale Positionen von Dienerschaft bis zur besten
Freundin itbernehmen (vgl. Purington et al. 2017).

Dieser Beitrag zeigt korpusbasiert auf, wie die Anthropomorphisierung artifi-
zieller digitaler Systeme diskursiv hervorgebracht wird. Am Beispiel von Amazons
kinstlicher Intelligenz Alexa wird analysiert, wie die Inszenierung von Sprachas-
sistenten als menschliche oder zumindest menschen-ihnliche Entititen auf meh-
reren sprachlichen Ebenen stattfindet, die miteinander interagieren und so ein
Bild von Alexa als gesprichiger Teilnehmerin unserer Sozialwelt inszenieren. Auf
Basis von Haslams (2006) zweiteiligem Modell der Dimensionen von Mensch-Sein
wird analysiert, wie nominale Referenz und verbale Prozesstypen zur sprachlichen
Menschwerdung digitaler Systeme beitragen. Dabei iitberpriift die Studie zum ei-
nen quantitativ, wie hiufig vermenschlichende Sprachpraktiken im Sprechen iiber
das Assistenzsystem Alexa sind, zum anderen zeigt sie qualitativ, welche Verfahren
der sprachlichen Anthropomorphisierung zum Einsatz kommen.
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2. Theoretische Gegenstandsbhestimmung

»Perhaps the most obvious ontological metaphors are those where the physical ob-
ject is further specified as being a person« stellen Lakoff und Johnson bereits 1980
fest. Dieser Prozess, den die Autoren als Personifizierung beschreiben, steht im
Zentrum der Uberlegungen in diesem Beitrag. Es geht um die systematische Zu-
schreibung menschlicher Handlungen, sozialer Mitgliedschaften und kognitiver
Prozesse an artifizielle Systeme, die uns insbesondere deshalb menschen-dhnlich
erscheinen, weil sie Input in der Form gesprochener Sprache verarbeiten und selbst
stimmbasierten sprachlichen Output ausgeben konnen (Schroeder/Epley 2019).

Um die metaphorische Menschwerdung von Assistenzsystemen analysierbar
zu machen, muss in einem ersten Schritt begriindet werden, was unter »dem«
Menschen verstanden wird, was fiir ein Konzept des Menschlichen also anthro-
pomorphisierenden Prozessen zugrunde liegt. Zu diesem Zweck soll im Folgenden
das zweidimensionale Modell von Haslam (2006) vorgestellt werden, das zentrale
Merkmale des Menschlichen herausstellt und aufzeigt, wie diese in Prozessen der
Dehumanisierung, also dem gegensitzlichen Fall zur Anthropomorphisierung, ge-
nutzt werden.

2.1  Menschen und Nicht-Menschen

Insbesondere die sozialpsychologische Forschung zur Dehumanisierung hat sich
um Modelle bemiiht, mit denen sich diejenigen Parameter abbilden lassen, die
den Menschen vom Nicht-Menschlichen trennen. Prominent ist hier die grund-
legende Arbeit von Nick Haslam (2006) und den darauf aufbauenden Kooperatio-
nen (z.B. Brock/Haslam 2010, Haslam et al. 2008, Haslam/Loughnan 2013), in de-
nen ein zweiteiliges Modell des Humanen vorgeschlagen wird, um auf dieser Basis
verschiedene Formen von Dehumanisierung aufzuzeigen (s. auch Spief in diesem
Band). Haslam geht davon aus, dass Mensch-Sein in zwei Dimensionen beschreib-
bar ist, in denen es sich jeweils spezifisch vom Tierlichen bzw. vom Maschinellen
abhebt. Diese Dimensionen werden bei ihm als Human Uniqueness, also mensch-
liche Einzigartigkeit, und Human Nature, also menschliche Natur, bezeichnet. Die
Sphire der menschlichen Einzigartigkeit unterscheidet den Menschen vom Tier,
die menschliche Natur scheidet ihn von der Maschine (s. Abb. 1).

In den Bereich menschlicher Einzigartigkeit fallen Zuschreibungen wie Zivi-
lisiertheit, Kultiviertheit, moralisches Feingefiihl, Rationalitit und geistige Rei-
fe, wohingegen sich menschliche Natur durch emotionale Reaktivitat, zwischen-
menschliche Wirme, kognitive Offenheit, Agency — die unter anderem auch den
Aspekt Intentionalitit umfasst — und Individualitit sowie mentale Tiefe auszeich-
net. Werden einem Menschen nun Merkmale aus der einen oder der anderen Di-
mension des Menschseins abgesprochen, geht Haslam (2006: 257-256) von unter-
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Abbildung 1: Dehumanisierungsmodell nach Haslam (2006: 257)
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schiedlichen Formen der Dehumanisierung aus, die entweder auf einer animalisie-
rende oder aber auf eine mechanisierende Entmenschlichung abzielen. Aufierdem
unterscheiden sich menschliche Einzigartigkeit und menschliche Natur hinsicht-
lich ihrer Reifiziertheit: wihrend letztere als dem Menschen inhirent und angebo-
ren verstanden wird, werden Attribute aus der Sphire der menschlichen Einzig-
artigkeit stirker als sozial bzw. kulturell erworben konzeptionalisiert (vgl. Haslam
2006: 254).

Ein solches Modell des Mensch-Seins lisst sich als Grundlage der konzeptuel-
len Metapher MASCHINE IST MENSCH verstehen, bei der es zu einem metapho-
rischen Mapping (Lakoff/Johnson 1980) der Domine des Menschlichen mit der Ma-
schinendomine kommt. Wenn es moglich ist, Haslams (2006) Dehumanisierungs-
Modell als Negativ-Vorlage fiir ein Modell der Anthropomorphisierung zu nutzen,
wire davon auszugehen, dass bei der Vermenschlichung von Maschinen und artifi-
ziellen Entitaten vor allem Konzepte aus der Domine »menschliche Natur« genutzt
werden, da es vorrangig diese sind, tiber die sich eine Maschine vom Menschen -
bzw. vom Konzept dessen, was Mensch-Sein ausmacht — unterscheidet.

In der Analyse der sprachlichen Anthropomorphisierung von Sprachassistenz-
systemen wird davon ausgegangen, dass die Zuschreibung menschlicher Merk-
male sowohl auf lexikalisch-semantischer als auch auf syntaktisch-struktureller
Ebene erfolgt: zum einen kénnen Merkmale und Eigenschaften nominal attribu-
iert werden, zum anderen konnen die Prozesse, Zustinde und Handlungen, die
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in der Verbsemantik zum Ausdruck kommen, humanspezifisch sein oder nicht.
Hier sind die von Haliday/Matthiessen (2014) beschriebenen Prozesstypen hilf-
reich, die u.a. mentale, verbale und verhaltensbezogene Verbhandlungen unter-
scheiden, von denen die ersten beiden stets auf ein menschliches Agens schliefien
lassen, da mental-kognitive Prozesse ebenso wie Sprache im engeren Sinn als spe-
zifisch menschliche Fahigkeiten verstanden werden. Prozesstypen, die Verhaltens-
weisen ausdriicken, kdnnen, miissen aber nicht exklusiv menschlich sein, da sie
einerseits duflerliche Manifestationen von Bewusstseinsprozessen darstellen (z.B.
lachen, wiiten), aber auch physiologische Zustinde (z.B. schlafen) ausdriicken konnen
(Halliday/Matthiessen 2014: 215). Individualitit, die von Haslam (2006) als Teil der
menschlichen Natur genannt wird und auch bei Yamamoto (1999) als wichtiger As-
pekt von Animatizitit gilt, wird u.a. onymisch markiert, da Individualisierung ei-
ne der Kernfunktionen von Eigennamen ist (vgl. Niibling/Fahlbusch/Heuser 2015).
Deshalb kommt dem Namen Alexa, den Amazon fiir sein Assistenzsystem in An-
lehnung an die Bibliothek von Alexandria gewahlt hat, besondere Bedeutung zu, da
dieser nicht nur individuiert, sondern gleichzeitig auch das Produkt iiber die Teil-
habe am humanspezifischen Onomastikon in der Sphire des Menschlichen veror-
tet. Die Vergabe eines menschlichen Vornamens leistet aufierdem automatisch die
geschlechtliche Kategorisierung der kiinstlichen Intelligenz Alexa, wodurch diese
Zugang zu einem der wichtigsten — wenn nicht dem wichtigsten — menschlichen
Klassifikationssystem erhilt (vgl. Hirschauer 2014).

Die von Haslam (2006) als Aspekt menschlicher Natur beschriebene Agency ist
insofern interessant, als der Begriff sowohl eine philosophisch-sozialwissenschaft-
liche als auch eine linguistische Bedeutungsdimension enthilt. Wihrend das Agens
einer Handlung in der Systemlinguistik recht klar definiert ist als »typischerwei-
se belebten Partizipanten, welcher die vom verbalen Pridikat bezeichnete Situa-
tion absichtlich herbeifithrt« (Primus 2012 16f.), ist das allgemeinere Konzept der
Agency von Comaroff/Comaroff als »that abstraction greatly underspecified, often
misused, much fetishized these day by social scientists« (1997: 37) bezeichnet wor-
den, worin pointiert zum Ausdruck kommt, wie vieldeutig, unscharf und gleich-
zeitig frequent der Begriff verwendet wird. Kongruent mit dieser scharfziingigen
Bemerkung bleibt auch Haslam (2006) eine klare Definition dessen schuldig, was
er unter Agency versteht. Ahearn (2001: 112) gibt folgende Minimaldefinition des
Begriffs: »Agency refers to the socioculturally mediated capacity to act«, riumt je-
doch direkt im Anschluss ein, dass eine solche Begriffsbestimmung vieles unter-
spezifiziert lisst. Gemein ist dem linguistischen Verstindnis von Agentivitit und
dem philosophisch-sozialwissenschaftlichen Konzept Agency, dass es um die In-
volviertheit von Entititen in einer Handlung geht: »Agency is, in a way, a matter of
relations which a particular entity enters into when it becomes involved in a certain
»action« (Yamamoto 2006: 41). Yamamoto stellt dariiber hinaus die enge Verzah-
nung von Agentivitit und Animatizitit heraus, wenn er schreibt: »Only animate
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https://doi.org/10.14361/9783839453131-015
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

»Alexa, 3, Sprachassistentin, hat die Religion fiir sich entdeckt«

beings can be agents in a normal sense« (Yamamoto 2006: 29) wobei Animatizitit
in Anlehnung an Silversteins (1976) Belebtheitshierarchie selbst als kognitive Skala
angenommen werden kann, die vom Menschen tiber Animata, also belebte Enti-
titen, bis zu Inanimata, d.h. Unbelebtem, reicht. Primus verbindet in ihrer o.g.
Definition die semantische Rolle des Agens nicht nur mit Belebtheit, sondern dar-
iiber hinaus auch mit Intentionalitit. Neben Belebtheit und Handlungskontrolle -
d.h. Intentionalitit — nennt Primus auflerdem den Aspekt der Kausalitit als re-
levantes Merkmal des Agenss, also dass das Agens die Verbhandlung auslost und
dabei moglichst belebte Objekte durch die Handlung affiziert.

Es ldsst sich also zusammenfassend feststellen, dass die Konzeptualisierung
des Mensch-Seins auf semantischer Ebene die Dimensionen »menschliche Einzig-
artigkeit« und »menschliche Natur« umfasst und auflerdem auf das grammatisch-
semantische System der semantischen Rollen verweist, indem Menschen vorrangig
als Agens von Handlungen auftreten. Unser abstrakt-kognitives Wissenssystem be-
ziiglich dessen, was Mensch-Sein ausmacht, kann sich sprachlich also sowohl auf
lexikalischer als auch auf satzsemantischer Ebene ausdriicken, die in der vorlie-
genden Korpusstudie als Parameter der Anthropomorphisierung operationalisiert
werden.

2.2 Anthropomorphisierung

Wahrend der vorangegangene Abschnitt zentrale Aspekte dessen beschrieben hat,
was das Konzept Mensch ausmacht, sollen im Folgenden anthropomorphisierende
sprachliche Praktiken beleuchtet werden. Dabei soll es vor allem um de-mecha-
nistische Anthropomorphisierung gehen, d.h. also um die Vermenschlichung ar-
tifizieller Entititen wie Maschinen, Robotern und kiinstlichen Intelligenzen. Ver-
menschlichende Sprache in der Beschreibung von Maschinen und technologischen
Produkten wird bereits seit den 1970er Jahren in technologienahen Fichern (s. Mar-
shall 1977, McDaniel/Gong 1982), aber auch in all jenen Disziplinen, die sich mit den
Auswirkungen der technologischen Entwicklung auf den Menschen und die Gesell-
schaft beschiftigen, zum Gegenstand akademischer Auseinandersetzung gemacht
(z.B. Epley et al. 2007, Lohmann 2014, Schifthauer 2015). Durch den rasanten Fort-
schritt in Forschungsfeldern wie der Robotik und der Kinstlichen Intelligenz hat
das Interesse daran, inwiefern artifizielle Entititen als Personen (z.B. Kurki/Pie-
trzykowski 2017), menschihnlich (z.B. Zlotowski/Strasser/Bartneck 2014) und/oder
Teil unserer sozialen Welt (z.B. Muhle 2018) wahrgenommen werden, stark zu-
genommen. Gerade die Sozialpsychologie hat sich in den letzten zwei Jahrzehn-
ten um eine systematische Auseinandersetzung mit de-mechanistischen anthro-
pomorphisierenden Prozessen verdient gemacht, auch und insbesondere weil sie
als inverser Prozess zur Dehumanisierung (Epley et al. 2007) auch Einblick in de-
gradierende Praktiken im Umgang zwischen Menschen geben.
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Studien zur Anthropomorphisierung von artifiziellen Entititen nutzen hiufig
das bereits vorgestellte Modell von Haslam (2006) zur Dehumanisierung, indem
Anthropomorphisierung als gegenldufiger Prozess zur Dehumanisierung verstan-
den wird. Zlotowski/Strasser/Bartneck (2014) stellen dabei fest, dass vor allem das
Display von Emotionen in Robotern, also von Aspekten menschlicher Natur, zu
einer vermenschlichten Wahrnehmung dieser Roboter fiihrt, dies aber bei Intelli-
genz, die der Dimension »menschliche Einzigartigkeit« zuzuordnen ist, nicht der
Fallist. Dies ist wenig iiberraschend, da das Modell von Haslam (2006) menschliche
Natur als Gegenpol zu Maschinen sieht, sodass naheliegend ist, dass vorrangig ei-
ne Steigerung der Faktoren, die zur Wahrnehmung menschlicher Natur beitragen,
zu einer Reduktion der wahrgenommenen »Maschinenhaftigkeit« fithrt. Im Ver-
gleich wire daher auch davon auszugehen, dass bei einer Vermenschlichung von
Tieren vor allem die Zuschreibung von Merkmalen menschlicher Einzigartigkeit,
also z.B. von Intelligenz, Rationalitit oder Intentionalitit, wirksam ist. In einer
neueren Studie sehen Zlotowski et al. (2017) allerdings keine statistisch signifikan-
ten Belege dafiir, dass die Anthropomorphisierung von Robotern auf der Grundlage
des von Haslam (2006) vorgeschlagenen zweigliedrigen Modells des Mensch-Seins
geschieht.

Eine systematische und vor allem linguistische Analyse, mit welchen expli-
zit sprachlichen Mitteln die Vermenschlichung von nicht-menschlichen Entititen
stattfindet, hat m.W. bisher nicht stattgefunden. Zwar wurde aus sozialpsycholo-
gischer Sicht festgestellt, dass Stimme und Sprechfihigkeit von Robotern zentra-
le Elemente ihrer Wahrnehmung als menschlich bzw. menschenihnlich sind (vgl.
Schroeder/Epley 2019), es fehlt jedoch vor allem an korpusbasierten diskurslinguis-
tischen Untersuchungen, die in den Blick nehmen, welches Wissen itber Menschen
und Nicht-Menschen beim Sprechen und Schreiben tiber artifizielle Entititen rea-
lisiert wird. Hier will die vorliegende Studie ansetzen, indem sie anhand von Daten
des Deutschen Referenzkorpus (DeReKo) analysiert, welche kognitiv-semantischen
Frames in der medialen Berichterstattung iiber sprachbasierte Assistenzsysteme
aktiviert werden.

3. Korpusstudie

3.1  Methode

Die Studie hat das Ziel, den Sprachgebrauch in der Berichterstattung iiber sprach-
gesteuerte digitale Assistenzsysteme, genauer Amazons Alexa, in Hinblick darauf
zu analysieren, ob und auf welche Arten es zu sprachlichen Anthropomorphisie-
rungen kommt. Dabei soll analysiert werden, welche kognitiven Wissenssysteme
von Menschlichem und Nichtmenschlichem in Korpora auftreten, wenn iber die
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kinstliche Intelligenz Alexa gesprochen wird. Die Studie kann insofern als dis-
kurslinguistisches Unternehmen verstanden werden, als dass sie nach den Prak-
tiken fragt, »die systematisch die Gegenstinde bilden, von denen sie sprechen«
(Foucault 1981: 72). Es wird also davon ausgegangen, dass die Menschen(un)ihn-
lichkeit von Assistenzsystemen wie Amazons Alexa erst diskursiv erschaffen wird
und sich die Konzeptualisierungen dieser Menschen(un)ihnlichkeit musterhaft in
Diskursen niederschlagen:

So kénnen sprachliche Strukturen und Verwendungsmuster Hinweise sein fiir ge-
sellschaftlich typische Denk- und Handlungsweisen, andererseits kénnen sie als
Moglichkeitsbedingungen von Wissen bzw. von Wissensstrukturen angesehen
werden. (Spiefs 2011: 99)

Die Entscheidung fir die Analyse auf der Basis eines Referenzkorpus’ ist damit
zu begriinden, dass das Forschungsinteresse primir darauf gerichtet ist, welches
implizite Wissen bzw. welche impliziten Konzeptualisierungen des ontologischen
Status derartiger Systeme aktiviert werden, wenn iiber sie berichtet wird. Es geht
also gerade nicht um argumentativ gerichtete Konstruktionsmechanismen in Tex-
ten, die sich explizit mit der Inklusion oder Exklusion digitaler Entititen in der
Sphire des Menschlichen beschiftigen, sondern um implizite sprachliche Rah-
mungen, die das System Alexa in grofRere Nihe oder Distanz zum Menschen rii-
cken (vgl. Ott 2017 zur diskurslinguistischen Analyse von implizitem Wissen; zu
korpusbasierten Diskursanalysen vgl. Baker 2006, Bubenhofer 2009).

Fir die Analyse wurde im w-Archiv des DeReKo nach Belegen fiir »Alexa« ge-
sucht. Fir ein moglichst aktuelles Sampling wurden alle 2141 Treffer fur das Jahr
2019 als Volltext exportiert und hindisch bereinigt. Aussortiert wurden alle Belege,
in denen Alexa als Vor- oder Nachname auf eine reale Person verwies (z.B. Alexa Vo-
gel, Alexa Henning von Lange, Alexa Biirgi, Alexa Mall, Alexa Hutter; als Nachname
Mihai Alexa), Dopplungen sowie — vermutliche — Schlagzeilenbelege, die aufgrund
ihrer Kiirze nicht deutbar waren (z.B. Amazons Alexa oder Alexa und Siri ohne wei-
teren Kontext). Insgesamt umfasst das so bereinigte Sample 1496 Belege, die auf
Amazons Assistenzsystem Alexa referieren. Aus diesen wurde ein zufilliges Sample
von 300 Belegen erstellt, das fir eine genauere Analyse annotiert wurde.

In einem ersten Schritt wurde die Nominalphrase (NP), in der der Name Ale-
xa auftrat, morphosyntaktisch annotiert. Dabei wurden folgende Parameter ver-
merkt:

- Movierung (also die Affigierung des Suffixes -in an Personenbezeichnungen
wie bei Assistent > Assistentin)
«  Vorkommen von nicht-obligatorischen Artikeln (eine Alexa)
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«  Hersteller-anzeigende Possessivkonstruktionen (Amazons Alexa)*

« Adjektivattribute (kommerzielle Sprachassistenten wie Alexa)

. Koordination mit anderen Substantiven

- Alexa als appositives Attribut zu einer Gattungs- oder Personenbezeichnung
(die smarte Assistentin Alexa; auch Sprachassistenten wie Alexa)

Movierungen wurden stets als vermenschlichend kategorisiert, da das Suffix -in in
der Regel nur an Bezeichnungen fiir hhere Lebewesen tritt (s. Nibling in diesem
Band) - treten in-Movierungen mit unbelebten Bezugswortern auf (z.B. die Uni-
versitit als Arbeitgeberin), handelt es sich bei diesen meist um Kollektiva, die meto-
nymisch fiir Gruppen menschlicher Akteur*innen stehen (vgl. Szczepaniak 2013).
Artikel, die nicht aufgrund der Phrasenstruktur obligatorisch waren (wie es z.B.
bei Adjektivattributen im Singular der Fall wire; Belege wie die neue Alexa sind also
ausgeschlossen), wurden aufgenommen, da insbesondere bei der Verwendung des
Indefinitartikels wie im Beispiel eine Alexa die Individualisierung, die der Eigenna-
me leistet, reduziert und der Name als Typenbezeichnung verwendet wird, was der
Anthropomorphisierung, die der einem Personennamen entsprechende Produkt-
name eigentlich leistet, zuwiderlduft. Zu den Possessivkonstruktionen wurden nur
solche Genitivattribute gezihlt, die Herstellerangaben machen, in denen Alexa also
eindeutig als Amazon-Produkt bzw. zu Amazon gehorig bezeichnet wird, da dies
ebenso wie die Indefinitartikel als verdinglichend eingeschitzt wurde.” Bei den
— insgesamt seltenen — Adjektivattributen wurde notiert, ob sie auf einen tech-
nischen, dinglichen Kontext verweisen (z.B. kommerzielle Sprachassistenten) oder es
sich eher um menschliche Eigenschaften handelt (z.B. die allwissende Alexa). Begrifte
wie intelligent und smart wurden, auch wenn sie selbstverstindlich auf menschli-
che Eigenschaften verweisen kénnen, als technische Attribute verstanden, da sie in
den relevanten Kontexten in der Regel auf die Internetkonnektivitit und digitale
Steuerbarkeit von Geriten verweisen.

Zu den Koordinationen wurden alle gleichgeordneten Substantive gezihlt, die
mit den Konjunktionen und bzw. oder verbunden wurden, bei mehr als zwei Koor-
dinationsgliedern auch mit Komma getrennt (Alexa, Sivi und der Google Assistant).
Innerhalb der Koordinationen wurde auflerdem vermerkt, ob Alexa gemeinsam
mit anderen Sprachassistenzsystemen (z.B. Google Assistant oder Apples Siri), mit
technischen Geriten und Software-Applikationen (z.B. WhatsApp oder Lautsprecher)

1 Der umgekehrte Fall, in dem Alexa als Possessor in Form eines Genitivattributs auftritt, sind
im Sample nicht belegt.

2 Dies gilt natiirlich nicht fiir Possessivkonstruktionen im Allgemeinen, hier wird jedoch da-
von ausgegangen, dass das kontextspezifische Wissen um Amazon als Unternehmen, das
u.a. Sprachassistenzsysteme vertreibt, die Wahrnehmung des Possessums als Produkt be-
einflusst.
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oder mit Personenbezeichnungen (z.B. Alexa, Siri und die Kollegen auf der Wiese) ver-
wendet wurde, um so zwischen eindeutig humanisierenden und technisierenden
Kontexten bzw. solchen, die weder das eine noch das andere leisten (bei Koordina-
tion mit anderen Sprachassistenzsystemen) unterscheiden zu kénnen.

Als appositive Strukturen wurden zwei unterschiedliche, aber eng verwandte
Belegarten kategorisiert: zum einen enge Appositionen wie der Sprachroboter Ale-
xa, zum anderen solche Strukturen, in denen Alexa — auch in Koordination mit
anderen Assistenzsystemen — beispielhaft mit wie an Gattungs- oder Personenbe-
zeichnungen angeschlossen wird (Sprachassistenten wie Alexa). Konstruktionen wie
diese werden nur selten zu den Appositionen gerechnet (vgl. Eisenberg 1999: 250,
Hentschel/Weydt 2013: 369), da sie im Korpus aber offenbar willkiirlich als Variation
der »echten« engen Apposition auftreten, wurden sie gemeinsam annotiert. Auch
diese Konstruktionen wurden dahingehend annotiert, ob es sich bei dem jewei-
ligen substantivischen Bezugsnomen um dingliche Gattungsbezeichnungen (z.B.
der Sprachassistent Alexa) handelt oder um Personenbezeichnungen (Enkelinnen wie
Alexa und Siri, freundliche Dienstleister wie Alexa). Schwerer zu beurteilen ist die Frage,
inwieweit die Bezeichnung Assistent bzw. Assistentin als anthropomorphisierend zu
werten ist oder nicht. Die Assistenz-Metapher, die sich fir sprachgesteuerte Syste-
me wie Amazons Alexa, Apples Siri und den Google Assistant etabliert hat (s. auch
Lotze in diesem Band), ist natiirlich inhirent anthropomorphisierend. Gleichzei-
tig ist aber davon auszugehen, dass sich die Metapher zunehmend als Bezeichnung
fiir digitale Systeme konventionalisiert und moglicherweise in dieser Spezifizitit
lexikalisiert, so dass die vermenschlichende Semantik zunehmend in den Hinter-
grund tritt. Da jedoch sprachgesteuerte Assistenzsysteme noch recht jung sind,
wird hier nicht davon ausgegangen, dass eine solche Konventionalisierung und
Lexikalisierung bereits eingetreten ist, sodass Assistent als Personenbezeichnung
angesehen und daher als stirker anthropomorphisierend klassifiziert wird als das
Kompositum Sprachassistent, das auf technische Entititen verweist. Gestiitzt wird
diese unterschiedliche Bewertung auch vom Duden, der die Bedeutung von As-
sistent ausschlieflich mit humaner Referenz angibt und dies vom Sprachassistenten
unterscheidet, der entweder auf menschliche Assistierende oder auf sprachgesteu-
erte Systeme wie Amazons Alexa oder Apples Siri referiert.?

In einem zweiten Schritt wurde dann der weitere syntaktische Kontext an-
notiert, in dem die Alexa-Phrase auftrat. Dabei wurde unterschieden zwischen
Verbalphrasen (VP) und anderen Kontexten. Innerhalb der Verbalphrasen wurden
dann zum einen semantische Rollen und zum anderen Prozesstypen annotiert, wo-
bei in dieser Studie nur Agenspositionen und agensihnliche Rollen beriicksichtigt
werden, da diese als besonders sensitiv fiir vermenschlichende Sprachpraktiken

3 Assistent s. https ://www.duden.de/node/9196/revision/9223, Sprachassistent s. https ://www.
duden.de/node/239816/revision/243293(20.02.2021).

1 2:00:17.
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angenommen werden. Es wurden unterschiedliche Dimensionen des Proto-Agens
sowie agensdhnliche Positionen (vgl. Primus 2012: 17-25) definiert:

- Agens - Verursachung
0  Verursachung eines Geschehens, transitiv oder intransitiv (z.B. Im Test
schlug Alexa auch ohne Nennung des Keywords hiufiger an)
o  Verursachung einer Zustandsverinderung bei einem anderen Partizipan-
ten, transitiv

Anderer Partizipant ist unbelebt (z.B. Zusditzlich kinnen Alexa, Google Assi-
stant und Siri auf die jeweiligen hauseigenen Dienste zugreifen)

Anderer Partizipant ist belebt (z.B. Wie kann sichergestellt werden, dass
Sprach-Assistentinnen wie Alexa nationale Radiosender nicht benachteiligen?)

- Agens — Intentionalitit (z.B. Listern Alexa und Siri hinter meinem Riicken iiber mei-
nen Haaransatz?)

«  Experiencer, also wahrnehmende, wissende oder fithlende Partizipanten (z.B.
Der Autor dieser Zeilen ist Schwabe. Alexa versteht ihn deshalb nicht)

«  Zero, also Partizipanten von Zustandsverben, die fiir pridikative Zuschreibun-
gen genutzt werden (z.B. Alexa ist gefahrlich)

Es wird angenommen, dass die Zuschreibung von verursachenden Agensrollen
- insbesondere wenn das affizierte Patiens belebt ist oder die Handlung mit
Intentionalitit einhergeht — besonders stark anthropomorphisierend wirkt. Bei
Experiencer-Agenzien ist zwar die Agentivitit nicht stark ausgeprigt, es wird
jedoch ein empfindungsfihiges Bewusstsein (engl. semntiency) impliziert, sodass
auch solche Agenspositionen als stark anthropomorphisierend bewertet werden:
Wenn Alexa z.B. als hérend oder wissend beschrieben wird (z.B. Amazons Alexa hort
genau zu; Alexa weif$ nicht genug iiber die Situation), wird ein Bewusstsein suggeriert,
das diese Wahrnehmungen oder mentalen Vorginge ermdglicht.

In einem nichsten Schritt wurden auflerdem bei denjenigen VPs, in denen Ale-
xa als Agens(-artig) auftritt, die jeweiligen Prozesstypen nach Halliday/Matthiessen
(2014) vermerkt:

+ Materielle (Prozesse des Handelns oder des Geschehens, z.B. Alexa erledigt das
zur Zufriedenheit des Jungen fiinfmal hintereinander),

Verhaltensbezogene (Prozesse, die iuflere Resultate innerer Vorginge sind,
z.B. ..dass Alexa manchmal unmotiviert zu lachen anfingt),

«  Mentale (Prozesse, die innere Vorginge eines wahrnehmenden, fithlenden oder
wissenden/denkenden Bewusstseins darstellen, z.B. Alexa weif$ nicht genug),
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« Verbale (Sprechhandlungen, z.B. Sprachassistenten wie Alexa, Siri von Apple oder
der Google Assistant kinnen Fragen beantworten),

« Relationale (Verben, die der Charakterisierung und Identifizierung dienen,
i.d.R. sein und haben, z.B. Siri, Alexa und ihre Komplizinnen sind nicht nur
aufmerksam) und

- Existenzielle Prozesstypen (zeigen an, dass etwas existiert bzw. vorhanden ist,
meist Verben wie sein oder geben, z.B. neben UKW/DAB+ gibt es Internetradio,
Bluetooth, Spotify und Alexa).

Das Auftreten materieller, verhaltensbezogener, mentaler und verbaler Prozessty-
pen wird im Kontext dieser Studie als potenziell anthropomorphisierend gewer-
tet, wobei materielle und verhaltensbezogene Typen sowohl bei menschlichen als
auch bei nicht-menschlichen Agenzien auftreten kénnen (z.B. konnen Handlun-
gen und Vorginge wie kochen, explodieren oder reifen sowohl belebte als auch unbe-
lebte Handlungstriger aufweisen, andere wie spazieren, umarmen oder aufriumen
jedoch ausschlieflich menschliche). Hingegen treten mentale und verbale Prozes-
se in der Regel nur mit belebten menschlichen Agenzien auf: Gerade sprechen und
denken sind Prozesse, die als exklusiv menschlich konzeptualisiert werden. Andere
verhaltensbezogene und mentale Prozesstypen wie z.B. begriifien, sehen oder fiihlen
treffen natiirlich auch auf nichtmenschliche Tiere zu; Belebtheit ist aber in jedem
Fall notwendige Bedingung.

Insgesamt ergibt sich innerhalb der Nominalphrasen, die den Suchbegriff Alexa
umfassen, und in den Verbalphrasen, deren Argumente diese NPs sind, das folgen-
de Merkmalsschema, nach dem sich die sprachliche Vermenschlichung von Alexa
klassifizieren lisst (Tabelle 1). Aufgefithrt werden nur die Merkmale, die als kon-
zeptuelle Merkmale des Mensch-Seins gesehen werden. Dabei wird davon ausge-
gangen, dass insbesondere das Mapping der Domine »menschliche Natur«, die
in Haslams (2006) Modell als Gegenpol zu mechanischen Merkmalen verstanden
wird, stark anthropomorphisierend im Kontext artifizieller Entititen wirkt.
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Tabelle 1: Klassifizierungssystem vermenschlichender Sprachpraktiken

vermenschlichend verdinglichend
Nominalphrase Movierung + -
blofier Eigenname + -
Indefinitartikel - +
Possessivkonstruktionen - +
Adjektivattribute
technisch - +
menschlich + -
Koordination mit
Sachbezeichnungen - +
Personenbezeichnungen + -
Apposition zu
Sachbezeichnungen - +
Personenbezeichnungen + -
VP: Semantische Agens
Rollen — verursachend @) -
— geschehensverdndernd
— zustandsverandernd, + -
unbelebtes Patiens
— zustandsverdndernd, ++ -
belebtes Patiens
— intentional ++ -
VP: Prozesstypen Experiencer + +
materiell + +
mental +(+) -
verbal ++ -
verhaltensbezogen G Q]
velational + +

3.2 Auswertung

Die Korpusdaten zeigen deutlich, dass auf Amazons Assistenzprogramm Alexa
ganz iberwiegend mit dem ausschlieRlichen Gebrauch des Eigennamens Alexa
Bezug genommen wird. Im annotierten Sample aus 300 Belegen besteht die NP,
die den Suchbegriff Alexa enthilt, in knapp der Hilfte der Fille (47,7 %) nur aus
dem Eigennamen. Ein Blick in die Gesamttabelle der DeReKo-Belege fiir Alexa aus

1 2:00:17.
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dem Jahr 2019 zeigt, dass das Sample reprisentativ ist: in den Gesamtdaten wird
in 48,4 % der Treffer unter der ausschlieRlichen Verwendung des Namens Alexa
auf das System verwiesen. Diese Dominanz der exklusiv onymischen Referenz ist
nur in geringem Umfang darauf zuriickzufithren, dass Beispiele fir die direkte
Adressierung des Systems (z.B. Alexa, lebst du?) gegeben werden; nur 19 Belege des
Samples weisen diese Struktur auf.

Tabelle 2 schliisselt die weitere syntaktische Struktur der Alexa-NPs auf, wobei
jeweils die absolute Vorkommenshiufigkeit genannt wird. Da sich mehrere der
Parameter nicht gegenseitig ausschlieffen miissen — Possessivkonstruktionen wie
Amazons Alexa konnen z.B. sowohl innerhalb von Koordinationen (Amazons Alexa
und Apples Siri) als auch in Appositionen auftreten (Amazons Sprachassistentin Alexa)
— wurde von relativen Angaben abgesehen.

Tabelle 2: Struktur der Nominalphrasen mit dem Suchbegriff Alexa

Haufigkeit Beispiel
nurEN 143 Alexa hort nicht nur mit
Movierung 15 Wer meint, die Sprachassistentin Alexa sei dumm
Indefinitartikel 3 eine Alexa macht noch kein Haus schlau
Possessiv- 37 Man navigiert online, ldsst sich unterhalten oder spricht
konstruktionen mit Amazons Assistenzsystem Alexa
(Hersteller)
Adjektivattribute 30 Jeff Bezos [...], der die Menschheit mit der umstrittenen

Lautsprecherwanze Alexa begliickte

Koordination 83 Deshalb iiberlegen sich Computerforscher, die Sprach-
assistenten Siri und Alexa genderneutral klingenzu las-
sen

Apposition 86 Evar und FrinKi sind lange tot. Doch sie leben weiter in

ihren Enkelinnen wie Siri oder Alexa

Deutlich wird, dass neben der reinen Namennennung vor allem koordinati-
ve und appositive Strukturen auftreten. Movierungen von Bezugsnomen zu Alexa
treten in nur 15 Fillen auf, die sich nahezu hilftig auf Objekt- (46,7 %) und Perso-
nenbezeichnungen (53,3 %) verteilen: Amazon hat die Marke von 100 Millionen verkauf-
ten Geriiten mit seiner Sprachassistentin Alexa geknackt; wer meint, die Sprachassistentin
Alexa sei dumm vs. weil sie etwa Alexa fiir eine Spionin [...] halten; die vermeintliche Alles-
konnerin Alexa ist dem SpafSmacher ziemlich suspekt; sie leben weiter in ihren Enkelinnen
wie Siri. Auffillig ist insbesondere die Referenz auf Alexa und Siri als Enkelinnen,
wodurch sie nicht nur als menschlich, sondern als Mitglieder einer Familie ausge-
wiesen werden.

1 2:00:17.

359


https://doi.org/10.14361/9783839453131-015
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

360

Miriam Lind

Nicht-obligatorische Artikel treten nur in drei Fillen und stets indefinit auf.
Bereits das Beispiel in Tabelle 2 — ebenso wie die beiden anderen Belege (Haben Sie
zuhause eine Alexa, mit der Sie sprechen?, einer Alexa schligt man schliefSlich keinen Wunsch
ab) — zeigt, dass die indefinite Verwendung eine Alexa stark de-individuierend und
typisierend wirkt; es geht nicht mehr um das konkrete Assistenzsystem, sondern
um Sprachassistenten an sich, fiir die der Name Alexa stellvertretend steht. Die 30
Adjektive, die in der Alexa-Phrase auftreten, sind ganz iiberwiegend (79,3 %) aus
dem technischen Bereich und attribuieren nur in einem Fall Alexa direkt (die elek-
tronische Alexa); in allen anderen Fillen beziehen sie sich auf das Bezugsnomen von
Alexa: die smarte Assistentin Alexa, die kiinstliche Intelligenz Alexa oder digitale Diener
wie Alexa. In gut 17 % der Adjektivbelege lassen sich diese dem Konzept Mensch
zuordnen, z.B. wenn von freundliche »Dienstleister« wie Alexa oder von jene allwissen-
de, mutmafSlich gittliche Telefon-Domina Alexa gesprochen wird. Drei Adjektive lieRen
sich nicht klar in der Dichotomie Mensch/Maschine bzw. Mensch/Produkt veror-
ten, nimlich hauseigen, umstritten und vermeintlich. Insgesamt ist das Auftreten von
Adjektivattributen jedoch gering, sodass die Aussagekraft durch ein grofReres Sam-
ple iberpriift werden miisste.

Die Analyse der 83 Koordinationen zeigt, dass Alexa besonders hiufig mit ande-
ren Sprachassistenzsystemen auftritt (90,4 %). In 7,2 % erscheint Alexa gemeinsam
mit anderen technischen Geriten bzw. Computer-Applikationen (z.B. es geht um viel
mehr als Alexa; Chatbots und von Computern verfasste Birsenberichte). Fir die Koordina-
tion mit Personenbezeichnungen finden sich im Sample nur zwei Belege: Siri, Alexa
und ihre Komplizinnen sind nicht nur aufmerksam und so fiigsam wie schon jetzt Alexa, Siri
und die Kollegen auf der Wiese. Am hiufigsten wird Alexa mit Siri koordiniert (34,7 %,
z.B. Siri und Alexa standen Pate), auch dreigliedrig gemeinsam mit Google Assistant
(20 %, z.B. digitiale Sprachhelfer wie Alexa, Sivi und der Google Assistant), mit Cortana
(4 %, z.B. die digitalen Nannys namens Sivi, Alexa und Cortana) oder mit Verweis auf
andere Sprachassistenten (8 %). Nur mit Google Assistant verpartnert wird Alexa
in 17,3 % der Koordinationen (z.B. Sonos bietet bei mehreren Modellen die Integration
von Alexa und Google Assistant an) und in 12 % der Belege werden andere Sprachas-
sistenten mit und Co. oder und andere digitale Assistenten zusammengefasst (z.B. die
Meinungen iiber Alexa und Co. gehen auseinander). Die viergliedrige Koordination von
Alexa, Siri, Google Assistant und Cortana tritt dreimal auf, z.B. im Beleg Die Welt
hort auf Alexa, Siri, Cortana und Google. Auffillig ist, dass Movierungen nur bei der
Koordination von Alexa und Siri auftreten (Siri, Alexa und ihre Komplizinnen; Enke-
linnen wie Sivi und Alexa; virtuelle Assistentinnen wie Alexa und Siri), also denjenigen
Sprachassistenten, die real existierende weibliche Personennamen tragen.

In den 86 appositiven Strukturen iiberwiegen klar die technischen Beziige, ins-
besondere durch das regelmifige Auftreten des Bezugsnomens Sprachassistent und
Variationen davon (78,8 % technisch vs. 21,2 % menschlich). Tatsichlich macht die
Bezeichnung Sprachassistent 59,1 % der auf das Konzept »Maschine« verweisenden
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Belege aus. Die anderen technischen Bezugsnomen zu Alexa sind vor allem Sys-
tem (z.B. Spracherkennungssysteme wie Apples Sivi oder Amazons Alexa kinnen Sprache so
gut erkennen wie Menschen) oder Software (z.B. Bei Assistenzsoftware wie Amazons Alexa,
dem Google Assistant und Siri wurden Fragmente von Mitschnitten [...] auch von Menschen
abgehirt), gelegentlich kommt es aber auch zu kreativeren Bezeichnungspraktiken
wie die umstrittene Lautsprecherwanze Alexa oder Computerwesen wie Alexa. Auch bei
den menschlichen Bezugsnomen iiberwiegt die Verwendung der Assistenzmeta-
pher (z.B. ein paar giinstige Speaker, die mit der smarten Assistentin Alexa ausgestattet
sind), die in den Fillen, in denen sie nicht als Kompositum Sprachassistent auf-
treten, als anthropomorphisierend gewertet wurden, wie bereits in 3.1 beschrie-
ben. Weitere anthropomorphisierende Bezugsnomen sind Diener, Alleskonnerin, Ge-
hilfen, Nannys, Telefon-Domina und Enkelinnen. Ein Aspekt ist in Hinblick auf die
anthropomorphisierenden Bezugsnomen von Alexa bemerkenswert: unter den 18
Personenbezeichnungen, die Alexa charakterisieren, finden sich sechs Feminin-
movierungen (4x Assistentin(nen), Alleskonnerin, Enkelinnen). Im Gesamtsample aus
300 Belegen treten nur 15 Movierungen auf, die Hiufung ihres Vorkommens im
Kontext menschlicher Bezugsnomen ist also deutlich iiberzufillig. Uber die in-
Movierungen hinaus treten die zwei inhirent weiblich gegenderten Begriffe Nanny
und Domina auf — interessanterweise existieren zu keinem der beiden minnliche
Entsprechungen. Die Vermenschlichung von Assistenzsystemen wie Alexa verliuft
also ganz klar tiber ihre Genderisierung: Geschlecht als soziales Ordnungssystem
ist eine genuin menschliche Zuschreibung, relevant im Fortpflanzungssinn zwar
auch fiir andere Lebewesen, von sozialer Bedeutung jedoch primir in der Sphire
des Menschen. Die Zuschreibung von Geschlecht an ein Assistenzsystem kann so
als hochst bedeutungsvolle Praktik der Vermenschlichung beschrieben werden, die
nach Haslams (2006) Modell als Zuschreibung menschlicher Natur zu werten ist.
Die Einordnung von Doing Gender als Teil eines Doing Being Human lisst sich auch
dadurch stiitzen, dass die Dehumanisierung von Personen, die mit der traditionel-
len Geschlechterordnung mehr oder weniger bewusst brechen, regelmif3ig iiber
das Absprechen von Geschlecht durch Verwendung von neutralem Genus erfolgt
(vgl. Nitbling/Lind demn., Lind demn.). Dass auch die Wahl des weiblichen Per-
sonennamens zur weiblichen und dadurch menschlichen Wahrnehmung beitrigt,
lasst sich auflerdem dadurch belegen, dass Femininmovierungen sowie die Wahl
inhirent weiblicher Lexeme als Bezugsnomen von Assistenzsystemen im Sample
nur bei Alexa und Siri — und in einem Fall mit dem zumindest phonologisch ein-
deutig weiblichen Namen Cortana — auftreten. Sobald der Google Assistant in Ko-
ordination mit Alexa (oder mit Siri und Alexa) auftritt, werden, wenn iiberhaupt,
maskuline Personenbezeichnungen gewihlt. Obwohl auch dieses Assistenzsystem
als Default eine weibliche Stimme hat, scheint die maskuline Produktbezeichnung,
die im Gegensatz zu den Systemen von Amazon und Apple gerade keinen Perso-
nennamencharakter hat, die Verwendung grammatisch femininer Bezeichnungen
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zu verhindern, was auch die Anthropomorphisierung einschrinken diirfte. Dies
zeigt sich auch darin, dass die Koordination von Alexa und Google Assistant ohne
die Nennung anderer Assistenzsysteme nahezu exklusiv in den technischen Be-
reich verweist (84,6 %), die Koordination von Alexa und Siri dagegen nur in 30,8 %
der Fille.

Von den 300 Nominalphrasen, die sich direkt auf Alexa beziehen, sind die meis-
ten in Verbalphrasen eingebunden (183 bzw. 61 %), wobei die Alexa-Phrase in gut
der Hilfte der Fille (95 bzw. 51,9 %) als Agens oder in einer agensihnlichen Rolle
(Experiencer, Zero) auftritt. Tabelle 3 bietet eine Ubersicht itber die Verteilung der
agentiven und agensihnlichen Rollen, die die Alexa-Phrasen einnehmen:

Tabelle 3: Agens(-dhnliche) Rollen der Alexa-Phrase (n = 95)

Haufigkeit Beispiel
Verursacher 25,3% Alexa fahrt mit
(ohne Affizierte)
Verursacher 18,7% Da spielt Alexa die Musik, an die wir gerade
(unbelebte Affizierte) erst gedacht haben
Verursacher 4,4% Da Alexa mit uns sprechen kann
(belebte Affizierte)
Experiencer 16,5% Alexa wiirde also permanent mithoren
Zero 34,1% Alexa ist unsere Universalwaffe
Possessor 1,1% Siri und Alexa haben einen Opa

Den iberwiegenden Teil der VPs, in denen die Alexa-Phrase als agentives
oder agensihnliches Argument auftritt, lisst nicht per se auf eine ausgeprigte
Vermenschlichung schlieflen. Die semantischen Rollen, die Alexa einnimmt,
sind mehrheitlich solche, die sowohl von belebten als auch unbelebten Entititen
besetzt sein konnen. Am hiufigsten sind solche Agenzien, die keine weiteren
Partizipanten involvieren oder affizieren, also intransitive Handlungs- und Vor-
gangsverben (Verursacher ohne Affizierte, Experiencer) oder Zustandsverben, die
fir pradikative Zuschreibungen genutzt werden (Zero), z.B. steht in der kiinstleri-
schen Kritik; ist gefihrlich; ist nur wegen ihrver angenehmen Stimme so beliebt oder ist als
Hausnotrufsystem nicht geeignet. Affiziert Alexa andere Partizipanten, so sind diese
ganz iiberwiegend unbelebt: Alexa, Siri und Co. umschiffen Klippen, Alexa zeichnet
einen Einbruch auf, steuert Gerite oder greift auf Dienste zu. Es scheint also vorrangig
darum zu gehen, die Fihigkeiten und Einsatzgebiete von Sprachassistenzsys-
temen auszuloten. In nur vier Belegen wirkt Alexas Handeln auf menschliche
Partizipanten ein, die interessanterweise in drei dieser vier Fille nahezu vollstin-
dig ausgeblendet werden: Amazons Alexa soll alsbald nach einem Husten oder Niesen
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iiber passende Medikamente informieren; wie kann sichergestellt werden, dass Sprach-
Assistenten wie Alexa nationale Radiosender nicht benachteiligen? und kiinftig soll man
von Alexa Auskunft erhalten kinnen. Dass ein artifizielles System wie Alexa Menschen
beeinflusst, wird mal prisupponiert, indem das Patiens ausgelassen wird (wen
Alexa iiber passende Medikamente informieren soll, wird nicht spezifiziert), mal,
indem Radiosender metonymisch fiir die Mitarbeitenden und deren Arbeit steht,
die Alexa benachteiligen und so unsichtbar machen kénnte, im dritten Beispiel
ist es das Indefinitpronomen man, das Auskiinfte von Alexa bekommt. Dieses
sprachliche Muster, mit dem das aktive Einwirken von Assistenzsystemen auf den
Menschen satzsemantisch in den Hintergrund geriickt wird, erstreckt sich auch
dahingehend weiter, dass diese in nicht-agentiven Positionen auftreten, obwohl
sie eigentlich Handlungstrager in den beschriebenen Situationen sind: Die Welt
hort auf Alexa, Sirvi, Cortana und Google, ein Ehepaar ldsst sich jeden Morgen von Alexa
wecken — offenbar darf Alexa sprechen, dienen und lachen, als Agens auf patientive
Menschen einzuwirken geht aber offenbar einen Schritt zu weit.

Interessant sind weiterhin die Belege, in denen Alexa als Experiencer beschrie-
ben wird, also als wahrnehmendes, fithlendes oder wissendes Subjekt auftritt.
Damit entspricht Experiencer der Partizipantenrolle von solchen Verben, die bei
Halliday/Matthiessen (2014) als mentaler Prozesstyp beschrieben werden. Die
semantische Rolle »Experiencer« ist im Sample 16-mal fiir Alexa belegt, wobei die
Fihigkeit, zu horen (43,7 %), zu verstehen/erkennen (25 %) und ihr Wissen (31,3 %)
die zentralen Komponenten ihrer mentalen Kompetenz darstellen: Amazons Alexa
hort genau zu; Alexa lauscht; Alexa versteht nur Kommandosprache; Alexa weifs nicht genug
iiber die Situation. Die Verwendung des Verbs lauschen ist insofern auftillig, als dass
es im Vergleich zu hiren deutlich stirker Intentionalitit suggeriert.

Die Prozesstypen, die mit Alexa als Agens oder agensihnlich auftreten (insge-
samt 95), sind in Tabelle 4 wiedergegeben:
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Tabelle 4: Prozesstypen mit Alexa als Agens oder agensihnlicher Rolle

Prozesstyp rel. Haufigkeit Prozesse

materiell 34,7 % abspielen, (sich) aktivieren, anschlagen, aufzeich-
nen, beitragen, bieten, bringen, Einzug halten, ent-
decken, erledigen, funktionieren, laufen, umschiffen,
machen, mitfahren, offnen, sammeln, steuern, iiber-
tragen, umgehen, verarbeiten, werden, zugreifen

verhaltensbezogen 4,2% benachteiligen, lachen, reagieren

mental 18,9 % erkennen, horen, horchen, lauschen, mithiren, ver-
stehen, wissen, zuhoren

verbal 8,4 % Auskunft geben, beantworten, erwidern, informie-
ven, ldstern, liigen, sprechen

relational 221% bergen, gehiren, haben, sein

existenziell 10,5 % ein Eigenleben fiihren, geben, kommen, sein, ste-
cken, stehen,

Besonders vier Prozesse fallen hier ins Auge: sich aktivieren (die virtuelle Assis-
tentin Alexa habe sich unbemerkt aktiviert), liigen (Sie hatten zum Beispiel das Gefiihl, dass
Alexa liigt), listern (Listern Alexa und Siri hinter meinen Riicken iiber meinen Haaransatz?)
und ein Eigenleben fiilhren (Will niemand wissen, dass Alexa ein Eigenleben fiihrt?), da sie
ein hohes Maf an Intentionalitit implizieren, das eine kiinstliche Intelligenz —
zumindest beim derzeitigen Entwicklungsstand — nicht aufweisen kann.

Die materiellen Prozesse, die die hiufigsten Prozesstypen sind, fokussieren
vorrangig auf solche Vorginge, die unbelebte Agenzien zulassen: Alexa liuft zum
Beispiel im neuen VW Golf 8; Alexa spielt die Musik; Alexa, Google Assistant und Sivi kon-
nen auf die jeweiligen hauseigenen Dienste zugreifen sind nur drei dieser Belege. Es gibt
jedoch auch bei diesen Prozesstypen solche, die ein belebtes, meist menschliches
Agens voraussetzen: Innen zieht Alexa ein; Alexa, 3, Sprachassistentin, hat die Religion fiir
sich entdeckt; damit Alexa ihre Job optimal erledigen kann; Alexa fihrt mit; und auch ein
Satz wie Alexa, Sivi und Co. umschiffen diese Klippen impliziert eindeutig handelnde
Personen, die bewusst Schwierigkeiten vermeiden.

Die relationalen Prozesstypen dienen primir der Zuschreibung von Attributen
und somit der Charakterisierung ihres Subjekts. Am hiufigsten sind Belege, die
diskutieren, was Alexa kann oder nicht kann und fiir welche Zwecke sie sich eig-
net (36,8 %): kommerzielle Sprachassistenten wie Siri und Alexa sind noch weit von einer
natiirlich-sprachigen Kommunikation entfernt; ob Sprach-Assistenten wie Siri oder Alexa
auch ihren Haushalt im Griff haben; in ein paar Jahren werden Mercedes, Sivi und Alexa
so gut sein wie K.IT.T.; ...dass Alexa als Hausnotrufsystem fiir seinen Vater nicht geeignet
ist. Frequente relationale Typen sind im Sample aufierdem solche, die Alexa als Si-
cherheitsrisiko rahmen (26,3 %): so gefihrlich ist Alexa fiir Kinder; der Sprachassistent
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Alexa birgt [...] Risiken fiir Minderjihrige und unbeteiligte Besucher; wie sicher aber ist Ale-
xa fiir den Nutzer noch? Es treten aber auch relationale Prozesstypen auf, die Alexa
eindeutig in eine menschliche Position riicken, etwa wenn davon die Rede ist, dass
Alexa und Sivi einen Opa haben, dass Siri, Alexa und ihre Komplizinnen nicht nur aufmerk-
sam sind, sondern auch ein gutes Geddchtnis haben, oder die Sprachassistentin Alexa fiir
dumm gehalten wird. Auch der Beleg die vermeintliche Alleskonnerin Alexa ist dem Spaf3-
macher ziemlich suspekt kann als anthropomorphisierend gewertet werden, da z.B.
ein Blick in das DWDS-Wortprofil von suspekt zeigt, dass damit ganz iiberwiegend
Menschen charakterisiert werden.*

Vernachlissigbar sind die neun Belege fiir existenzielle Prozesstypen, die vor-
rangig das Vorhandensein, die Existenz oder den Zustand von Alexa angeben (z.B.
der Sprachassistent Alexa ist mittlerweile in vielen Haushalten zu finden, Alexa wird bald
héufiger anzutreffen sein). Insgesamt lasst sich also festhalten, dass Amazons KI-
System Alexa iiberwiegend in solchen Verbalphrasen als Agens oder in einer agens-
dhnlichen Rolle auftritt, die nicht per se Hinweise auf ihren ontologischen Status
geben. Im Vordergrund stehen ihre technischen Einsatzmoglichkeiten, also etwa,
dass das System Daten verarbeitet, Musik abspielt oder andere Gerite steuern
kann. Auch wenn diese Verwendungen, in denen Alexa eindeutig als technische
Entitit konzeptualisiert wird, dominieren, sind anthropomorphisierende Verbal-
phrasen keine Seltenheit; mentale und verbale Prozesse, die stets belebte und in
den meisten Fillen auch humane Agenzien voraussetzen, machen immerhin ein
Viertel der VPs aus, in denen die Alexa-Phrase Agens oder agensihnlich ist.

Abschliefiend soll darauf fokussiert werden, wie vermenschlichende sprachli-
che Praktiken in der direkten Referenz auf Amazons Assistenzsystem Alexa — also
z.B. durch ausschliefilich onymische Referenz, durch movierte Bezugsnomen und
Personenbezeichnungen — auf unterschiedliche semantische Rollen und Prozess-
typen verteilt sind, ob es also zu Interaktionen prozessbezogener und nominaler
Anthropomorphisierungen kommt.

Zuerst wurde die Referenz mit dem Personen- und Produktnamen Alexa bei
anthropomorphisierenden Prozesstypen (n = 43) iiberpriift; diese tritt in 60,5 %
dieser Prozesse auf. Im Vergleich dazu macht die Verwendung des Namens Alexa
ohne weitere Spezifikation 47,7 % der Alexa-Phrasen im Gesamt-Sample aus. Die
unterschiedliche Verteilung deutet darauf hin, dass die Verwendung des Eigenna-
mens ohne weitere Spezifizierungen mit Anthropomorphisierung auf Ebene der
Prozesstypen einhergeht. Noch eindeutiger ist die Korrelation von anthropomor-
phisierenden Prozesstypen und movierten Formen: Bei 13,9 % der Prozesstypen,
die spezifisch menschliche Handlungen oder Zustinde beschreiben, tritt Alexa mit
einem movierten Bezugsnomen auf, z.B. Siri, Alexa und ihre Komplizinnen sind nicht

4 https ://www.dwds.de/wp/suspekt(20.02.2021).
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nur aufmerksam, sie haben auch ein gutes Gedichtnis; die virtuelle Assistentin Alexa [...] ha-
be sich unbemerkt aktiviert; die vermeintliche Alleskonnerin ist dem SpafSmacher ziemlich
suspekt. Im Vergleich zum Vorkommen von Movierungen im Gesamt-Sample (5 %)
ist das gehiufte Auftreten in diesen vermenschlichenden Kontexten klar tiberzufil-
lig. Es zeigt sich also insgesamt, dass die sprachliche Markierung von Geschlecht
eine der salientesten Anthropomorphisierungspraktiken ausmacht.

4, Fazit

Die Korpusanalyse zeigt, dass die konzeptuelle ontologische Metapher MASCHI-
NE IST MENSCH zwar nicht konsequent das Sprechen itber Amazons Alexa domi-
niert, in jedem Fall aber ein frequentes Phinomen ist, mit dem Assistenzsysteme
in der Sphire des Menschlichen platziert werden. Die Verwendung dieser meta-
phorischen Menschwerdung beginnt bereits mit der Benennung des KI-Systems,
die von den Hersteller*innen mit Sicherheit auch in dem strategischen Wissen
gewahlt wurde, dass Anthropomorphisierung zum erfolgreichen Marketing bei-
tragt (vgl. Groppel-Klein/Pfeifer/Helfgen 2015). Tatsichlich konnte auf Basis der
Korpusanalyse gezeigt werden, dass der Eigenname Alexa vorrangig ohne weite-
re Spezifikationen auftritt, die ihn deutlich als Produktnamen ausweisen, sodass
auf onymischer Ebene eindeutig Menschlichkeit suggeriert wird. Die vermensch-
lichende Wirkung von Personennamen in der Benennung sprachgesteuerter As-
sistenzsysteme zeigt sich auch darin, dass Alexa und Siri koordiniert vorrangig
in vermenschlichenden Kontexten auftreten (also z.B. einen Opa haben, Enkelinnen
sind und moglicherweise gemeinsam ldstern), wohingegen Alexa und Google ge-
meinsam vor allem als technische Gerite beschrieben werden (z.B. als Instrumen-
te, iiber die sich SmartHome-Gerite wie Tradfri und Hue ansprechen lassen oder als
Implementierungen, fiir deren Integration andere Hersteller mehrere Modelle anbieten).
Genauere Erkenntnisse hierzu konnte eine kontrastive Korpusanalyse zu Alexa, Siri
und Google Assistant liefern. In jedem Fall lisst sich aber festhalten, dass die Pro-
duktbenennung iiber einen Personennamen in die Doméne »menschliche Natur«
verweist, also iiber das Merkmal Individualitit Menschlichkeit zuschreibt.

Ein vergleichbarer Pfad der Vermenschlichung wird mit der Zuschreibung von
Agentivitit begangen, was vorrangig durch das Auftreten in der semantischen Rol-
le des Agens geschieht. Dem Assistenzsystem werden regelmiflig Agenspositionen
bzw. agensihnliche Rollen zugeschrieben, die Handlungstrigerschaft ausweisen.
Deutlich wurde in den Daten, dass Amazons Alexa durchaus als handelnd beschrie-
ben wird, dass aber in den - insgesamt allerdings seltenen - Fillen, in denen
das System auf ein menschliches Patiens affizierend einwirkt, diese Patiensrolle
nicht expliziert oder durch Indefinitpronomen oder Kollektivbezeichnungen be-



https://doi.org/10.14361/9783839453131-015
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

»Alexa, 3, Sprachassistentin, hat die Religion fiir sich entdeckt«

setzt wird. Inwieweit es sich dabei um ein regelmifig auftretendes Muster han-
delt, muss auf Basis einer umfangreicheren Datenanalyse gezeigt werden.

Es wurde weiterhin gezeigt, dass der KI Alexa auch andere Merkmale mensch-
licher Natur zugeschrieben werden, insbesondere Responsivitit: Alexa reagiert, ant-
wortet, erwidert und gibt Auskunft. Interpersonelle Warme wird ihr vor allem dadurch
eingeschrieben, dass sie in ein Familiensystem eingebunden wird, in dem sie En-
kelin ist und einen Opa hat, sich aber gleichzeitig auch als Nanny um Menschen und
insbesondere menschliche Kinder kitmmert. Ihr kognitives Vermogen wird vor al-
lem in mentalen Prozessen konstruiert: Alexa hort zu, weifs alles, sie versteht und
erkennt Dinge und ist eine Alleskinnerin.

Als wichtiger Faktor der Verhandlung von menschlichem Status, der in Has-
lams (2006) Modell des Mensch-Seins und der Dehumanisierung fehlt, ist zudem
Geschlecht zu nennen (s. Abbildung 2). Das Absprechen von Geschlechtszugehérig-
keit ist eine Dehumanisierungspraktik, die vorrangig menschliche Natur negiert
(vgl. Nubling/Lind demn.). Umgekehrt bedeutet die Zuweisung von Geschlecht ei-
ne naturalisierende Einbiirgerung in die menschliche Sozialwelt. Bereits die Wahl
des auch phonologisch duflerst femininen Personennamens Alexa weist das As-
sistenzsystem eindeutig als weiblich aus (zur geschlechtsspezifischen Phonologie
von Vornamen vgl. Nibling 2009, Schmidt-Jiingst 2020), wobei auch die feminine
Stimme diesem Eindruck zutrdglich ist. Sprachlich korrespondieren damit movier-
te Personenbezeichnungen als Bezugsnomen von Alexa (Spionin, Assistentin, Enkelin,
Komplizin etc.) ebenso wie inhirent gegenderte Rollenzuschreibungen wie Domi-
na oder die bereits genannte Nanny. Insgesamt ist diese genderisierte Form der
Anthropomorphisierung zwar relativ selten, sie ist jedoch nichtsdestotrotz eine
wirkmachtige Praktik, die ein maschinistisches Verstindnis von Assistenzsyste-
men verunmoglicht.

Abbildung 2: Modell naturalisierender Anthropomorphisierung

Naturalisierende

.v\nlhrupnmurphisicrung

Kognitive Offenheit Agency/ [ Geschiecht |
Wiirme

E i |l
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Passivitiit | [ Geschtechtslosigkeit |

Die Studie hat also insgesamt gezeigt, dass die Anthropomorphisierung von
sprachgesteuerten Assistenzsystemen iiber die Zuschreibung von menschlicher
Natur nach Haslam (2006) verliuft, sodass man auf Basis seines Modells und der
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Ergebnisse der vorliegenden Korpusstudie ein gegenliufiges Modell der natu-
ralisierenden Anthropomorphisierung entwerfen kann (s. Abbildung 2), dessen
Validitit in einer umfangreicheren Studie tberpriift werden sollte. Darin zeigt
sich, dass es insbesondere die naturalisierenden Zuschreibungen von Geschlecht,
Agentivitit, Wahrnehmung/Bewusstsein, zwischenmenschliche Wirme und
Responsivitit sind, die Alexa einen menschlichen Status zuweisen.
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