Zu Risiken und Anonymisierungen von Verhaltensbiometrie
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Zusammenfassung

Die bestehenden Social-Media-Plattformen erweitern sukzessive die Art,
Qualitat und Quantitat der Daten, die sie ber ihre Nutzer:innen erheben.
Zu bereits frither aufgezeichneten Daten kommen diverse neue Arten hin-
zu: Hierzu geh6ren Korperbewegungen, wie die Handgesten, mit denen die
Gerite gesteuert werden, die Augenbewegungen, die von vielen Geridten
erfasst werden, aber auch Faktoren wie die menschliche Stimme, oder
Herzschlage und Gehirnaktivitéten.

Neben der simplen Identifizierung von Individuen erlauben diese verhal-
tensbiometrische Merkmale viele Riickschliisse iiber Eigenschaften aufge-
nommener Personen, wie Alter, Geschlecht, Gesundheitszustand, aber auch
die Personlichkeit. Fiir die Nutzer:innen ist dabei nur noch sehr schwer
zu erkennen, welche Riickschliisse iiber persénliche Informationen méglich
sind.

Als Gegenmafinahme gegen diese Privatsphireeinschnitte haben Nut-
zer:innen oftmals nur die Wahl, ob eine Anwendung auf einen bestimmten
Sensor vollstindig zugreifen darf, oder gar nicht; wobei Letzteres oftmals
damit verbunden ist, dass die Anwendung nicht mehr wie gewiinscht, oder
gar nicht mehr funktioniert.

Um dieser Diskrepanz zwischen Datenschutz und immer weitreichen-
derer Datensammlung zu begegnen, bedarf es zundchst Untersuchungen
tiber die in solchen biometrischen Daten enthaltenen Informationen. Zu-
satzlich werden neuartige Privatsphire-Einstellungen notig, in welchen die
Nutzer:innen nicht nur wiahlen kénnen, ob Daten geteilt werden (z.B.
von bestimmten Sensoren), sondern auch ob private Eigenschaften durch
Anonymisierungstechniken vor dem Teilen entfernt werden sollen.

1. Einleitung

Die Qualitdt und Quantitat, mit welcher unser alltigliches Leben erfasst
wird, hat sich bisher stetig erhoht. Von groflen, dedizierten, digitalen Ka-
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meras, die nicht mehr als 800x600 Pixel aufnehmen kénnen, zu Megapi-
xel-Kameras in Smartphones ist dieser Trend bis heute ungebrochen. Mit
Augmented Reality (AR) and Virtual Reality (VR) steht der nichste Schritt
in dieser Entwicklung an.

Die Vision von Technologiekonzernen wie Meta ist es, mit AR/VR ein
Metaverse zu schaffen, eine digitale Welt, in der wir arbeiten, interagie-
ren und leben werden. Fiir das Eintreten in diese digitale Welt ist es
notwendig, ihre Nutzer:innen genau zu erfassen, um einen digitalen Zwil-
ling zu erschaffen. Dazu werden die Nutzer:innen dauerhaft von einem
AR/VR-Gerit aufgenommen, was die Quantitdt der erhobenen Daten er-
hoht. Durch den Finsatz neuer Sensorik wie Tiefenkameras, Inertial-Mea-
surement-Units (IMU) und Lighthouse-Tracking werden die Nutzer:innen
auflerdem in einer noch nie dagewesenen Qualitit erfasst.

AR/VR-Gerite zeichnen Korperbewegungen, Handbewegungen, Mimik
und Augenbewegungen auf und auch erste medizintechnische Gerite wie
Elektroenzephalografie (EEG) und Pulsoxymeter werden bereits integriert.
Allen diesen Merkmalen ist gemeinsam, dass sie das Verhalten ihrer Nut-
zer:innen aufzeichnen. Man spricht von verhaltensbiometrischen Merkma-
len.

Verhaltensbiometrische Merkmale erlauben wie physiologisch-biometri-
sche Merkmale (z.B. Fingerabdruck, Gesicht, Iris) die Identifizierung der
Nutzer:innen, da auch verhaltensbiometrische Merkmale fiir jede Person
einzigartig sind. Im Gegensatz zu physiologischen Merkmalen lassen ver-
haltensbiometrische Merkmale jedoch weitere Riickschliisse auf private In-
formationen einer Person zu. So lassen sich aus Korperbewegungen das
Geschlecht und verschiedene medizinische Besonderheiten ableiten, und
Augenbewegungen erlauben weitreichende Riickschliisse iber Charakterei-
genschaften! und Interessen?.

Diese Mischung aus dauerhafter Erfassung und Aufzeichnung von ver-
haltensbiometrischen Merkmalen bedeutet, dass AR/VR Gerite eine grof3e
Gefahr fiir die Privatsphére ihrer Nutzer:innen darstellen. Zumal die meis-
ten heute vertretenen Anbieter von AR/VR Plattformen ihr Geschéftsmo-
dell auf der Kommerzialisierung der gesammelten Daten basieren und da-
mit die Kommerzialisierung der Nutzer:innen im Mittelpunkt steht. Zum
Schutz vor diesen Gefahren bedarf es guter Schutzmafinahmen fiir die
Nutzer:innen.

1 Kroger u.a., in: Friedewald u.a. (Hrsg.), Privacy and Identity Management, 2020
2 Hess/Polt, in: Science, 1960 (3423)
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In dieser Ausarbeitung befassen wir uns daher mit den Risiken und
Schutzmafinahmen fiir verhaltensbiometrische Daten im Kontext von Mi-
xed Reality (MR). Zum einen mdchten wir aufzeigen, welche verhaltens-
biometrischen Merkmale es gibt, wofiir sie verwendet werden kénnen und
welche Risiken fiir die Privatsphire damit verbunden sind. Dariiber hinaus
schlagen wir vor, die bestehenden Privatsphire-Einstellungen fiir das Teilen
von Daten mit Anwendungen auf mobilen Endgeriten fiir AR/VR-Plattfor-
men zu erweitern. Abschlieflend stellen wir kurz zwei allgemeine Ansdtze
zur Anonymisierung verhaltensbiometrischer Daten vor.

Die Ausarbeitung ist wie folgt gegliedert. Im folgenden Abschnitt 2 be-
schreiben wir die verwendete Terminologie sowie das Szenario und die
betrachteten Angreifer:innen. In Abschnitt 3 diskutieren wir verwandte
wissenschaftliche Arbeiten. In Abschnitt 4 geben wir einen Uberblick iiber
existierende verhaltensbiometrische Merkmale und in Abschnitt 5 stellen
wir unseren Vorschlag fiir eine datenschutzfreundlichere Datenfreigabe vor.
In Abschnitt 6 stellen wir zwei allgemeine Ansétze zur Anonymisierung
verhaltensbiometrischer Daten vor. AbschliefSend ziehen wir in Abschnitt 7
ein Fazit.

2. Terminologie und Szenario

In diesem Abschnitt beschreiben wir die Terminologie und das Szenario,
das wir fiir unsere Ausarbeitung verwenden.

Biometrische Faktoren sind Merkmale die sich durch die Vermessung
von Menschen ergeben und spezifisch fiir bestimmte Personen sind. Unter-
schieden werden biometrische Faktoren in physiologische und verhaltens-
biometrische Faktoren. Physiologische biometrische Faktoren beschreibe
direkte korperliche Merkmale eines Menschen. Beispiele fiir solche Fakto-
ren sind das Gesicht, der Fingerabdruck, oder die Iris. Faktoren, die das
Verhalten einer Person beschreiben werden als als verhaltensbiometrische
Faktoren bezeichnet. Beispiele fiir diese Faktoren sind unser Gang, unsere
Sprache oder unsere Augenbewegungen. Neben den biometrischen Fakto-
ren, die eine Person direkt identifizieren konnen, gibt es auch so genannte
softbiometrische Faktoren. Sie enthalten wenig Information und erlauben
hochstens die Zuordnung von Individuen zu Gruppen. Fiir sich alleine
genommen erlauben sie keine eindeutige Identifizierung und erst durch
die Kombination von mehreren dieser Faktoren wird eine Person eindeutig

425

am 18.01.2026, 09:56:26.


https://doi.org/10.5771/9783748938743-423
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Simon Hanisch, Julian Todt, Melanie Volkamer und Thorsten Strufe

identifizierbar. Zu den softbiometrischen Faktoren zdhlen Merkmale wie
das Gewicht, die Hautfarbe, das Alter oder das Geschlecht einer Person.

Fir die Privatheit von Personen unterscheiden wir zwei Gefahren. Mit
Identifikation bezeichnen wir den Prozess, der die biometrischen Daten
eindeutig einer Person zuordnet. Und mit Attributinferenz bezeichnen wir
das Ableiten von personlichen Eigenschaften aus den biometrischen Daten.

Beim Schutz der Privatheit unterscheiden wir zwischen Anonymisierung
und Attributsschutz. Mit Anonymisierung bezeichnen wir den Prozess, der
die Zuordnung zwischen Identitit und biometrischen Daten verhindert
oder zumindest erschwert. Wichtig ist hier die Unterscheidung zwischen
Anonymisierung und Pseudonymisierung. Bei der Pseudonymisierung wird
die Zuordnung von Identitdt und biometrischen Daten durch eine Zuord-
nung mit einem anderen Identifikator ersetzt, wihrend nach der Anonymi-
sierung die biometrischen Daten keiner Identitit mehr zugeordnet werden
konnen. Unter Attributsschutz verstehen wir eine Methode, die die biome-
trischen Daten so verdndert, dass bestimmte Attribute nicht mehr aus den
biometrischen Daten abgeleitet werden kénnen.

Wenn wir eine bestimmte Methode zum Schutz der Privatsphére be-
trachten, dann konnen wir dies nur im Kontext einer konkreten Anwen-
dung tun, fiir die die biometrischen Daten verwendet werden sollen. Die
Anwendung gibt vor welche Informationen in den biometrischen Daten
erhalten werden sollen, den Nutzwert der Daten. Ohne einen konkreten
Nutzwert konnten die biometrischen Daten auch einfach nicht erhoben
werden, um die Privatsphére eine Person zu schiitzen. Eine Methode zum
Schutz der Privatsphire hat also immer zwei (oft konkurrierende) Ziele,
den Schutz der personenbezogenen Daten und den Erhalt des Nutzwertes
der Daten.

Privatsphére ist etwas Subjektives: Was als privat empfunden wird und
in welchem Kontext hingt einzig und allein von den Nutzer:innen ab.
Davon hingen die Ziele fiir den Schutz der Privatsphére und den Nutzwert
ab, so kann es in einem Kontext fiir die Nutzer:innen das Ziel sein, ihre
Identitdt zu verschleiern, wahrend in einem anderen Kontext die Identifi-
zierung der explizite Nutzen der Daten ist. Ein gutes Beispiel hierfiir ist
die medizinische Diagnose mit Hilfe biometrischer Daten. Wahrend sie fiir
eine Untersuchung beim Arzt niitzlich sind, sollen sie in fast allen anderen
Kontexten vermieden werden.

Als Kontext fiir unsere Ausarbeitung betrachten wird folgendes Szena-
rio: Unsere Nutzer:innen wollen verhaltensbiometrische Daten mit einer
AR/VR Anwendung teilen, damit diese ihnen selbst und anderen Nut-
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zer:innen einen Nutzen bringt. Ein Beispiel fiir solch eine Anwendung
ist ein VR-Chat, in dem sich Nutzer:innen mit ihren Freund:innen fiir ein
Gesprich treffen. Ein weiteres Beispiel kann aber auch eine medizinische
App sein, welche die Herzschldge von Nutzer:innen aufzeichnet und zur
Analyse an den Hersteller der App iibermittelt. Wichtig in diesem Szenario
ist, dass die Nutzer:innen ihre biometrischen Daten in die Hande Dritter
geben und somit die direkte Kontrolle {iber ihre Daten verlieren. Um ihre
Privatheit in diesem Szenario zu schiitzen, nutzen die Nutzer:innen eine
technische Methode, welche sensible personliche Informationen aus den
biometrischen Daten entfernt oder diese so verschleiert, dass sie nicht
verwertet werden konnen.

Fiir unsere Angreifer:innen nehmen wir an, dass diese in den Besitz der
Daten der Nutzer:innen kommen, entweder weil sie selbst die Dienstanbie-
ter sind, oder weil sie anderweitig an die Daten gelangen (z.B. durch ein
Datenleck beim Dienstanbieter). Ziel der Angreifer:innen ist es, die Person,
zu der die verhaltensbiometrischen Daten gehoren, zu identifizieren oder
private Eigenschaften von dieser Person zu inferieren. Zur Durchfithrung
ihrer Angriffe verfiigen die Angreifer:innen iiber verhaltensbiometrische
Datensitze, mit denen ein biometrisches Erkennungssystem trainiert wer-
den kann, sowie fiir die Identifizierung iiber verhaltensbiometrische Refe-
renzmuster der Nutzer:innen, mit denen die Angreifer:innen die Nutzer:in-
nen identifizieren konnen.

3. Stand der Wissenschaft

Die Identifizierung und das Ableiten privater Informationen von Personen
anhand ihrer biometrischen Daten ist ein Thema, das bereits umfassend er-
forscht wurde. Bekannte biometrische Faktoren sind hier das Gesicht3, die
Stimme*, der Fingerabdruck® oder die Iris®. Es wurde auch schon gezeigt,

w

Deng u.a., in: Conference on Computer Vision and Pattern Recognition, 2019

4 Chandolikar u.a., in: International Mobile and Embedded Technology Conference
(MECON), 2022

5 Ali u.a., in: International Conference on Electrical, Electronics, and Optimization Tech-
niques (ICEEOT), 2016

6 Patil v.a., in: International Conference on Electrical, Electronics, and Optimization

Techniques (ICEEOT), 2016
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dass die Kopf- und Handbewegungen von Nutzer:innen mit VR-Headsets
ausreichen, um diese eindeutig zu identifizieren”.

Fiir das Teilen von Daten in MR-Anwendungen gibt es bereits erste
Arbeiten, die sich mit Aspekten des Problems beschiftigten. Lebeck et al.3
untersuchten mit strukturierten Interviews in Verbindung mit einer Labor-
studie welche Datenschutzbedenken Nutzer:innen von AR-Anwendungen
haben. Des Weiteren haben Harborth und Frink® in einer Umfrage unter-
sucht, welche Datenfreigaben fiir mobile AR-Anwendungen Nutzer:innen
am geféhrlichsten fiir ihre Privatheit empfinden.

Als Gegenmafinahme zu diesen Datenschutzproblemen haben sich Raval
et al.l mit der Verfeinerung der Datenfreigabe von Videodaten beschaftigt.
Anstelle des ganzen Videos wird ein Bildausschnitt durch die Nutzer:innen
markiert, welcher mit der Anwendung geteilt wird. Petracca et al.!! schlagen
ein Framework vor, welches das unbeabsichtigte Gewédhren von Sensorbe-
rechtigungen verhindern soll.

Eine weitere vorgeschlagene Verbesserung beim Teilen von Sensordaten
besteht darin, die Daten in einer abstrakteren Form mit Anwendungen
zu teilen. Jana et al.!? schlagen vor, anstelle von Videodaten nur Skelett
und Posen mit Anwendungen zu teilen, welche die Kdrperbewegungen
der Nutzer:innen benétigen. Fiir die gemeinsame Nutzung von Videos zur
Szenenerkennung schlagen sie vor, diese auf ihre Umrisse zu reduzieren,
wodurch sensible Daten wie Dokumenteninhalt und Schrift aus dem Video
entfernt werden. Dieses Abstraktionskonzept wurde von Gunzman et al.3
durch eine Objekterkennung erginzt, die einzelne Objekte in der Szene
erhilt und den Rest ausblendet.

PrePose!* verfolgt ein dhnliches Abstraktionskonzept, allerdings nicht
fiir statische Objekte, sondern fiir Bewegungen. Uber eine Modellierungs-
sprache kann definiert werden, welche Gesten erkannt werden sollen, ent-

7 Pfeuffer u.a., in: Conference on Human Factors in Computing Systems (CHI), 2019
Miller u.a., in: Scientific Reports 10 no. 1, 2020
Liebers u.a., in: Conference on Human Factors in Computing Systems (CHI), 2021
8 Lebeck u.a., in: IEEE Symposium on Security and Privacy (SP), 2018
9 Harboth/Frink u.a., in: Seventeenth Symposium on Usable Privacy and Security, 2021
10 Raval u.a., in: 14th Annual International Conference on Mobile Systems, Applica-
tions, and Services (MobiSys), 2016
11 Petracca u.a., in: 26th USENIX Security Symposium, 2017
12 Jana u.a., in: 22nd USENIX Security Symposium, 2013
Jana u.a., in: IEEE Symposium on Security and Privacy, 2013
13 Gunzman u.a., in: IEEE 44th Conference on Local Computer Networks (LCN), 2019
14 Figueiredo u.a., in: IEEE Symposium on Security and Privacy (SP), 2016
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sprechend wird der Anwendung mitgeteilt, welche Grundgesten in welcher
Reihenfolge ausgefiihrt werden.

Lehman et al.’® schlagen vor, nicht die Daten selbst, sondern die darauf
arbeitenden maschinellen Lernmodelle (ML-Modelle) zu verandern. In
ihrem System miissen Anwendungsanbieter ihre ML-Modelle bei den Platt-
formanbietern einreichen, die diese auf ihre Funktionsfahigkeit priifen und
zertifizieren. Auf dem Gerit selbst konnen dann nur zertifizierte ML-Mo-
delle genutzt werden, denen die Nutzer:innen eine Erlaubnis erteilt haben.

Um die Nutzung von MR-Geriten in sensiblen Bereichen einzuschréin-
ken haben Roesner et all® vorgeschlagen die MR-Gerdte auf physische
Schilder reagieren zu lassen. Wenn die Geréte ein Verbotsschild erkennen,
schranken sie ihre Aufnahmen automatisch ein.

Durch die Vermischung von realer und virtueller Welt entstehen neuar-
tige Sicherheitsprobleme fiir die Nutzer:innen. Ruth et al.” haben unter-
sucht, wie Berechtigungen fiir die Manipulation geteilter virtueller Welten
realisiert werden konnen. Ein weiteres Problem fiir AR ist hingegen, dass
virtuelle Objekte die Sicht der Nutzer:innen auf die reale Welt versperren
und so z.B. zu Unfillen fithren kénnen. Lebeck et al.!® haben weiter
untersucht, wie ein Rechtesystem gestaltet werden kann, das gefdhrliche
Einblendungen in AR verhindert, z.B. das Verdecken von Gefahren in der
realen Welt.

Wir sehen in der Literatur, dass das Datenschutzproblem von verhaltens-
biometrischen Daten bereits erkannt wurde und auch erste Vorschldge zur
Losung existieren. Was aber bisher fehlt, ist ein Ansatz, wie dieser verbes-
serte Privatheitschutz den Nutzer:innen einfach und intuitiv zur Verfiigung
gestellt werden kann und wie allgemeine Anonymisierungen aussehen kon-
nen.

4. Chance und Risiken von Verhaltensbiometrie
Im Folgenden stellen wir verschiedene verhaltensbiometrische Faktoren vor

und gehen auf ihre Nutzen und Gefahren fiir die Nutzer:innen ein. Wir
présentieren hier keine vollstindige Liste verhaltensbiometrischer Faktoren,

15 Lehman u.a., in: ACM Transactions on Privacy and Security 25, no. 4, 2022

16 Roesner u.a., in: ACM SIGSAC Conference on Computer and Communications
Security, 2014

17 Ruth u.a., in: 28th USENIX Security Symposium, 2019

18 Lebeck u.a., in: IEEE Symposium on Security and Privacy, 2017
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sondern konzentrieren uns auf die wichtigsten Faktoren fiir Augmented
Reality und Virtual Reality.

4.1 Gangerkennung

Der aufrechte Gang ist nicht nur im Vergleich zwischen Mensch und Tier
einzigartig, auch zwischen Menschen gibt es grof3e Unterschiede in der Art
und Weise, wie sie gehen. Diese Gangmuster dienten in der Vergangenheit
beispielsweise zur Erkennung von Freund und Feind' und erméglichen es
auch heute noch, vertraute Personen aus grofier Entfernung zu identifizie-
ren. Gangmuster konnen mit verschiedenen Technologien erfasst werden.
Optisch durch Videoaufnahmen, durch die Verdnderung der Beschleuni-
gung wihrend des Gangzyklus mit Beschleunigungssensoren oder durch
die Gewichtsverlagerung beim Uberqueren von Druckplatten. Aber auch
Technologien wie Radar?, LIDAR?, oder WLAN?? erlauben die Aufzeich-
nung von Gangmustern. Dabei ist zu beachten, dass die Aufzeichnung von
Gangmustern meist nicht im Fokus steht, sondern ein Nebenprodukt an-
derer Aufzeichnungen wie z.B. Uberwachungsvideos ist. Wichtig ist auch,
dass Gangdaten relativ einfach ohne Einwilligung der aufgezeichneten Per-
sonen erhoben werden kénnen und weniger Abhingig von der Qualitat
und Blickwinkel der Aufnahme sind als z.B. Gesichter.

Nutzen: Der Hauptnutzen von Gangdaten liegt in der Diagnose von
Krankheiten wie Parkinson?’. Hier werden meist Video- oder 3D-Moti-
on-Capture-Verfahren eingesetzt, um eine genaue Ganganalyse zu ermdgli-
chen. Ein weiterer Nutzen von Gangdaten ist das Zahlen von Schritten.
Da Gangdaten oft beildufig bei der Aufzeichnung anderer Daten erfasst
werden, ist auch die Erhaltung dieser Aufzeichnungen zu beriicksichtigen.
Im AR/VR-Kontext ist auch die Animation von digitalen Avataren eine
mogliche Anwendung von Gangdaten.

Gefahren: Gangdaten haben ein hohes Identifikationspotenzial, da sie
einfach zu erheben sind und bereits die Aufzeichnung eines einzelnen

19 Yovel/O’'Toole, in: Trends in Cognitive Sciences 20, no. 5, 2016

20 Wan u.a., in: ACM Computing Surveys 51, no. 5, 2018

21 Gdlai u.a., in: International Workshop on Computational Intelligence for Multimedia
Understanding (IWCIM), 2015

22 Wang u.a., in: ACM International Joint Conference on Pervasive and Ubiquitous
Computing, 2016

23 Abdulhay u.a,, in: Future Generation Computer Systems 83, 2018
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Schrittes ausreicht, um Personen zu identifizieren?*. Gangerkennung funk-
tioniert auch mit Videos, die mit geringer Auflésung und aus einem un-
glinstigen Winkel (z.B. schrdg von oben) aufgenommen wurden?. Auch
lasst sich die Gangerkennung von Nutzer:innen nur schwer verhindern,
da es anders als bei der Gesichtserkennung nicht moglich ist, das Gesicht
einfach zu verdecken, um sie zu unterbinden. Neben der Identifikation von
Personen ist es auch moglich, auf private Attribute wie Geschlecht?® und
Gewicht? zu schlieflen.

4.2 Handbewegungen

Die Fahigkeit, komplexe Handbewegungen auszufithren und damit Werk-
zeuge zu bedienen, ist ein herausragendes Merkmal des Menschen. In
unserem heutigen Alltag benutzen wird unsere Handbewegungen haupt-
sachlich zur Steuerung von Computern. Damit einher geht die digitale
Aufzeichnung unserer Handbewegungen. So sind unsere Bewegungen mit
Computermausen und unsere Tippmuster auf Tastaturen verhaltensbiome-
trische Faktoren, die ausgewertet werden konnen. Hinzu kommen Gesten
auf mobilen Endgeriten und bei AR/VR-Geriten die Bedienung von Con-
trollern?® und Freihandgesten.

Nutzen: Handbewegungen spielen heute in der Mensch-Computer-Inter-
aktion als Eingabemodalitit eine wichtige Rolle. Aber auch fiir die nonver-
bale Kommunikation zwischen Menschen mittels Gebédrdensprache oder
einfachen Gesten sind Handbewegungen unersetzlich.

Gefahren: Personen konnen anhand ihrer Handbewegungen identifiziert
werden, z. B. durch Tastatureingaben? oder Gesten®. Auch Krankheiten
wie Parkinson® konnen anhand eines verstarkten Zitterns der Hande dia-
gnostiziert werden. Dariiber hinaus ist die Semantik von Handbewegungen
in bestimmten Kontexten problematisch, z. B. kann aus einer Aufzeichnung
der Fingerbewegungen bei der Eingabe eines Passworts auf das Passwort
selbst geschlossen werden.

24 Horst u.a., in: Scientific reports 9.1, 2019

25 Wan u.a,, in: CM Computing Surveys 51, no. 5, 2018

26 Pollick u.a., in: Human Perception and Performance 31, no. 6, 2005

27 https://www.biomotionlab.ca/html5-bml-walker/

28 Miller u.a., in: Scientific Reports 10, no. 1, 2020

29 Halunen/Vallivaara, in: Secure IT Systems, 2016

30 Clark/Lindqvist, in: IEEE Pervasive Computing 14, no. 1, 2015

31 Jankovic, in: Journal of Neurology, Neurosurgery & Psychiatry 79, no. 4, 2008
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4.3 Augenbewegungen

Augenbewegungen bestehen im Wesentlichen aus zwei verschiedenen Be-
wegungen, den Fixationen, bei denen der Blick auf einen einzigen Punkt
gerichtet wird, und den Sakkaden, bei denen die Augen sehr schnell um-
positioniert werden. Die Muster, in denen sich diese beiden Grundbewe-
gungen abwechseln, sind von Mensch zu Mensch verschieden und erlau-
ben neben der Personenidentifikation viele weitergehende Riickschliisse.
Augenbewegungen werden mit optischen Verfahren, meist im Infrarotbe-
reich, erfasst. Wichtig dabei ist, dass meist in zwei Richtungen aufgenom-
men wird, einmal in die Augen selbst, um die Position der Pupillen zu
bestimmen, und einmal in die Blickrichtung der aufgenommenen Person.
Durch das Zusammenfiigen beider Aufnahmen kann festgestellt werden,
auf welchen Punkt in einer Szene eine Person ihren Blick gerichtet hat. In
der Vergangenheit wurde diese Eyetracking-Technologie vor allem in der
Forschung eingesetzt, in den letzten Jahren wird Eyetracking aber auch
zunehmend in AR/VR-Headsets integriert.

Nutzen: Augenbewegungen werden in verschiedenen wissenschaftlichen
Disziplinen verwendet. In der Medizin liefern Augenbewegungen Informa-
tionen zur Diagnose von Krankheiten3? und zur Untersuchung der visuel-
len Verarbeitung®. In der Psychologie liefern Augenbewegungen wichtige
Anbhaltspunkte fiir die Interessen von Proband:innen. Aber auch auflerhalb
der Wissenschaft werden Augenbewegungen genutzt: In der Werbeindus-
trie wird die Wirkung von Werbung anhand von Augenbewegungen un-
tersucht. In AR/VR-Headsets werden Augenbewegungen als Eingabemoda-
litat, fiir das selektive Rendering4, bei dem der Fokuspunkt der Augen
detaillierter gerendert wird als die Umgebung, sowie fiir die Animation
digitaler Avatare® genutzt.

Gefahren: Wie bei anderen biometrischen Merkmalen kénnen Personen
anhand ihrer Augenbewegungen identifiziert werden®. Die Augenbewe-
gungen enthalten ein weites Spektrum an Informationen iiber den Nut-

32 Harezlak/Kasprowski, in: Computerized Medical Imaging and Graphics, Advances
in Biomedical Image Processing, 65, 2018

33 Harezlak/Kasprowski, in: Computerized Medical Imaging and Graphics, Advances
in Biomedical Image Processing, 65, 2018

34 Patney u.a., in: ACM Transactions on Graphics 35, no. 6, 2016

35 John u.a., in: IEEE Transactions on Visualization and Computer Graphics 26, no. 5,
2020

36 Katsini u.a., in: Conference on Human Factors in Computing Systems (CHI), 2020
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zer:in. So kann z.B. auf das Interesse einer Person®” geschlossen werden
oder auf die psychische Belastung®. Dariiber hinaus sind Augenbewegun-
gen ein Indikator fiir eine Vielzahl von psychischen Erkrankungen wie
Schizophrenie®®, Autismus*® oder Psychosen*. Auch Riickschliisse auf die
Personlichkeit sind moglich2.

4.4 Gehirnaktivitaten

Gehirnaktivititen werde heutzutage hauptsachlich zu Forschungszwecken
oder medizinischen Diagnosen erhoben. Die Gehirnaktivititen werden da-
bei als die messbare elektrische Impulse aufgenommen, welche von unse-
ren Neuronen erzeugt werden. Die am meisten verbreitete Methode zur
Aufzeichnung ist Elektroenzephalografie (EEG), wobei Elektroden auf der
Kopthaut angebracht werden. Zum heutigen Zeitpunkt ist EEG auferhalb
der Forschung und Medizin nicht weit verbreitet, es gibt aber erste kom-
merzielle AR/VR Gerite, welche begonnen haben EEG zu integrieren®’.
Weitere Methoden** zur Aufzeichnung von Gehirnaktivititen existieren,
werden aber aufSerhalb der Medizin bisher kaum eingesetzt.

Nutzen: In der Medizin wird die Gehirnaktivitit fiir die Diagnose von
Krankheiten wie Epilepsie*> oder Alzheimer*® verwendet. Auch gibt es Be-
strebungen Gehirnaktivititen zur direkten Mensch-Computer-Interaktion
zu nutzen®’. Eine weitere mogliche Anwendung ist z.B. die Authentifizie-
rung von Personen“®.

Gefahren: In ersten Experimenten konnte gezeigt werden, dass sich Bil-
der aus EEG-Daten generieren lassen, welche Einblicke in die visuellen
Prozesse von Personen zulassen?®. Auch konnte bereits gezeigt werden,

37 Hess/Polt, in: Science 132, no. 3423, 1960

38 Krejtz u.a., in: PLOS ONE 13, no. 9, 2018

39 Holzman u.a., in: Science 181, no. 4095, 1973

40 Wang u.a., in: Neuron, Volume 88, Issue 3, 2015

41 Ettinger u.a., in: American Journal of Psychiatry 161, 2004

42 Berkovsky u.a., in: Conference on Human Factors in Computing (CHI), 2019

43 https://www.neurospec.com/Products/Details/1077/dsi-vr300
https://mixed-news.com/en/varjo-aero-high-end-vr-headset-gets-brain-interface/

44 Hallinan u.a., in: Surveillance & Society, Vol. 12 No. 1, 2014

45 Subha u.a,, in: Journal of Medical Systems 34, 2010

46 Subha u.a., in: Journal of Medical Systems 34, 2010

47 https://neuralink.com/applications/

48 Arias-Cabarcos u.a., in: USENIX Security Symposium, 2021

49 Zengu.a., in: Biomedical Signal Processing and Control 81, 2023
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dass sich aus EEG-Daten Riickschliisse auf geheime Informationen wie
Passworter ziehen lassen>®. Dariiber hinaus lassen sich aus EEG-Daten
auch Informationen tiber den Konsum von Drogen ableiten’'.

4.5 Menschliche Stimme

Die menschliche Stimme ist vielleicht der bekannteste verhaltensbiometri-
sche Faktor. Durch unterschiedliche Physiologie und erlerntes Verhalten
haben Menschen einzigartige Stimmen, die unterschieden werden kénnen.
Die Stimme wird im Kehlkopf und im Vokaltrakt des Menschen erzeugt.
Aufgenommen wird die Stimme mit Mikrofonen, die heute in den meisten
mobilen Endgeréten eingebaut sind. So finden sich Mikrofone auch in den
meisten AR/VR-Geriten.

Nutzen: Der Hauptnutzen der menschlichen Stimme liegt in der zwi-
schenmenschlichen Kommunikation. Im AR/VR-Bereich wird Sprache als
Eingabemodalitit verwendet, z.B. zum Offnen von Meniis>2.

Gefahren: Neben der Identifikation lassen sich aus aufgezeichneten
Stimmen auch die Attribute wie Alter, Geschlecht™, sowie emotionaler
Zustand> einer Person ableiten. Des Weiteren ist es moglich mit Stimmauf-
nahmen Personen zu imitieren®, und so Identitdtsdiebstahl zu betreiben.

5. Personliche Daten besser kontrollieren und schiitzen

Betrachten wir, wie Daten heute auf Plattformen wie Smartphones und
Webbrowsern geteilt werden, so hat sich ein Modell durchgesetzt, bei dem
die Nutzer:innen einzelne Sensoren fiir Anwendungen freigeben. Wir ge-
hen davon aus, dass dieses Modell fiir MR-Plattformen an seine Grenzen
stoflen wird, da es fiir das Funktionieren von MR-Anwendungen notwen-
dig sein wird, die meisten Sensoren dauerhaft mit der Anwendung zu teilen.

50 Martinovic u.a., in: 21st USENIX Conference on Security Symposium, 2012

51 Matovu/Serwadda, in: IEEE 8th International Conference on Biometrics Theory,
Applications and Systems (BTAS), 2016

52 Schwarz, in: IEEE Workshop on Automatic Speech Recognition and Understanding,
2011

53 Jiao u.a., in: Speech Communication 106, 2019

54 Ertam, in: Applied Acoustics 156, 2019

55 Yacoub u.a., in: European Conference on Speech Communication and Technology,
2003

56 Bendel, in: AT & SOCIETY 34, 2019
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Somit werden die Nutzer:innen oftmals keine Entscheidungsméglichkeit
haben.

Wir schlagen daher eine Erweiterung des Modells vor, in der die Nut-
zer:innen neben der Entscheidung, was geteilt wird, auch eine Entschei-
dung dariiber treffen kénnen, wie diese Daten genutzt werden konnen.
Dafiir sehen wir zwei komplementére Bausteine. Zum einen die rechtliche
Zweckbindung nach Einwilligung, wie die Daten genutzt werden diirfen
und zum anderen die technische Verdnderung der Daten, die bestimmte
private Informationen aus den Daten entfernt.

Das Teilen der Daten einzelner Sensoren ist aus drei Griinden problema-
tisch:

1. Zum einen konnen selbst auf den ersten Blick harmlos erscheinende
Daten wie die eines Beschleunigungssensors dazu genutzt werden, Nut-
zer:innen anhand ihrer verhaltensbiometrischen Faktoren wie Gang und
Handbewegungen zu identifizieren. Fiir Nutzer:innen ist es nur sehr
schwer zu verstehen, welche weitreichenden Implikationen die einzelnen
Sensordaten mit sich bringen.

2. Fiir den Einsatz neuer MR-Geréte ist eine permanente gemeinsame Nut-
zung verschiedenster Sensoren fiir die Grundfunktionalitdt der Gerite
erforderlich. Bei AR-Gerdten muss die Umgebung permanent erfasst
werden, damit diese mit Daten angereichert werden kann. Bei VR miis-
sen die Bewegungen des Kopfes und des Controllers permanent erfasst
werden, um mit den virtuellen Welten interagieren zu kdnnen.

3. Das Teilen von Daten, wie es heute auf mobilen Geridten am weitesten
verbreitet ist, erfolgt nach dem Alles-oder-Nichts-Prinzip. Nutzer:innen
konnen nur entscheiden, Daten zu teilen oder dies nicht zu tun. Eine
weitere Einflussmoglichkeit, was mit den Daten geschieht, ist nicht vor-
gesehen.

Aufgrund dieser Probleme sind wir der Meinung, dass das derzeitige Mo-
dell des Teilens von Daten bei der Entwicklung kiinftiger AR/VR-Geriten
verbessert werden muss. Daher schlagen wir einen neuen Ansatz fiir das
Problem des Datenaustauschs mit Anwendungen vor. Anstatt nur zu be-
trachten, was geteilt wird, sollten wir uns darauf konzentrieren, was mit
den Daten getan werden kann und was nicht.

Dabei spielen rechtliche und technische Datenschutzmafinahmen unter-
schiedliche Rollen. Mit rechtlichen Mafinahmen kann festgelegt werden, zu
welchem Zweck die Daten verwendet werden diirfen, indem eine ausdriick-
liche Einwilligung in die Verarbeitung der Daten zu einem bestimmten

435

am 18.01.2026, 09:56:26.


https://doi.org/10.5771/9783748938743-423
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Simon Hanisch, Julian Todt, Melanie Volkamer und Thorsten Strufe

Zweck erteilt wird. Mit technischen MafSnahmen hingegen kénnen Daten
verdndert werden, um eine bestimmte Datenverarbeitung zu verhindern.
Beide Mafinahmen konnen zusammen genutzt werden, um eine feinere
Aufteilung von Daten zu ermdglichen und den Nutzer:innen die Moglich-
keit zu geben, gezielte Erlaubnisse und Verbote auszusprechen.

Konkret schlagen wir mit diesen beiden Mafinahmen vor, um eine neue
Schnittstelle fiir den Datenaustausch mit Anwendungen zu realisieren. An-
stelle eines einzelnen Sensors wird ein Sensor von einer Anwendung fiir
einen oder mehrere Verarbeitungszwecke angefordert. Ein Beispiel wire
die Anfrage eines Beschleunigungssensors, um Schritte zu zéhlen, oder die
Anfrage einer Kamera, um Social-Media-Filter auf Personen anzuwenden.
Neben dieser aktiven Anfrage durch die Anwendung kann der Nutzer tiber
die Schnittstelle auch festlegen, welche Verarbeitungszwecke unterbunden
werden sollen. Diese Verbote werden dann durch eine gezielte Verschleie-
rung der Daten umgesetzt. So kann z.B. bei der Weitergabe von Videos die
Identifizierung von Personen durch gezielte Anonymisierung von Gesich-
tern und Korperbewegungen erreicht werden.

Der Vorteil solch einer feineren Datenteilung liegt in der erweiterten
Kontrolle, die die Nutzer:innen uber ihre (Teil-) Daten ausiiben kénnen.
Der Nachteil fiir die Anbieter:innen von Anwendungen liegt darin, dass sie
einen Teil ihrer Flexibilitit einbiiflen. Allerdings ist der Funktionsumfang
mobiler Endgerite heute relativ gut verstanden, so dass Standardfunktio-
nen definiert werden konnen. Beispiele hierfiir sind die Objekterkennung
in Bildern oder die Sprachsteuerung von Anwendungen. Ein weiterer Nach-
teil ist die mogliche Beeintrachtigung der Funktionalitdt von Anwendungen
durch Obfuskation.

Wir erwarten, dass durch die feinere Freigabe von Daten die Anwen-
dungsentwickler genauer {iberlegen miissen, welche Daten sie fiir eine kon-
krete Funktion tatsdchlich benétigen, da eine grofle Menge an Freigabean-
fragen den Nutzer:innen negativ auffallen wird. Es entsteht ein potentieller
Anreiz zur Datensparsamkeit.

6. Ansdtze zur Anonymisierung verhaltensbiometrischer Daten
Fiir den Schutz von verhaltensbiometrischen Daten gibt es verschiedene
Ansitze, die wir in diesem Abschnitt néher beleuchten wollen. Dabei orien-

tieren wir uns an dem Szenario, das wir in Abschnitt 2 vorgestellt haben
und betrachten nur Methoden, die anwendbar sind, wenn eine Weitergabe
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der verhaltensbiometrischen Daten an Dritte erfolgen soll. Dies schliefit
Methoden aus, die nur den Schutz der Daten wihrend der Ubertragung
gewahrleisten, wie z.B. Verschliisselung. Da auch Methoden wie Zugriffs-
kontrolle in einem solchen Szenario nicht anwendbar sind, betrachten wir
nur Methoden, die die Daten modifizieren und damit den Schutz der
Privatheit realisieren.

Weiterhin ist es wichtig zu beachten, dass die Nutzer:innen mit der
Weitergabe die Kontrolle {iber ihre Daten abgeben, was zur Folge hat, dass
jegliche Schutzmafinahme vorab angewendet werden muss. Es ist nicht
moglich, den Schutz der Privatheit zu einem spéteren Zeitpunkt zu dndern
oder zu verbessern, wenn sich herausstellt, dass er unzureichend ist. Die
Angreifer:innen haben somit vollen Zugang zu den geteilten Daten und
sind in der Wahl ihrer Methoden, diese zu analysieren, nicht eingeschrankt.

Im Gegensatz zu herkémmlichen personenbezogenen Daten wie Namen,
Adressen oder Telefonnummern sind verhaltensbiometrische Daten in
ihrer Form wesentlich komplexer. Haufig als Zeitreihen von Sensordaten
erfasst, vermischen verhaltensbiometrische Daten personenbezogene und
nicht personenbezogene Informationen, und es ist nicht offensichtlich, wel-
cher Anteil oder welche Struktur der Daten personenbezogene Informatio-
nen enthalt. Die personenbezogenen Informationen sind nicht explizit, was
den Schutz der Privatheit erschwert.

Neben diesem Mix aus personenbezogenen und sonstigen Informationen
enthalten die Daten eine Reihe von Abhéngigkeiten, die den Schutz der
Privatheit zusdtzlich erschweren und die wir am Beispiel der Gangdaten
kurz erlautern wollen. Zum einen gibt es zeitliche Abhingigkeiten, eine
einzelne Haltung einer Person in einer Gangsequenz ist immer abhingig
von den vorhergehenden Haltungen und hat einen direkten Einfluss auf
die nachfolgenden Haltungen. Zum anderen gibt es strukturelle Abhéngig-
keiten, z.B. hiangen die Farben eines Pixels in gewissem Mafle auch von
den Farben seiner Nachbarn ab. Wird das einzelne Pixel entfernt, kann es
durch Interpolation seiner Nachbarn wiederhergestellt werden. Schliefllich
gibt es physiologische Abhingigkeiten in den Daten. Beispielsweise kann
ein Mensch seine Gelenke nicht beliebig weit beugen, oder die Position des
Kopfes hangt stark von der Position des Oberkdrpers ab.

Diese drei Abhingigkeiten fiihren dazu, dass verhaltensbiometrische Da-
ten sehr redundant sind und noch viele private Informationen in den
Daten enthalten sind, selbst wenn grofle Teile der Daten entfernt wurden.
Deshalb ist die Anonymisierung von verhaltensbiometrischen Daten nicht
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trivial. Beispielsweise konnen einfache Anonymisierungsmethoden wie das
Verrauschen einzelner Datenpunkte oder das Entfernen von Datenpunkten
scheitern, weil die Redundanz der Daten es ermdglicht, die urspriinglichen
Daten wiederherzustellen”’. Fiir eine erfolgreiche Anonymisierung der Da-
ten ist es notwendig, die oben genannten Abhéngigkeiten in den Daten zu
beriicksichtigen.

Fiir die Anonymisierung verhaltensbiometrischer Daten werden im Fol-
genden zwei allgemeine Ansétze vorgeschlagen, die den in Abschnitt 2
genannten Anforderungen geniigen.

6.1 Modellierung

Der erste Ansatz besteht darin, die Abhangigkeiten in den Verhaltensdaten
zu modellieren. Die Modellierung ermdglicht es, die Daten als Kombinati-
on eines Modells und seiner Parameter auszudriicken. Das Modell kodiert
die Abhéngigkeiten (z.B. physikalische Bedingungen oder menschliche
Physilogie) der Daten und die Modellparameter kodieren die einzelnen
Datenpunkte. Da die Datenpunkte in dieser Darstellung unabhéngig von-
einander sind, konnen sie leichter anonymisiert werden, z. B. durch die
Anwendung von Rauschen. Nach der Anonymisierung konnen die Daten-
punkte in das Modell eingefiigt werden, um sie wieder in ihre urspriingli-
che Form zu uibersetzen. Der Vorteil dieser Methode ist, dass am Ende die
Datenpunkte in der gleichen Form wie vor der Anonymisierung vorliegen.

Ein einfaches Beispiel fiir die Modellierung ist der Bewegungspfad eines
VR-Headsets im Raum, wobei die Punkte auf dem Pfad des VR-Headsets
voneinander abhingig sind, da sich das VR-Headset kontinuierlich bewe-
gen muss und somit jeder Punkt von seinen Vorgdngern abhingt. Anstatt
die Daten als einzelne Punkte auf dem Pfad zu betrachten, wird der Pfad
des VR-Headsets als Geschwindigkeit und Richtung zu jedem Zeitpunkt
ausgedriickt. Die beiden Parameter des Modells, Geschwindigkeit und
Fahrtrichtung, sind unabhingig voneinander und konnen so einfacher an-
onymisiert werden.

Nun sind die Abhangigkeiten in verhaltensbiometrischen Daten oft sehr
komplex und nicht einfach zu modellieren, daher ist unser Ansatz, die fiir
diesen Ansatz benétigten Modelle mit Hilfe von Methoden des maschinel-
len Lernens zu erstellen. Eine Moglichkeit ist z.B. das Training von varia-

57 Hanisch u.a., in: arXiv, 2022
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blen Autoencodern, um eine Représentation der Datenpunkte zu erhalten,
bei der die einzelnen Datenpunkte unabhéngig voneinander sind.

6.2 Transformation

Der zweite Ansatz besteht darin, die personenbezogenen Informationen in
den Daten direkt zu entfernen und nur die fiir die Nutzwert der Daten
erforderlichen Informationen zu erhalten. Dies erfordert eine Quantifizie-
rung, wie viele private Informationen und wie viele Informationen fiir die
Nutzwert in den Daten enthalten sind. Wenn beide Werte quantifiziert
werden kénnen, kann die Anonymisierung der Daten als Optimierungspro-
blem ausgedriickt werden, bei dem die enthaltenen privaten Informationen
minimiert werden sollen, wahrend die fur die Nutzwert erhaltenen Infor-
mationen maximiert werden sollen.

Eine Moglichkeit, dieses Optimierungsproblem zu 19sen, besteht darin,
ein maschinelles Lernmodell (ML-Modell) zu verwenden, das die Daten
in eine neue Darstellung transformiert. Beim Training werden der Informa-
tionsgehalt fiir Privatheit und Nutzwert als Verlustfunktionen verwendet,
damit das Modell eine Transformation lernt, die das Optimierungsproblem
16st. Um zu quantifizieren, wie viel Privat- und Nutzwertinformation noch
in den Daten enthalten ist, konnen biometrische Erkennungssysteme ver-
wendet werden, um eine Schéitzung des Informationsgehalts fiir Privatheit
und Nutzwert der Daten zu erhalten.

Ein Beispiel fiir ein solches System ist eine Gestenerkennung fiir ein
AR-Headset. Ein maschinelles Modell extrahiert aus Videoaufnahmen der
Hénde die Merkmale, die fiir die eigentliche Gestenerkennung verwendet
werden. Dieses System wird mit einem biometrischen Erkennungssystem
zur Bestimmung des Risikos fiir die Privatheit und einem Gestenerken-
nungssystem zur Bestimmung des Nutzwerts trainiert.

7. Fazit

Die Erfassung und Verarbeitung von verhaltensbiometrischen Daten riickt
mit der Weiterentwicklung des Internets hin zu digitalen Welten auf Basis
von AR/VR-Technologien in den Fokus. Verhaltensbiometrische Daten ent-
halten ein breites Spektrum an sensiblen personlichen Informationen, die
es ermdglichen, Personen zu identifizieren, aber auch Riickschliisse auf die
Eigenschaften von Personen zu ziehen.
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Die Art und Weise wie wir heute Daten mit Anwendungen teilen, wird
die Privatsphdre der Nutzer:innen bei AR/VR Anwendungen nur unzurei-
chend schiitzen, weshalb wir neue Moglichkeiten bendtigen, um das Teilen
von Daten zu kontrollieren.

Eine Moglichkeit besteht darin, die Daten vor der Weitergabe zu an-
onymisieren. Aufgrund der Komplexitit verhaltensbiometrischer Daten ist
diese Anonymisierung jedoch nicht trivial. Wichtig fiir eine effektive Ano-
nymisierung ist die Beriicksichtigung aller Abhangigkeiten in den Daten.
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