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1. Introduction

Democracy is all about transparency, visibility, and public engagement. In the 
Greek polis, political decisions were discussed in the agora, a public place where 
all citizens (in that case only free men older than 30) could listen and engage. Rep-
resentational democracy today is less public, but transparency of decision pro-
cesses is of the utmost importance. If a government cannot make its decisions 
transparent enough, it runs the risk of losing the people’s trust. Transparency in 
a political sense implies rules, visibility, and the readiness to argue and give rea-
sons. With the emergence of AI applications not only in the political sphere but 
in basically every aspect of social and private life, we are faced with new forms 
of opacity and nonconscious cognition, which strongly impact human decision 
making, behavior, movement, and communication. The central problem is that AI 
applications act without being able to give an account of the underlying reasons 
and even the underlying causal processes remain opaque (black box). If an AI used 
for analyzing credit rating denies credit, this decision can ruin a private life. If 
then reasons are not given or possibilities explained, this alone might shake peo-
ple’s trust in civil society. Agency based in nonconscious cognition is becoming a 
ubiquitous phenomenon and thus calls for ethical and phenomenological ref lec-
tion. In this essay, I aim at understanding the way in which AI is experienced in 
terms of visibility and transparency. Toward this end I will combine phenomeno-
logical considerations with Martin Heidegger’s ref lections on the nature of tech-
nology.	  

One of the features that elicits speculation about artificial intelligence at stake 
here is the fact that at least for the user it is nearly impossible to understand how 
AI arrives at its outputs. AI applications are often characterized as black boxes 
(cf. Sudmann 2018a). Even if the math behind self-learning algorithms is quite 
straightforward, the causal processes leading from input to output are not really 
transparent (cf. Sudmann 2018b: 63). Obscurity is usually conceived of as a threat 
and potential danger. This leads to the central question of this article: Should AI 
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be regarded as a threat to democracy because of its invisibility? As I will argue, 
this is true at the surface, but I will also show that technology always comes with 
a certain form of invisibility. The question is whether this reaches a new level with 
AI. In a first step, I will define what I mean by visibility/invisibility from a phe-
nomenological perspective. I introduce this view because it relates perception, ex-
perience to technology. Then I will clarify how this applies to the relation of human 
and artificial intelligence. The last part of the paper discusses the issues of the 
disappearance of technology and the complex relation of transparency and opac-
ity with regard to technology. My aim is to show how AI systems introduce a new 
kind of invisibility or opacity to the ecological structures of the life-world. 

There are at least three different layers in the interplay of visibility and invisi-
bility involved: One goes for every object of perception: Perception is perspectival 
and thus invisibility is a necessary part of it. Invisibility therefore is a constitu-
tive part of every form of perception and cognition. In the case of technology, I 
follow Heidegger in the diagnosis that there is a higher order form of invisibility. 
This is the essence of technology, which is itself not technological, but a funda-
mental style of thinking or revealing. This analysis of technology has a parallel in 
the analysis of consciousness, which is in its constitution also opaque to the con-
scious subject. To this extent there is nothing groundbreaking or new in terms of 
technology. With AI a third layer of opacity enters the stage: This is nonconscious 
agency—an agency that cannot give reasons but shapes lives in a very profound 
way. Although nonconscious agency is present also in humans and animals, tech-
nological nonconscious agency is new because it essentially shapes social and po-
litical life now and in the future. The combination of these aspects of invisibility 
and opacity makes up for the widespread uneasiness with AI. My aim is to give an 
idea how the different forms of visibility, transparency, and opacity inf luence the 
potential of AI to endanger or enable democracy.

2. Conditions of Appearance: Visibility and Invisibility

In his essay, The Question Concerning Technology, Martin Heidegger describes tech-
nology as a way of revealing, of bringing the concealed into unconcealment (cf. 
11f.). This view is more profound than the usual instrumental view of technology 
as a means to an end. The character of technological artifacts is not understood 
adequately according to Heidegger, if this is conceived of as a tool that simply 
helps humans achieve particular ends. Furthermore, Heidegger also claims that 
seeing technology as a human doing does not capture it fully. Both notions of 
technology as instrumental or anthropological are not wrong. They capture tech-
nology in terms of how it is usually experienced and used. Nevertheless, they do 
not get to the essence of what technology is. But what is the essence of something? 
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Is it the thingness of a thing, that through which a thing is a thing? Is it something 
that does not change, while other parts or aspects may do so? In fact, it is hard to 
specify conceptually what the essence of something actually means. 

In Heidegger’s writings, at least two notions of the concept are at stake: First, 
the ancient Greek notion what something is (Heidegger 1977: 4); and, second, that 
of “enduring as presence” (Heidegger 1961: 59). Both aspects are relevant in his 
essay. The quest to understand what technology is determines the whole text. 
Heidegger is convinced that the answer to this question will not point towards an 
entity that is of a technological character. The essence of technology is not itself 
technological (cf. Heidegger 1977: 4). That means that the essence of technology is 
not a thing; it itself is not a physical entity. Furthermore, he holds that the essence 
of technology is an activity: revealing or bringing something into unconcealment. 
His claim is that it is only as a basic process or activity that technology endures. 

The current discussion around AI is characterized by a similar tension. On 
the one hand side, intelligent technologies are conceived of simple means to ends. 
Processes in automation, robotics or speech recognition, to name only a few, are 
AI-based. These complex tasks require the ability to learn. Self-learning programs 
seem uncanny from the outside, but maybe not so much from the inside. Creators 
of such AI’s usually hold that there is not much intelligence hidden in the pro-
grams. Rather it is a technological agency that reaches quite a level of sophistica-
tion, but is far from being creative beyond the limits of its training. This task-ori-
ented functional intelligence is to be sure continually evolving, but as of now only 
within certain limits and on the basis of the input the AI is trained with (cf. Pontin 
2018). 

Public discourse, on the other hand, is fueled by threatening scenarios of a 
singularity transcending human powers or, less futuristically put, threats of AI 
erasing jobs and manipulating human behavior (e.g., targeted personalized mar-
keting). These issues arise from AI being generally opaque (ibid.), even if it is pos-
sible to develop applications to observe AI learning processes (Sudmann 2018a). 
Also, the envisioned ubiquity of AI applications elicits broad discussions of the 
consequences for labor cultures (AI for optimizing work processes and automa-
tion) and social environments (sensor-based observation systems). 

These preoccupations are related to Heidegger’s discussion of the essence of 
technology. What might be lying at the core of our preoccupations with AI is the 
fact that they are (or at least are envisaged) as world-making technologies. Technol-
ogy according to Heidegger is not the sum of physical devices but above all a style 
of thinking and revealing entities. This aspect is made more and more explicit 
within the realm of future technologies. 

When we take a closer look at Heidegger’s words to describe the essence of 
technology, the relation to visibility and invisibility is undeniable. Describing the 
essence of technology as something that is itself not technological gestures toward 
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an invisibility. The transcendental conditions of technology are themselves not of 
a technological or objective character. Heidegger arrives at the idea that technol-
ogy is essentially a way of world-making. The logic of enframing (Gestell) conceives 
of the world as standing-reserve (Bestand), i.e., a constellation of resources that is at 
disposal at all times. He finds this logic at work already long before modern tech-
nology even emerged. While history tends to view modern physics as the enabler 
of modern technology, Heidegger holds that the structure or logic of technology 
already governs the development of modern physics (ibid.: 22 f.). The reason he 
gives for this claim is that modern physics as such is based on the belief that the 
world must be observable, measurable, and rendered predictable (ibid.: 172). Pre-
dictability is necessary in order to treat the environment as standing-reserve. The 
interplay of needs and resources is a future- and hence prediction-based endeavor. 
Modern physics was already driven by the goal to tame the physical world through 
prediction and calculability, which is most explicit in the use of AI (e.g. for facial 
recognition used in border control or urban CCTV applications, and predictions 
of consumer behavior or optimizations of workf lows through management AI). 
This means current usages of AI expand the potential to uncover standing-reserves 
beyond the exploitation of natural resources and thereby far into the depths of 
human behavior. The extent of this process is not yet clear, much less its conse-
quences and ethical challenges.

When technology constitutes the intelligibility of the world that reveals it as 
standing-reserve, as being always at disposal for our use, it also at the same time 
hides or conceals something. The way technology (or rather its essence, the pro-
cess of enframing) insidiously compels humans to conceive the world as intelligible 
generally in terms of technology is tainted by the logic of instrumental thinking, 
of means and ends. It thus hides the character of objects as what stands over 
against subjects: “Whatever stands by in the sense of standing-reserve no longer 
stands over and against us as object.” (Heidegger 1977: 17) The process of revealing 
or making visible as described by Heidegger is perspectival, and a perspective also 
necessarily hides other or background aspects of the perceived objects. 

Visibility and invisibility condition each other in more than one aspect: In the 
case of technology, this interrelatedness or, to speak with Merleau-Ponty (1969), 
the chiasm (entanglement or intertwining) of visibility and invisibility goes deeper 
than in the case of perception. Perception is always situated and hence perspec-
tival. There is no perception without a perspective. And that means there is no vis-
ibility without the invisible. The dialectic of visibility and invisibility constitutes 
perception in general. 

Beyond the perception of technology as material objects/devices, which is an 
important topic in its own right (cf. Verbeek 2005), Heidegger sees a causality at 
work that is not exhausted by the instrumental definition of technology. Through 
technology we see the world as standing-reserve. Thus, technology produces visi-
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bilities (the life-world as standing-reserve) rather than just adding (visible) objects 
to the world. As mentioned above these visibilities, or rather the all-encompassing 
style in which technology compels the world to appear as technological in general, 
also hides something, i.e., makes something invisible: namely, the objective char-
acter of things as Gegenstände. This opens up another aspect within the broad topic 
of visibility. What is a thing when its thingness or Gegenständlichkeit is hidden? 

This is what happens when a tool like a hammer is used: The skilled user is not 
aware of the hammer as an object. Rather, the hammer becomes a prolongation 
of the body during usage. As long as the use remains frictionless, the hammer 
as object will not draw attention. It remains unthematic and its character as an 
object transparent. Such a use of things as tools is what Heidegger calls through-
out his works “readiness-to-hand” or availability (Zuhandenheit): a description of a 
certain comportment toward things as being ready to use, being at our disposal. 
The instrumental attitude of technology makes things appear as means and hides 
their being as objects. 

3. Transparency and Opacity in Technological Objects

If we translate this Heideggerian view of technology into a more common termi-
nology, we arrive at a different form of visibility: namely, transparency. A tool or 
a technological device can be transparent in the sense that the user experience 
is smooth. Such a smooth user experience (or so-called “frictionless UX”) has be-
come the gold standard in technology design and AI is one of the means to achieve 
this goal. A self-learning software can ideally learn from the user what it means 
to function smoothly. Any disruptions within the use of applications can further 
serve as materials from which it can learn and then create smoother functional 
processes that f low without disruptions. 

From a phenomenological perspective disruptions break the everyday attitude 
of smooth functioning and reveal the thingness and the character of objects as 
that which stands over against us (Gegen-stände). Only then will users have or find 
a reason to actually ref lect on the technology. This also opens up the following 
possibility: In order to develop a critical attitude, disruption or friction is a nec-
essary component. In neuroscience and philosophy of mind disruption or predic-
tion errors is integrated in the model of neural activity as prediction processing: “In 
predictive coding schemes, sensory data are replaced by prediction error, because 
that is the only sensory information that has yet to be explained. (Feldmann & 
Friston 2010, p. 2).” (Cited by Clark 2015: 4)

Conversely, this also reveals that functional transparency is at the same time 
associated with being opaque. The constitutive processes of a functioning technol-
ogy and hence a smooth user experience has to stay hidden in order to perform 
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this job. In that sense, technological processes are supposed to be opaque: They 
remain hidden throughout the process of usage when they function smoothly. 
Transparency and opacity are manifest themselves like visibility and invisibility. 
The difference between the two pairs of concepts is that the case of visibility/in-
visibility is a more neutral way to describe the givenness of objects in perception.1 
Transparency and opacity tend to have a meaning that includes a normative aspect. 
At least this is the case when we broaden the perspective toward questions of de-
mocratization or the potential of AI to foster democracy. 

To explain this train of thought in more detail, let me draw a line from the 
phenomenological use of the concept of transparency to its application in technol-
ogy. Jean-Paul Sartre uses the concept of transparency in order to describe con-
sciousness or, more narrowly, the imaginary, i.e., modes of consciousness related 
to images and phantasy. Consciousness constitutes perceptions in various modes 
without making the constitutive process itself perceptible. It remains transparent 
in its functionality, meaning that it does not become part of the object presented 
as perceived, remembered, or anticipated. By analogy, an AI application does not 
itself become an item of awareness when it functions smoothly.

This becomes clear, when comparing different forms of givenness. For exam-
ple, just now there is a cup of tea sitting on my desk. My act of seeing the cup 
of tea is an act of consciousness, an act of visual perception. This is one mode of 
how consciousness can present a thing: as given to vision, physically being there, 
within my reach. But the act of perceiving itself is not thematic, is not part of 
the intentional consciousness of the cup. The workings of consciousness remain 
transparent and they should do so, because otherwise something could be wrong 
with our eyesight or the overall state of health. If I remember the cup of tea later 
on, I will reproduce the visual characteristics of the cup through memory. The 
correlate of my memory is one produced by my imagination, which gives the cup 
to my consciousness as if I saw it. Again, the intentional act is perceived as an act 
of memory, but how this memory is constituted is not thematic in the memory 
itself. The workings of consciousness remain transparent. They are not thematic 

1 �  Edmund Husserl describes perception in his lectures on Thing and Space [1907] as being necessar-
ily inadequate in the sense of necessarily involving aspects that are not directly perceived. Per-
ception of a thing in space is always partial, being enriched step-by-step by changes in perspec-
tive and the simultaneous quasi-perception (adumbration) of the hidden sides of the thing: “We 
see that the continuity of the corporeal thing presupposes ‘inadequate’ perception, perception 
through adumbrations that are always capable of enrichment and more precise determination.” 
(Husserl 1997: 101 [121]) This notion of perception necessarily includes perception of the non-per-
ceived. That means human perception does not only conceive of things through adding perspec-
tives consecutively to each other. Rather we are acquainted with spatial and temporal things in 
such a way that the hidden sides are perceived implicitly. This is what Husserl and Merleau-Ponty 
call “apperceptions”: The perception of the non-perceived.
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in the process of cognition. In that sense, these processes are also opaque for the 
exploring mind. We have no conscious access to the inner workings of the mind. 
And this usually poses no problem. 

In the case of AI, however, it is different: Not knowing how an algorithm ar-
rived at a solution can be highly problematic. If, for example, medical data are 
analyzed through an AI in order to identify a disposition for cancer, it is neces-
sary to know on which grounds a diagnosis has been generated. Only on these 
grounds can a decision for preventive treatment be made. The problem is that an 
AI can generate predictions without being able to give a reason for the outcome, 
the choice of samples, or the method used. There is a categorical difference be-
tween the causal processes leading to a mental state or an output of a program, 
and the ability to give reasons and ref lect on mental states, as it is discussed with-
in philosophy of mind.

One can, for example, analyze the modes of consciousness through methods 
of phenomenological analysis and ref lect on the different modes of intentionality 
in a given situation. Then consciousness as a process loses its transparency. The 
unthematic act of remembering or imagining becomes itself object of a higher or-
der ref lection. But then also a higher order of transparency emerges, namely the 
focus on constitutive processes of mental states becomes itself an object of per-
ception and hence must itself be constituted. The infinite regress looms large here. 
The lesson to be learned from Edmund Husserl’s analysis of intentionality is that 
there is always a layer of consciousness that cannot itself be conscious because it 
itself constitutes a lower level or aspect of consciousness. Consciousness of tem-
poral change, for example, cannot itself be temporal, at least not in the same way 
as the experience of time is: 

But we should seriously consider whether we must assume such an ultimate con-
sciousness, which would be necessarily an ‘unconscious’ consciousness; that is to 
say, as ultimate intentionality it cannot be an object of attention [...], and therefore 
it can never become conscious in this particular sense. (Husserl 2008: 394) 

Consciousness, therefore, is not only transparent as a medium of perception, it 
must also in some constitutive aspects remain opaque. We cannot understand 
consciousness simply by being conscious. 

Human consciousness is deeply inf luenced by technology and today in par-
ticular by AI (cf. Hansen 2012, Hayles 2012, Stiegler 1998). The technogenesis of hu-
man consciousness, as Katherine Hayles puts it, opens up another dimension of 
transparency/opacity. AI is a form of nonconscious cognition (cf. Hayles 2014) that 
becomes more and more ubiquitous. There is no online-shopping without sugges-
tions generated by an AI; every social media news feed is individualized by algo-
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rithms and even airfares are adapted to time, location, and devices. The virtual 
world is highly personalized through more or less sophisticated AI applications. 

Not only are the workings of the devices opaque in the sense that the user does 
not perceive the actual computational processes and even less so the data gather-
ing that goes along with these processes. Even more so the output generated by AI 
applications does not necessarily reveal the underlying personalization processes. 
The Internet is only to a very limited extent a shared world. Most of the contents 
are shaped through user-AI interactions, though the user is not consciously aware 
of these interactions. Regarding technology in general, one can observe chang-
es in human behavior and cognition with every new invention. The invention of 
writing, for example, has deeply altered how people memorize contents and how 
cultures preserve their traditions. The rise of smartphones has altered completely 
human ways of communicating. One simple example is communication through 
messaging devices and social networks: “tele-communication [...] entails a hid-
denness of the face, a disappearance of the voice with its tonalities, the assum-
ing of quasi-identities that do not authentically emanate from the concreteness 
of our being-in-the-world-in-the-f lesh.” (El Bizri 2018: 130) One could find count-
less examples of how new visibilities and at the same time opacities are generated 
through emerging technologies.

The eerie twist comes with AI. Two factors are relevant: The temporal mi-
croscale of computational processes and the predictive coding. The first factor, 
namely, the speed of computational processes that makes them inaccessible for 
human cognition, generates a scenario in which the second factor, namely, how 
the predictive coding turns into a preemptive force on human perception. As 
Mark Hansen writes in considering how computational processes that become a 
central element in the tissue of the life-world function on temporal microscales 
beyond our awareness: 

through the distribution of computation into the environment by means of now 
typical technologies including smart phones and RFID tags, space becomes anima-
ted with some agency of its own. One crucial feature of this animation is its oc-
currence largely outside—or beside—the focal attention of actants within smart 
environments. For this reason, the intelligent space of contemporary life of fers a 
kind of af fordance—an unperceived or directly sensed af fordance—that dif fers 
fundamentally from af fordances as they have been theorized, following upon the 
work by James Gibson, in relation to media. When “we” act within such smart en-
vironments, our action is coupled with computational agents whose action is not 
only (at least in part) beyond our control, but also largely beyond our awareness. 
(Hansen 2012: 33)
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This description rests on the assumption that human cognition is constituted in 
relation with or by means of embeddedness in an environment. Hansen coins 
this as our “environmental condition” (ibid.), which describes the coupling of the 
individual and its environment. This coupling is not a static relationship, but a 
very dynamic one—a constant process of becoming. This refers to process on-
tologies, which either hold that consciousness emerges from being embedded in 
an environment (cf. Merleau-Ponty 1969, Thompson 2013), or that consciousness 
even extends into the environment (a version of panpsychism, cf. Chalmers 2013, 
Whitehead 1929). Without delving into the environmental/ecology debate, I want 
now to transpose these thoughts into the context of smart environments and AI 
driven ecologies.

Let me brief ly summarize the train of thought leading up to this current 
juncture. I started out with Heidegger’s notion of the essence of technology as 
enabling condition of visibility or, more concretely, rendering the world percepti-
ble as standing-reserve. This aspect of technology is itself not technological; rather 
it is the constitutive structure of technological thinking and thus underlies and 
makes possible the visible materiality of technological device. From there I took a 
detour into how human perception is constituted and showed that visual percep-
tion is always situated and hence perspectival. That means aspects of invisibility 
are a constitutive part of vision or perception in general. The next step of my argu-
mentation transposed the relation of visibility and invisibility into technological 
artifacts, where we speak of transparency and opacity, rather than of visibility 
and invisibility. Technological devices become transparent during use just as hu-
man consciousness is transparent in perception (the process of the constitution of 
perception, for example, is not itself object of perception). Technological device 
function smoothly if there is no disruption and thus no ref lection on process of 
usage required. This transparency is always accompanied by opacity. Although 
the mechanisms produce functionality, the computational processes remain hid-
den, which is why digital technologies is often described as black boxes. This gets 
even more poignant with self-learning algorithms, which are not even fully un-
derstood by their programmers. 

My aim is to show in the remaining sections how transparency/visibility and 
opacity/invisibility intertwine and establish new affordances. At this point I will 
go on with a ref lection on smart environments. Smart environments or houses 
that are turned into an Internet of Things (IoT) exemplify a technology that is gov-
erned by self-learning AI, whose main function is prediction. Prediction is neces-
sary because the IoT within a household, for example, is a highly dynamic com-
pound of interlinked processes that has to be adaptive for all kinds of situations 
and changes. Ultimately, I will argue that AI-driven smart environments differ 
strongly from low-tech environments for two reasons: (1) predictive responsive-
ness has not been a common feature of environments before and (2) the prediction 
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and hence preemptive functionality is modelled around a conception of the ideal 
human/human behavior. It is here that the political discussion needs to start.

4. Smart Environments: Technologies in the Tissue of the Life-World

Intelligent technologies are being woven into the tissue or the f lesh (Merleau-Pon-
ty 1969, Rabari, Storper 2015, Förster 2018a) of the life-world, and it is important to 
understand that this is decidedly not a metaphor: Urban spaces consist of count-
less sensors, cameras, and monitors. Especially megacities like Seoul, Tokyo, Lon-
don, or New York City have CCTV in literally every corner of the city. Displays are 
present wherever you look and sensors measuring air quality, light intensity, or 
listening into the noise of the city go unnoticed, even if you start looking for them. 
The growing density of connected devices within smart environments creates a 
growing demand for very small hardware, integrated devices, and high-speed 
data nets.

While urban spaces, work, and private spaces become more and more tech-
nological, hardware in turn becomes less visible. Sensors see without being seen, 
and hear without being heard. This peculiar phenomenon makes up for the nar-
ratives of future life-worlds, especially in contemporary science fiction movies. 
What is currently advertised or else emerging under the label of IoT or Internet of 
Everything (IoE) extends AI and thus nonconscious cognition into the last corners 
of the life-world. The topos of the vanishing of the hardware adds to the functional 
opacity of AI applications. Users have barely any chance to understand how AI is 
incorporated in devices when it is actually at work or how it shapes the process or 
experience of use. On top of this the physical implementation is no longer easy to 
locate. This means that technological environments are turned into a sensory, re-
sponsive surface with nonconscious cognition. Dealing with responsive AI driven 
environments requires, therefore, new forms of knowledge and behavior, such as 
an understanding of technological agency. Nonconscious cognition and agency 
make up for fairly new affordances in daily life. On the one hand side, human 
behavior and movement needs to be adapted to the technological systems in or-
der for them to work properly. On the other hand side, humans need to ref lect on 
how they want these new technologies to be integrated in their life-worlds. This is 
precisely the point where an active engagement with new affordances and hence 
novel cultural structures needs to take place.

The AI’s integrated in smart environments actively shape perception, move-
ments, emotions, and rational choices (e.g., elections, ethical choices, etc.). One 
of the central problems is that AI’s exert their inf luence predominantly on the lev-
el of affects (cf. Parisi 2018). This adds a third level of opacity or invisibility: the 
nudges generated by AI applications are not always perceivable as such. Recom-

https://doi.org/10.14361/9783839447192-011 - am 13.02.2026, 21:48:28. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839447192-011
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/


Artificial Intelligance 185

mendations in shopping apps are quite straightforwardly nudges. The underlying 
structures of newsfeed generation are much less obvious. The way we retrieve in-
formation from the Internet is always tainted through predictions of underlying 
learning algorithms. Thus, the world presented through a news feed is a person-
alized world, generated by an AI that seems to know the user, while the user does 
not know how the program generates its output. The opacity of nonconscious cog-
nition and agency, as it is operative in AI applications, creates uncertainties con-
cerning current and future social life. Current science fiction movies are symp-
tomatic for a more nervous human condition (cf. Förster 2016). There technology 
tends to be portrayed as a hidden force that goes through a cognitive evolution 
and eventually overpowers or leave humanity behind as an outdated life form (e.g. 
the movies Her (USA, 2013) and Transcendence [USA, 2014]).

It is an undeniable fact that technology is becoming more and more invisible 
or at least smaller and more integrated within everyday objects and urban sur-
faces. Even the skin as a limit is slowly breaking down. Sensors integrated in the 
body become increasingly more normal, even though the ethical dimension of this 
is debated. In Sweden, for example, some 3000 people already had such sensors 
implanted under their skin to replace keys, credit cards, or train tickets. There are 
two salient characteristics of distributed AI systems today: they become part of 
the environment (merging in tendency with everyday objects and surfaces, such 
as refrigerators, surveillance cameras, or Alexa voice assistant), or else parts of 
devices that function in close proximity to the body or become integrated within 
the body (clothes with smart fabrics, jewelry, or smart implants). One could say 
that technology becomes naturalized, if there ever was a clear-cut distinction be-
tween the artificial and the natural to begin with. 

Smart environments are largely governed by AI because the sheer amount of 
data generated by the distributed net of devices needs to be digested and made 
useful. At this stage, we are faced with a complex structure of visibilities and their 
counterparts. Technology as hardware starts to disappear while its function-po-
tential increases evermore exponentially. This tendency toward invisibility gener-
ates a second- (or even third-)order transparency: Not only is technology in its us-
age transparent, but it becomes transparent as an object. If technology had lost or 
hidden is object-character already according to Heidegger’s consideration, we are 
now reaching a higher level of enframing or Gestell. In Heidegger’s view technol-
ogy obstructs our view of the world as object because it compels us to conceive of 
the world as standing-reserve. This basic characteristic also holds for technology: It 
does not appear as an object that stands over against a subject and, in this respect, 
transcends human aims. It is a means to an end that makes the environment ap-
pear as a predictable, calculable reservoir of potentialities. This new layer of trans-
parency comes into play through the disappearance of technological devices and 
the emergence of distributed AI. This makes a difference because most of what AI 
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today has accomplished is predictive and shapes functional processes according 
to those predictions. For the users, the unknown factors are huge: Users cannot 
know how exactly the system (e.g., IoT) or even one single device works. Moreover, 
they cannot know or actively experience better which, when, and how much data 
are gathered from the usage and behavior relating to these devices. Much less can 
be known of the use that is made of the collected data. The Big Data problem is be-
coming discussed ever more widely, and the complexity grows with the increasing 
use of devices by the hour.

From a phenomenological perspective, the decreasing visibility (and opacity) 
of smart technologies and their increased potential for agency is problematic for a 
democratization of AI. And the problem is not AI itself, whose actual intelligence 
is amazing but also constantly overrated. AI does not have the intention to build 
a better self, a better society, or a better future. Human beings aim for that. Phi-
losophy is not a stranger to such mostly exaggerated goals. One of the obstacles 
to a transparent use of AI is this striving towards perfectibility, which is more or 
less an economic vehicle. Smart technologies have the potential to be useful and 
maybe even create a better future, but only if a culture of critique and open dis-
course can be established and sustained. How does this point relate to the topic of 
visibility? Let me refer to Heidegger one last time. He argues that technology lets 
the world appear as standing-reserve. Today we should ask how human lives appear 
through technology. How do humans paint an image of human life by creating an 
environment that is machine-friendly? Do we have the means to make the hidden 
ratio of what it means to be human f lourish in smart environments? How can we 
create enough freedom and potential for creative agency that allows for an ac-
tive and critical engagement with existing technologies? That would imply exper-
imenting, tampering, and first and foremost, conducting a critical discourse with 
industries relying heavily on predictions like retail and insurance businesses. The 
image of a “good” human life should be scrutinized (also with regard to the con-
cept of the anthropocene). We need, therefore, a close observation of how nudges, 
prediction, and preemption inf luences everyday behavior—how we speak, move, 
and, indeed, smile or love. To do this successfully, humans in their whole range of 
diversity need to become visible and present as voices in public and in the indus-
tries that rely heavily on AI. The political dimension of AI is very much a human 
one. The human image built into intelligent technologies needs to be made visible. 
Only then can an ethical discussion properly take place.
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