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Zusammenfassung

Das Metaverse eroffnet neue Moglichkeiten fiir digitale Interaktionen, birgt jedoch zugleich erheb-
liche Herausforderungen fiir den Schutz von personenbezogenen Daten und Personlichkeitsrech-
ten. Ein zentraler Ansatz zur Bewdltigung dieser Herausforderungen ist das Konzept des ,,Privacy
by Design’, bei dem Datenschutz- und Personlichkeitsrechte bereits in der Entwicklung virtueller
Umgebungen beriicksichtigt werden. Dieser Beitrag untersucht verschiedene Designstrategien,
die zur Wahrung der Privatheit im Metaverse beitragen konnen. Die Untersuchung zeigt, dass
wirksame Schutzmafinahmen vor allem dann erfolgreich sind, wenn sie technisch umsetzbar und
fiir die Nutzer intuitiv verstandlich sind. Gleichzeitig bestehen Herausforderungen bei der prakti-
schen Implementierung dieser Mafinahmen, insbesondere im Hinblick auf die Balance zwischen
Nutzerfreundlichkeit und Vereinbarkeit mit den rechtlichen Anforderungen, wie insbesondere
dem Datenschutzrecht.

1. Einleitung

Das Metaverse (Metaversum) birgt gewaltiges 6konomisches Potenzial und
kénnte alle Bereiche unseres taglichen Lebens, unserer Kultur und Gesell-
schaft durchdringen.! Bis heute existiert das Metaverse noch nicht, doch es
wird als eine néchste Stufe des Internets betrachtet, die es Nutzern ermdg-
licht, neue soziale und interaktive Erlebnisse zu erfahren, deren Spektrum

Die Autoren arbeiten gemeinsam im Projekt PRIME - Privatheit im Metaversum,
in dem fachiibergreifend erforscht wird, wie neue virtuelle Welten mit Personlichkeits-
rechten und Datenschutz in Einklang gebracht werden konnen. Das Projekt ist Teil
der Plattform Privatheit und wird durch das BMBF unter dem Forderkennzeichen
16KIS1894K gefordert. Der Beitrag verwendet zwecks Leserlichkeit das generische
Maskulinum, gemeint sind jedoch alle Geschlechter und Identitéten.

1 S. etwa Gartner, Gartner Predicts 25% of People Will Spend At Least One Hour Per
Day in the Metaverse by 2026, 2022.
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von einer digitalen Erweiterung unserer Realitdt bis hin zu vollstindig
virtuellen Welten reicht.?

Mit der zunehmenden Verschmelzung von physischer und digitaler Rea-
litat im Metaverse riicken Fragen des Datenschutzes und des Schutzes von
Personlichkeitsrechten in den Mittelpunkt der Forschung. Die Nutzung
immersiver Technologien fiihrt zu neuen Bedrohungsszenarien, die die
Privatheit der Nutzer gefidhrden, beispielsweise durch besonders intensive
Datenerfassung, Verhaltensanalysen oder manipulative Eingriffe.

Ein zentraler Ansatz zur Sicherung von Personlichkeitsrechten und Da-
tenschutz im Metaverse liegt im Privacy-by-Design-Ansatz, der die Grund-
prinzipien des Schutzes von Rechten direkt in die Gestaltung von Plattfor-
men, digitalen Medieninhalten und Technologien integriert. Vor diesem
Hintergrund stellt sich die Frage, wie Privacy-by-Design in die Gestaltung
des Metaverse und seiner Inhalte einflieflen kann, um Risiken wirksam zu
minimieren und gleichzeitig eine praktikable Umsetzung dieser Losungen
sicherzustellen. Die bisherige Forschung ist jedoch noch in ihren Anfangen
und eine integrierte Betrachtung der juristischen, technischen und gesell-
schaftlichen Aspekte mit Bezug zu sowohl dem Schutz der Personlichkeits-
rechte als auch dem Schutz personenbezogener Daten findet kaum statt.

Als Forschungsfrage sei daher formuliert: Wie lassen sich wirksame Pri-
vacy-by-Design-Ldsungen zum Schutz von Personlichkeitsrechten und perso-
nenbezogener Daten im Metaverse entwickeln sowie implementieren und
welche Herausforderungen ergeben sich dabei in Bezug auf die Realisierbar-
keit aus Nutzerperspektive?

2. Das Metaverse — Immersive Realititen

Der Begrift Metaverse, gepragt durch Neal Stephensons Roman Snow
Crash?, setzt sich aus ,Metd“ (griechisch fiir ,dartiber hinaus“) und ,-ver-
se“ (Kurzform von ,Universe’, bedeutet ,,Gesamtheit von etwas®) zusam-
men. Das Konzept ist vielschichtig und offen fiir Interpretationen.* Es
umfasst ein breites Spektrum an Ansitzen, angefangen bei der digitalen
Erweiterung der physischen Realitdt (d.h. Augmented Reality - AR) iiber
vollstandig virtuelle Welten (d.h. Virtual Reality - VR) bis hin zu virtuellen

2 Accenture, Meet Me in the Metaverse, 2022, S. 24.

3 Stephenson, Snow Crash, 1992.

4 Dolata/Schwabe, What is the Metaverse and who seeks to define it?, Journal of Infor-
mation Technology 2023, 239.
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Umgebungen, die wiederum durch reale Elemente erginzt werden (z.B.
augmentierte Virtualitit - AV).

Experten betrachten das Metaverse als die nédchste Entwicklungsstufe
des Internets, die aus vernetzten persistenten 3D-Welten besteht, in denen
Nutzer als Avatare auftreten und mit anderen Nutzern, virtuellen Objekten
und KI-Agenten interagieren.® Ein zentrales Konzept des Metaverse ist
die Interoperabilitat, durch welche Nutzer nahtlos zwischen verschiedenen
Welten wandeln konnen, wahrend Identitit und (virtueller) Besitz erhalten
bleiben.® Ein weiterer wesentlicher Aspekt ist die Moglichkeit fiir Nutzer,
nicht nur passiv zu konsumieren, sondern die virtuelle Welt aktiv mitzuge-
stalten. Dabei konnen sie sich am Metaverse-Okosystem beteiligen und zur
Schaffung 6konomischer und sozialer Werte beitragen.”

Zentral fiir das Metaverse ist das Erleben von Présenz, das subjektive Ge-
fihl, tatsdchlich in der virtuellen Welt anwesend zu sein.® Dieses Empfin-
den wird durch die wahrgenommene Immersion verstarkt, die durch einen
kontinuierlichen Strom sensorischer Reize moderner Metaverse-Technolo-
gien, wie realistischer Grafik und rdumlichem Sound, gezielt geférdert
wird. Wahrend das klassische Internet primér visuelle und auditive Sin-
neseindriicke anspricht, verfolgt das Metaverse die Vision, ein breiteres
Spektrum an Sinneswahrnehmungen einzubeziehen. Einige dieser Reize
sind derzeit noch nicht breit kommerziell verfiigbar (z.B. Geruch oder
Geschmack), andere hingegen, wie der Tastsinn durch haptische Techno-
logien, der Gleichgewichtssinn durch simulierte Bewegungen oder die
Propriozeption iiber préizises Korper-Tracking, werden bereits erfolgreich
integriert. Dadurch entsteht eine Illusion realistischer Wahrnehmung, die
die Grenzen zwischen Realitdt und Virtualitat zunehmend auflgst.

Ein vollstandig durchgéngiges Metaverse im idealen Sinne existiert heute
noch nicht. Dennoch finden sich viele Grundideen des Metaverse bereits in
bestehenden Technologien, etwa in Open-World-MMORPGs wie Second
Life oder World of Warcraft, in sozialen Medien oder in cyberphysischen

5 Davis u.a., Avatars, People, and Virtual Worlds, Journal of the Association for Informa-
tion Systems 2009, 90.

6 Dionisio u.a., 3D Virtual worlds and the metaverse, ACM Computing Surveys 2013, 34.

7 Papagiannidis u.a., Making real money in virtual worlds, Technological Forecasting &
Social Change 2008, 610.

8 Witmer/Singer, Measuring presence in virtual environments: A presence questionnaire,
Presence: Teleoperators and Virtual Environments 1998, 225.

9 Dincelli/Yayla, Immersive virtual reality in the age of the Metaverse, The Journal of
Strategic Information Systems 2022, 101717.
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Systemen. Aulerdem bieten viele Spieleentwickler bereits erste Proto-Meta-
verse-Plattformen an, die zahlreiche Merkmale des Metaverse gut abbilden,
darunter Roblox, Fortnite und Minecraft.® Auch die Krypto- und NFT-
Community hat dhnliche Ansdtze geschaffen, wie beispielsweise Decentra-
land und The Sandbox.!

Das Metaverse konnte vielfaltige Chancen fiir Unternehmen und die Ge-
sellschaft bieten, wie zum Beispiel in den Bereichen Remote Work, Gesund-
heit und Bildung.!? Gleichzeitig birgt es jedoch auch Schattenseiten, die das
volle Potenzial des Metaverse hemmen konnen.”* Diese Herausforderungen
sind bereits auf den ersten Proto-Metaverse-Plattformen erkennbar und
miissen frithzeitig angegangen werden, um die Grundlage fiir ein zukiinfti-
ges rechtskonformes Metaverse zu schaffen.

3. Risiken des Metaverse fiir die Privatheit

Unter den zahlreichen Herausforderungen des Metaverse ragt der Schutz
der Privatsphire als besonders problematisch hervor.!* Privatheit ist ein
multidimensionales Konzept, welches das Recht und die Fahigkeit umfasst,
die eigene Person sowie personliche Informationen, Gedanken und Hand-
lungen vor dem Eingrift Dritter zu schiitzen.”® Eine Verletzung der Privat-
heit greift sowohl die Personlichkeitsrechte als auch die Datenschutzrechte
der Nutzer an und kann zu erheblichen Beeintrachtigungen der individuel-
len Freiheit und Sicherheit fithren.

10 Schobel/Leimeister, Metaverse platform ecosystems, Electronic Markets 2023, 33 (12).

11 Dolata/Schwabe, What is the Metaverse and who seeks to define it? Mapping the site
of social construction, Journal of Information Technology 2023, 38 (3).

12 Marabelli/Newell, Responsibly strategizing with the metaverse: Business implications
and DEI opportunities and challenges, The Journal of Strategic Information Systems
2023, 101774.

13 Dwivedi u.a., Metaverse beyond the hype: Multidisciplinary perspectives on emerg-
ing challenges, opportunities, and agenda for research, practice and policy, Interna-
tional Journal of Information Management 2022, 102542; Dwivedi u.a., Exploring
the Darkverse: A Multi-Perspective Analysis of the Negative Societal Impacts of the
Metaverse, Information Systems Frontiers 2023, 2071.

14 Xie/Kirchner-Krath/Morschheuser, Towards an Ethical Metaverse: A Systematic Liter-
ature Review on Privacy Challenges, Proceedings of the 32nd European Conference
on Information Systems (ECIS) 2024,6.

15 Zhang u.a., Peer Privacy Concerns: Conceptualization and Measurement, MIS Quar-
terly 2022, 46 (1).
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3.1 Gefahren fiir Personlichkeitsrechte

Ein zentraler Aspekt privatheitsbezogener Herausforderungen ist der
Schutz von Personlichkeitsrechten, die Selbstbestimmung und individuelle
Freiheit gewihrleisten sollen. Aus der Perspektive des deutschen Rechts
treten im Kontext des Metaverse besondere Gefdhrdungen fiir den Person-
lichkeitsschutz auf. Diese werden insbesondere durch virtuelle zwischen-
menschliche Interaktionen und der Prisenz automatisierter Software-Agen-
ten bedingt.

3.1.1 Virtuelle Belastigung

Trotz der vergleichsweise noch geringen Zahl an Nutzern in virtuellen
Welten, gibt es bereits vermehrt Berichte von Menschen, die mit ihren Ava-
taren Opfer von virtuellen Belastigungen geworden sind.!® Der Begrift der
Belastigung kann weit gefasst werden und umfasst hier jedenfalls jedes be-
wusste, unerwiinschte virtuelle Verhalten, wie beispielsweise Beriihrungen,
Ansprechen oder das Herbeifiithren von Begegnungen im Metaverse. Solche
Beléstigungen erhalten durch die avatarbasierte Kommunikation eine neue
Qualitdt, da sie nicht mehr ,nur” text- oder sprachbasiert erfolgen, sondern
insbesondere auch durch Gestik, Mimik und Korpersprache der jeweiligen
Avatare vermittelt werden kénnen.

Erste Untersuchungen deuten darauf hin, dass Beldstigungen im Meta-
verse deutlich belastender wahrgenommen werden konnen als vergleichba-
re Ereignisse auf ,herkémmlichen” zweidimensionalen Plattformen.!” Dies
liegt in der Immersion des virtuellen Raums begriindet: Die durch die
VR-Technologie vermittelte realistische Wahrnehmung der virtuellen Um-
gebung sowie die dadurch bedingte ,Verkérperung” der eigenen Person
im Avatar fithren dazu, dass die individuellen Grenzen des korperlichen
Nihebewusstseins (Proxemik) in das Metaverse tibertragen werden.!® Uner-
wiinschte Anndherungen fremder Avatare konnen daher als Verletzung der

16 Benrimoh u.a., The Best Predictor of the Future, JMIR Mental Health 2022, 1 (4).

17 Franks, The Desert of the Unreal, UC Davis Law Review 2017, 499.

18 Mello u.a., The influence of body expression, group affiliation and threat proximity on
interactions in virtual reality, Current Research in Behavioral Sciences 2022, 100075.
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individuellen Personlichkeitssphédre wahrgenommen werden.” Gleichzeitig
fithrt die realistische Wahrnehmung des Erlebten zu realen kérperlichen
Auswirkungen: Wahrend Betroffene kurzfristig unter sog. Freeze-Zustin-
den leiden kénnen, kdnnen mittel- und langfristig sogar psychosomatische
Beschwerden wie etwa Angstzustdnde drohen.?0

3.1.2 Social Bots

Social Bots sind (teil-)automatisierte Software-Agenten bzw. Computerpro-
gramme, die unter Vortauschung einer menschlichen Identitdt am 6ffentli-
chen Diskurs im Internet teilnehmen.?! Im Metaverse konnen Social Bots
insbesondere in Gestalt von Avataren auftreten. Es kommt fiir die Vortau-
schung einer menschlichen Identitét nicht darauf an, welche Erscheinungs-
form der Social Bot - also beispielsweise ob fotorealistisch oder nicht —
hat. Entscheidend ist, ob die gewéhlte Erscheinungsform in der jeweiligen
Umgebung eines Metaverse mit menschengesteuerten Avataren assoziiert
wird. Als solche sind sie in der Lage, im virtuellen Raum menschendhnlich
von ,Angesicht zu Angesicht” mit anderen Nutzern zu interagieren.?? Dies
tithrt dazu, dass eine Unterscheidung zwischen softwaregesteuerten und
menschengesteuerten Avataren oftmals gar nicht oder nur mit Mithe mog-
lich ist.3

Dieses Tduschungspotential kann aufgrund der breiten Nutzungsmog-
lichkeiten des Metaverse eingesetzt werden, um umfassend auf Meinungen
sowie Entscheidungsmuster menschlicher Nutzer einzuwirken. Social Bots
konnten im Metaversum beispielsweise genutzt werden, um im Rahmen
personalisierter Interaktionen gezielt Werbung zu verbreiten oder interes-
sierte Nutzer vom Kauf bestimmter Produkte zu iiberzeugen.?* Ebenso
kénnten Social Bots zur Durchfithrung grofier Desinformationskampagnen

19 Freeman u.a., Disturbing the Peace: Experiencing and Mitigating Emerging Harass-
ment in Social Virtual Reality, Proceedings of the ACM on Human-Computer Inter-
action 2022, 1 (11).

20 Wiederhold, Sexual Harassment in the Metaverse, Cyberpsychology, Behavior, and
Social Networking 2022, 479.

21 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (94); Diirr, Social Bots, S. 7 ff.

22 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (94).

23 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018, 52
(54).

24 Falchuk/Loeb/Neff, The Social Metaverse: Battle for Privacy, IEEE Technology and
Society Magazine 2018 37(2), 52 (53 fF.).
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sowie fiir politische Propaganda missbraucht werden.?> Schlief3lich besteht
die Gefahr, dass das Verhalten bestimmter Nutzer mittels Social Bots tiber-
wacht wird oder durch gezielte, automatisierte Ansprache unbemerkt per-
sonliche Daten gesammelt werden.?® Im Metaverse konnen Social Bots
selbst auf zusétzlichen Verhaltensebenen menschliches Verhalten vortau-
schen, aber auch auf zusitzliche Verhaltensdaten von Nutzern, beispielswei-
se die Mimik oder Gestik, zugreifen. Dadurch vergroflert sich das Gefah-
renpotenzial.

3.2 Gefahren fiir den Datenschutz

Ein weiteres Feld privatheitsbezogener Probleme im Metaverse betrifft die
Datenschutzherausforderungen. Diese ergeben sich vor allem aus der DS-
GVO, welche die meisten Regelungen zum Schutz natiirlicher Personen
vor der Verarbeitung ihrer personenbezogenen Daten enthilt. Zentrale He-
rausforderungen im Metaverse stellen dabei die intensivere Datenerhebung
sowie die unzureichenden Datenschutzerklirungen und -einwilligungen
dar.

3.2.1 Intensitdt und Umfang der Datenerfassung

Ohne die Verarbeitung von personenbezogenen Daten sind moderne In-
ternetanwendungen, wie z.B. Social Media, gar nicht denkbar.?” Metaverse-
Systeme konnten jedoch wesentlich intensiver Informationen sammeln als
herkommliche Systeme. Happa et al. duflern Bedenken dariiber, dass samt-
liche Sensordaten von Geriten potenzielle Quellen fiir bisher unbekannte
multidimensionale Datenschutzrisiken darstellen konnten, die schwerwie-
gender sind als die aus fritheren Technologien bekannten.?

25 Dwivedi et al., Exploring the Darkverse: A Multi-Perspective Analysis of the Negative
Societal Impacts of the Metaverse, Information Systems Frontiers 2023, 25, 2071
(2083).

26 Falchuk/Loeb/Neff, The Social Metaverse: Battle for Privacy, IEEE Technology and
Society Magazine 2018, 37(2), 52 (53 ff.).

27 So auch Kroschwald, Nutzer-, kontext- und situationsbedingte Vulnerabilitit in digi-
talen Gesellschaften, ZfDR 2023, 1 (4).

28 Happa u.a., Privacy-certification standards for extended-reality devices and services,
IEEE Conference on Virtual Reality and 3D User Interfaces Abstracts and Work-
shops, Lisbon 2021, 397 (397).
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Ein wesentlicher Unterschied zwischen dem Metaverse und dem her-
kémmlichen Internet besteht dabei in der Echtzeitverfolgung von physiolo-
gischen Daten und von Bewegungsdaten.2? Uber Technologien wie z.B. VR-
Brillen, Controller, spezielle Anziige oder Schuhe, welche zur Interaktion
zwischen Nutzern und dem Metaverse genutzt werden, konnen Gesichts-
ausdriicke, Gangart sowie Augen-, Kopf- und Handbewegungen verfolgt
werden. Solche Headsets und andere Gerite konnten vielfaltige biometri-
sche Daten sammeln, einschlieflich Stimmprofile, Gesichtsgeometrie, Iris-
und Netzhautscans, Handabdriicke, Fingerabdriicke sowie Gehirn- und
Herzsignale. Neurophysiologische Daten, wie Gehirnwellenmuster und
neuronale Aktivititen, konnen ebenfalls erfasst werden, entweder durch
Sensoren oder Gehirn-Computer-Schnittstellen.

Die im Metaverse genutzten Avatare konnen zudem das Aussehen der
realen Nutzer widerspiegeln.?? Dies kann Aufschluss geben tiber ihre ethni-
sche Herkunft und ihr Geschlecht.’! Die Bewegungen und Gesichtsausdrii-
cke der Nutzer konnen in den Avataren wiedergegeben werden, um ein
realistischeres Erlebnis zu bieten.>? Verhalten und Vorlieben kénnen durch
Interaktionen mit virtuellen Objekten und anderen Avataren® sowie durch

29 Di Pietro/Cresci, Metaverse: Security and Privacy Issues, IEEE International Confer-
ence on Trust, Privacy and Security in Intelligent Systems and Applications, Atlanta
2021, 281 (284); Marloth u.a., Psychiatric Interventions in Virtual Reality, Cambridge
Quarterly of Healthcare Ethics 2020, 574 (579 £.); Ruiz Mejia/Rawat, Recent Advances
in a Medical Domain Metaverse, International Conference on Ubiquitous and Future
Networks, Barcelona 2022, 357 (358).

30 Awadallah u.a., Identity Threats in the Metaverse and Future Research Opportuni-
ties, International Conference on Business Analytics for Technology and Security,
Dubai 2023, 1 (3); Venugopal u.a., The realm of metaverse, Computer Animation and
Virtual Worlds 2023, 1 (8).

31 Maloney u.a., Anonymity vs. Familiarity, ACM Symposium on Virtual Reality Soft-
ware and Technology 2020, 1 (7); Vladimirov w.a., Security and Privacy Protection
Obstacles with 3D Reconstructed Models of People in Applications and the Meta-
verse, International Scientific Conference on Information, Communication and Ener-
gy Systems and Technologies, Ohrid 2022, 1 (1f.); Wang w.a., Shared realities, ACM
on Human-Computer Interaction 2021, 1 (4).

32 Awadallah u.a., Identity Threats in the Metaverse and Future Research Opportuni-
ties, International Conference on Business Analytics for Technology and Security,
Dubai 2023, 1 (2); Smith u.a., The World as an Interface, Hawaii International Con-
ference on System Sciences 2023, 6045 (6048 f.).

33 Fernandez/Hui, Life, the Metaverse and Everything, IEEE International Conference
on Distributed Computing Systems Workshops, Bologna 2022, 272 (273).
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Eye-Tracking und physische Bewegungen3* offengelegt werden. Emotionen
kénnen durch Kameras, drucksensitive Brillen fiir Gesichtsmuskulaturbe-
wegungen,® Spracherkennung®® oder aus anderen Daten wie Augen- und
Koérperbewegungen oder Herzfrequenz®” abgeleitet werden.

Schliellich sehen Falchuk et al. noch das Risiko, dass Avatare auf der
Metaverse-Plattform keine Mdglichkeit haben, sich selbst vor der Datener-
fassung zu verbergen.’® Nutzer konnten sich daher unbeabsichtigt einer im
Hintergrund stattfindenden Dateniiberwachung aussetzen.*

Hinzu kommen Kontextdaten. Die Metaverse-Plattformen kénnen mit-
hilfe von Datenanalysesoftware die Aktivitdten der Avatare iiberwachen
und analysieren, um Einblicke in die Nutzung der Dienste durch die Nut-
zer zu ermoglichen.*® So lieflen sich virtuelle Laufwege, Besuche virtueller
Orte, Reaktionen der Nutzer auf Produkte oder Ereignisse und weitere
Daten sammeln.

3.2.2 Immersive Datenschutzerklarungen und Einwilligungen

In aktuellen Metaverse-dhnlichen Systemen werden Nutzer selten umfas-
send iiber die Datenerhebung und -verarbeitung aufgekldrt. Datenschutz-

34 Dwivedi u.a., Exploring the Darkverse, Information Systems Frontiers 2023, 2071
(2075); Smith w.a., The World as an Interface, Hawaii International Conference
on System Sciences 2023, 6045 (6049); Tricomi w.a., You Can't Hide Behind Your
Headset, IEEE Access 2022, 9859 (9864).

35 McStay, The Metaverse: Surveillant Physics, Virtual Realist Governance, and the
Missing Commons, Philosophy and Technology 2023, 1 (6).

36 Smith w.a., The World as an Interface, Hawaii International Conference on System
Sciences 2023, 6045 (6051 L.).

37 Abraham u.a., Implications of XR on Privacy, Security and Behaviour, Nordic Hu-
man-Computer Interaction Conference, Aarhus 2022, 1 9); Happa u.a., Privacy-cer-
tification standards for extended-reality devices and services, IEEE Conference on
Virtual Reality and 3D User Interfaces Abstracts and Workshops, Lisbon 2021, 397
(397).

38 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018, 52
(55).

39 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018, 52
(54).

40 Falchuk u.a., The Social Metaverse, IEEE Technology and Society Magazine 2018,
52 (53f.); Awadallah w.a., Identity Threats in the Metaverse and Future Research
Opportunities, International Conference on Business Analytics for Technology and
Security, Dubai 2023, 1 (3).

41 Abraham u.a., Implications of XR on Privacy, Security and Behaviour, Nordic Hu-
man-Computer Interaction Conference, Aarhus 2022, 1 (5).
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richtlinien sind oft unzureichend, besonders hinsichtlich VR-spezifischer
Datensammlung,*? und viele soziale Metaverse-Plattformen informieren
Nutzer nicht ausreichend iiber ihre Datenschutzeinstellungen, was dazu
fithrt, dass Daten moglicherweise unwissentlich (fiir Dritte) geteilt wer-
den.*® Die DS-GVO fordert, dass iiber Datenverarbeitungen transparent
und verstdndlich kommuniziert wird, Art. 13, 14 DS-GVO; dies wird jedoch
selten erfiillt.** Datenschutzerklarungen sind oft zu lang, uniibersichtlich
und in schwer verstandlicher juristischer Fachsprache verfasst. Zum Bei-
spiel umfasst die Datenschutzerklarung von Roblox* 13.607 Worter, was
etwa 26 DIN A4 Seiten entspricht und fast 62 Minuten Lesedauer erfordert.
Erschwerend kommt hinzu, dass bereits der Mitteilungsweg der Daten-
schutzinformationen in Metaverse-Anwendungen unklar ist; denkbar sind
z.B. Einblendungen, virtuelle Aushénge oder Verlinkungen auf Webseiten.*¢

Dariiber hinaus miissen im Metaverse viele Datenverarbeitungsprozesse
auf eine Einwilligung als Rechtsgrundlage gestiitzt werden (Art.6 Abs.1
lit.a, Art.9 Abs.2 lit.a DS-GVO), insbesondere wenn es um die Verar-
beitung sensibler personenbezogener Daten wie Gesundheitsdaten (z. B.
Herzfrequenz) geht. Nach Art. 4 Nr.11 DS-GVO muss die Einwilligung in
informierter Weise, freiwillig und granular bestimmt fiir alle Zwecke der
Verarbeitung erfolgen.#’ Im Kontext herkdmmlicher Websites wird dies
hdufig durch Cookie-Banner umgesetzt, die den Nutzern die Moglichkeit
geben, iiber die Verwendung ihrer Daten zu entscheiden.

Im Metaverse gestaltet sich die Umsetzung dieser Anforderung jedoch
ungleich komplexer. Das immersive Erlebnis, welches das zentrale Merkmal
dieser virtuellen Welten ist, steht im Spannungsfeld mit den datenschutz-

42 Adams u.a., Ethics Emerging, USENIX Symposium on Usable Privacy and Security
2018, 443 (451).

43 Kang u.a., Security and Privacy Requirements for the Metaverse, IEEE Communica-
tions Magazine 2023, 148 (1501t.); Maloney u.a., Anonymity vs. Familiarity, ACM
Symposium on Virtual Reality Software and Technology 2020, 1 (2 ff.).

44 Kettner u.a., Innovatives Datenschutz-Einwilligungsmanagement, 2020, S. 12.

45 Roblox, Roblox-Datenschutz- und Cookie-Richtlinie, 2025.

46 Vgl. Klar u.a., Datenschutz im Metaverse, BB 2022, 2691 (2694); Benedikt, in: Stee-
ge/Chibanguza, Metaverse, 2023, § 11, Rn. 57.

47 Vgl. zur Diskussion um die fragliche Freiwilligkeit bei Einwilligung im Kontext so-
zialer Netzwerke Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art. 7 DS-GVO,
Rn. 53 ff. mw.N.
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rechtlichen Vorgaben.*® Auf zentralisierten Plattformen konnte es zwar
moglich sein, datenschutzrechtliche Informationen in Textform im Vorfeld
des ,Eintauchens® bereitzustellen: Nutzer konnten vor dem Zugang zu
einer immersiven Umgebung iiber die wesentlichen Verarbeitungszwecke
aufgeklart und um ihre Zustimmung gebeten werden.

Problematisch wird diese Vorgehensweise jedoch, wenn ein Blick auf die
Vision des Metaverse geworfen wird: Durch seine grenziiberschreitende
und dynamische Struktur soll es iiber die rein technischen und rechtlichen
Grenzen eines einzelnen Anbieters hinausgehen. Wenn Nutzer in einen
neuen Verantwortungsbereich iiberwechseln - beispielsweise beim Betreten
eines virtuellen Raumes, der von einem anderen Anbieter bereitgestellt
wird - -miisste erneut eine datenschutzrechtliche Information erfolgen und
gegebenenfalls eine neue Einwilligung eingeholt werden.

Diese Anforderung kollidiert mit dem Prinzip einer nahtlosen, immer-
siven Erfahrung, da Unterbrechungen zur Information oder Einholung
von Einwilligungen das Nutzungserlebnis beeintrachtigen konnten. Die
Herausforderung besteht daher darin, ein datenschutzkonformes Informa-
tions- und Einwilligungsmanagement zu entwickeln, das einerseits den
gesetzlichen Anforderungen entspricht und andererseits die immersiven
Eigenschaften des Metaverse nicht beeintrichtigt.

4. Losungsoptionen durch Privacy-by-Design-Praktiken

Um angesichts der genannten Herausforderungen den Schutz der Privat-
heit zu gewdéhrleisten, ist es entscheidend, den Privacy-by-Design-Ansatz
zu verfolgen. Dieser technische und strategische Managementansatz zielt
darauf ab, dass der Schutz der Privatheit bereits zu Beginn proaktiv in die
Konzeption und Entwicklung des Metaverses integriert werden muss, an-
statt ihn erst im Nachhinein zu beriicksichtigen.?® Dadurch kénnen Risiken
praventiv und nachhaltig minimiert werden.

Der Europdische Gesetzgeber und andere Gesetzgeber legen grofien
Wert auf den Privacy-by-Design-Ansatz, um eine ausgewogene Balance

48 Dwivedi w.a., Exploring the Darkverse: A Multi-Perspective Analysis of the Negative
Societal Impacts of the Metaverse, Information Systems Frontiers 2023, 2071; Euro-
péische Kommission, Datenschutz und Privatsphare in virtuellen Welten, 2025.

49 Spiekermann, The challenges of privacy by design, Communications of the ACM
2012, 38.
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zwischen den Privatheitsbediirfnissen der Nutzer und den Datenanforde-
rungen von Unternehmen und der Regulierung zu erreichen.>® Dennoch
bleibt das Konzept oft abstrakt und schwer umzusetzen, da es an konkreten
Anforderungen fehlt, insbesondere im Kontext aufkommender Technologi-
en.” Daher wird in diesem Beitrag versucht, konkrete Implementierungen
fiir das Metaverse zu erarbeiten, um ein sicheres und datenschutz- wie
personlichkeitsrechtsfreundliches Metaverse zu schaffen.

Die Entwicklung der Designvorschldge wurde mit einer systematischen
Analyse der Forschungs-, Praxis- und Rechtsliteratur eingeleitet, ergénzt
durch die Auswertung ausgewdhlter Metaverse-Plattformen sowie semi-
strukturierter Experteninterviews. Die Zielsetzung bestand zunachst in der
Identifizierung der dringendsten Problemfelder des Metaverse. In einem
nachfolgenden Schritt wurden die identifizierten Problemfelder und ersten
Designvorschldge in einem partizipativen Format mit Experten diskutiert.
Im Rahmen dieser Diskussion wurden die Vorschlage hinsichtlich ihrer
Effektivitat und Umsetzbarkeit priorisiert.

Die folgende Darstellung beschrankt sich auf einen Ausschnitt der For-
schung und soll das Vorhaben und die Ergebnisse exemplarisch an ausge-
wihlten Beispielen illustrieren. Ein besonderer Fokus liegt dabei auf dem
personlichkeitsrechtlichen Problemfeld der virtuellen Beldstigung und dem
datenschutzrechtlichen Problemfeld der Datenschutzerklirungen und Ein-
willigungen in immersiven virtuellen Welten. Aber auch weitere Designvor-
schldge sollen beispielhaft erldutert werden, um die Vielfalt der moglichen
Ansidtze anzudeuten.

4.1 Virtuelle Beldstigung (Personlichkeitsrechte)

Anders als in der realen Welt existieren im Metaverse (noch) keine spezi-
fischen gesetzlichen Rahmenbedingung, die in der Lage wiren, Beldstigun-
gen und andere ,virtuell-physischen” Schadigungen zu verhindern. Beste-
hende Vorgaben des Strafrechts, des Personlichkeitsrechts oder des Daten-
schutzrechts finden zwar grundsitzlich Anwendung, leiden jedoch unter
einem generellen Durchsetzungsproblem und sind nicht zugeschnitten auf
die besonderen Situationen und Probleme von Metaversen. Gleichzeitig

50 Spiekermann, The challenges of privacy by design, Communications of the ACM
2012, 38.

51 Bu u.a., ,Privacy by Design” implementation: Information system engineers’ perspec-
tive, International Journal of Information Management, 102124, 3.
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ist jedoch deutlich geworden, dass virtuelle Ubergriffe mitunter ebenso
einschneidend wahrgenommen werden kénnen, wie vergleichbare Ereig-
nisse in der ,echten” Welt. Dies fiithrt dazu, dass Plattformbetreiber mehr
denn je in der Verantwortung stehen, virtuelle Beldstigungen durch privat-
heitsfreundliche Designstrategien proaktiv zu verhindern oder jedenfalls
zu erschweren. Dabei sollten Plattformdesigns im Vordergrund stehen, die
einerseits Anreize fiir mogliche Beldstigungssituationen reduzieren und
andererseits Nutzern die jederzeitige Kontrolle iiber ihre Interaktionen
ermoglichen. Daneben konnen Plattformbetreiber die Verantwortlichen
auch sanktionieren. Mafinahmen konnten neben kurzfristigen Nutzungs-
verboten auch eine Sperrung des Kontos sein. Entsprechende Regelungen
konnten Einzug in die Allgemeinen Geschiftsbedingungen der Nutzungs-
vertrage finden.

Zur Pravention virtueller Beldstigungen im Metaverse erscheinen insbe-
sondere jene Designvorschldge geeignet, die durch eine privatheitsfreundli-
che Gestaltung des virtuellen Raums die Auswirkungen derartige Ubergriffe
so gering wie moglich halten. Eine potenzielle Designpraktik stellt etwa
die Einrichtung einer virtuellen Sicherheitszone dar, in welcher Nutzer
vor der Anndherung anderer Avatare geschiitzt sind. Bei dem ,Scheinwer-
fer’-Design wird den angegriffenen Nutzern die Moglichkeit verschafft,
besondere Aufmerksamkeit auf den Aggressor zu richten, sodass dieser von
seinem Opfer abldsst. Darliber hinaus kann auch das generelle Design eines
virtuellen Raums zur Pravention virtueller Beldstigungen beitragen.

4.1.1 Helle Beleuchtung und soziale Kulisse durch Bots

Um virtuelle Beldstigungen proaktiv vorzubeugen, wurde bei der Gestal-
tung offentlicher virtueller Raume gezielt mit sogenannten Nudges gearbei-
tet, um situative Faktoren zu beeinflussen, die Beldstigungen begiinstigen
konnen. Ein zentraler Ausloser fiir antinormatives und deviantes Verhalten
ist der Enthemmungseftekt, der unter anderem durch die Unsichtbarkeit
und dissoziative Anonymitit entsteht.>?

Dunkle, schwach beleuchtete Bereiche kdnnen das Gefiihl der Anonymi-
tat und Verantwortungslosigkeit verstarken, da sich die Téater weniger sicht-

52 Hirsch, u.a., Drunk, Powerful, and in the Dark: How General Processes of Disinhibi-
tion Produce Both Prosocial and Antisocial Behavior, Perspectives on Psychological
Science 2011, 415.; Suler, The Online Disinhibition Effect, CyberPsychology & Behav-
ior 2004.
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bar und dadurch weniger identifizierbar fithlen.>® Dies kann prosoziales
Verhalten hemmen und unethisches Verhalten beglinstigen.’* Zudem zei-
gen Studien, dass helle Beleuchtung in 6ffentlichen Bereichen (z.B. Strafien
oder Geschiften) Straftaten reduzieren kann.> Dieser Effekt konnte gezielt
auf die Gestaltung virtueller Umgebungen iibertragen werden, da Nutzer
dazu neigen, vertraute Muster aus der physischen Welt auch im virtuellen
Raum anzuwenden.

Zudem neigen Téter dazu, Opfer eher in isolierten Situationen zu belds-
tigen, wo keine Dritten anwesend sind, die eingreifen konnten.>® Solche
Tater-Opfer-Szenarien konnen auch im Metaverse auftreten. Daher konnte
eine gezielte Integration zusdtzlicher, nicht von Nutzern gesteuerter Avatare
diesem Risiko entgegenwirken, indem eine dffentlich wirkende Umgebung
simuliert wird. Dadurch entsteht fiir potenzielle Téter der Eindruck, unter
Beobachtung zu stehen, was die Hemmschwelle fiir Beldstigungen erhoht
und die Einhaltung respektvoller sozialer Normen stérkt.

4.1.2 Safe Zones

Ein weiterer Ansatz zum Schutz der Nutzer besteht im Erhalt ihres per-
sonlichen Raums, da Beldstigungen in virtuellen Welten haufig durch das
unbefugte Eindringen in die physische Nahe eines Avatars entstehen.”” Hier
konnten sogenannte Safe Zones helfen - Schutzbereiche, die als Radius um
den Avatar eines Nutzers eingerichtet werden und bei Betreten durch ande-
re Avatare bestimmte Reaktionen auslosen. Solche Mafinahmen konnen auf
unterschiedliche Weise umgesetzt werden, um unerwiinschte Interaktionen
zu minimieren und zu verhindern, dass fremde Avatare zu nahe kommen.

53 Zhong u.a., Good Lamps Are the Best Police: Darkness Increases Dishonesy and
Self-Interested Behavior, Psychological Science 2010.

54 Liu u.a., Gender moderates the effect of darkness on ethical behaviors: An explana-
tion of disinhibition, Personality and Individual Differences 2018.

55 Fotios u.a., The Effect of Lighting on Crime Counts, Energies 2021, 4099; Chalfin
u.a., Reducing Crime Through Environmental Design, Journal of Quantitative Crimi-
nology 2022, 127; Mitre-Becerril u.a., Can deterrence persist?, Criminology & Public
Policy 2022, 865.

56 Painter, The influence of street lightning improvements on crime, fear and pedestrian
street use, after dark. Landscape and Urban Planning 1996.

57 Freeman u.a., Disturbing the Peace: Experiencing and Mitigating Emerging Harass-
ment in Social Virtual Reality, Proceedings of the ACM on Human-Computer Inter-
action 2022.
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Praventiv eingesetzt, bildet eine Safe Zone einen unsichtbaren Schutz-
kreis um den Avatar des Nutzers, sodass andere Avatare den dadurch
bestimmten Abstand zum Avatar des Nutzers einhalten miissen, um ge-
sehen und gehért zu werden. Bei Uberschreiten dieser Grenze werden
sie automatisch unsichtbar und stummgeschaltet. Die Sicherheitszone ist
fiir andere Avatare individuell einstellbar, d.h. Nutzer konnen bestimmten
Avataren (z.B. Freunden) erlauben, den Kreis zu betreten, ohne dass diese
ausgeblendet werden.

Reaktiv eingesetzt, kann eine Safe Zone im Falle eines Ubergriffs akti-
viert werden. Der Schutzkreis dient in dieser Version dazu, den Sicherheits-
abstand zu anderen Avataren zu erzwingen. Avatare, die sich innerhalb
dieses Schutzkreises authalten, werden ebenfalls unsichtbar und unhérbar
gemacht. Gleichzeitig wird der Avatar des Nutzers auch fiir andere Avatare
ausgeblendet, sobald sie ihm zu nahe kommen.

In manchen Fillen reicht eine Safe Zone allein nicht aus, da Beldstigun-
gen auch aus der Distanz durch zulédssige Interaktionsmdoglichkeiten erfol-
gen konnen. Deshalb ist es sinnvoll, diesen Schutzmechanismus mit weite-
ren Funktionen, wie z.B. einer Blockfunktion zu kombinieren. Dadurch
konnen Avatare der Téter und ihre Handlungen unabhéngig von der Ent-
fernung fiir betroffene Nutzer unsichtbar und unhoérbar gemacht werden.
Gleichzeitig werden auch der Avatar und die Aktivititen des Opfers in der
virtuellen Umgebung fiir die Téter nicht mehr sichtbar oder horbar.

4.2 Kennzeichnung von Social Bots und Bot-freie Zonen
(Personlichkeitsrechte)

Im Hinblick auf Social Bots kann den Gefahren einer Identitatstauschung
insbesondere mittels einer identifizierenden Kennzeichnung KI-gesteuerter
Avatare oder durch vorgelagerte Identitatskontrollen begegnet werden. Die
visuelle Kennzeichnung von Bots konnte beispielsweise durch Beschriftun-
gen, Symbole, Umrandungen oder durch die Verwendung bot-spezifischer
Avatare umgesetzt werden, um Nutzern die Interaktion mit einer KI offen-
zulegen. Eine solche visuelle Kennzeichnung ist fiir ,Verwender” von Social
Bots auch verpflichtend nach § 18 Abs. 3 Medienstaatsvertrag.®® Nach der
KI-Verordnung gilt eine vergleichbare Kennzeichnungspflicht mittlerweile

58 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (95).
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auch fiir Entwickler, Art.50 KI-Verordnung.>® Betreiber von Metaversen
werden nicht durch § 18 Medienstaatsvertrag oder Art. 50 KI-Verordnung
in die Pflicht genommen. Entwickler und auch Verwender von Social Bots
sind jedoch oftmals von den technischen Gegebenheiten und Vorgaben von
Plattformbetreibern abhéngig. Deshalb besteht eine Effektuierungspflicht
fir Plattformbetreiber nach §93 Medienstaatsvertrag. Demnach sollen
zumutbare Anstrengungen zur Sicherstellung einer Kennzeichnung vorge-
nommen werden.®® Vorgelagerte, privatheitsfreundliche Identititskontrol-
len konnten mithilfe der flichendeckenden Einfithrung von 3D-Captchas
ermoglicht werden: Avatare, die als Bots verdéchtigt werden, miissten dem-
nach kleine Aufgaben in der 3D-Umgebung l6sen, um ihre menschliche
Identitdt zu bestdtigen.

Um einige der genannten Gefahren zu verhindern, z.B. potenzielle Bot-
gestiitzte Desinformationskampagnen, kann es notwendig sein, tiber eine
reine Kennzeichnungspflicht hinauszugehen. Neben einem kompletten Ver-
bot von Social Bots in Metaversen konnen bot-freie Zonen als weniger
intensive MafSnahme konstituiert werden. Bot-freie Zonen sind Bereiche, in
denen die Verwendung von KI-gesteuerten Avataren generell unterbunden
wird, sodass Nutzer dort nur auf menschengesteuerte Avatare treffen kon-
nen.

4.3 Sensorhinweise (Datenschutz)

Zur Reaktion auf die gesteigerte Intensitit und den gesteigerten Umfang
der Datenerfassung konnten u.a. dauerhafte Sensorhinweise, punktuelle
Aktivierungsabfragen sowie eine standardmiflige Zeitbegrenzung der Sen-
sortatigkeiten dienen. Ersteres wire durch farbliche Hinweise im Sichtfeld
des Nutzers umsetzbar, die z.B. auf das Tracking von Pulsmessern oder
Eye-Tracking hinweisen. Die punktuelle Aktivierungsabfrage fordert, ab-
hiéngig von der jeweiligen Anwendungssituation, gezielt die Zustimmung
des Nutzers zur Aktivierung bestimmter Sensoren an, und schaftt dadurch
ein erhohtes Bewusstsein fiir die Datenerfassung in sensiblen Situationen.
Berechtigungsabfragen haben sich in mobilen Anwendungskontexten be-
reits als wirksames Mittel erwiesen, um das Risikobewusstsein der Nutzer
in Bezug auf ihre Privatheit zu stirken. Kombiniert mit einer regelmaflig

59 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (98).
60 Kern, Die Verwendung von Social Bots, KIR 2024, 94 (97).
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zu erneuernden Freigabe der jeweiligen Datenstrome, die den Nutzer daran
erinnert, welche Sensoren aktiv sind und erneut um Freigabe der Daten-
strome bittet, wird die Datensouveranitit der Nutzer gestérkt.

4.4 Datenschutzcockpits und Einwilligungsassistenten (Datenschutz)

Um Datenverarbeitungen in immersiven Umgebungen erfolgreich fiir Nut-
zer zu kommunizieren (immersive Datenschutzerkldrungen), konnten Da-
tenschutzcockpits eingesetzt werden.®! Die Idee von Datenschutzcockpits
wurde bereits im Kontext von Websites angedacht. Diese stellen Informa-
tionen zu Datenverarbeitungen sowie Verarbeitungszwecken nutzerfreund-
lich und in einer Ubersicht mit Einstellungsméglichkeiten dar, was sowohl
plattformspezifisch als auch anwendungsspezifisch ausgestaltet sein kann.®?
Eine weitere Losungsidee konnten unterstiitzende Gestaltungselemente als
Teil der Datenschutzerkldrung sein. Dies umfasst Datenschutzicons und
Strukturierung durch Abschnittsstrukturen - ggf. auch videogestiitzt.

Eine immersivere und somit weitergehende Losung fiir die datenschutz-
rechtlichen Herausforderungen im Metaverse konnte ein virtueller Infor-
mations- und Einwilligungsassistent (,,Stefan Schild“®?) darstellen, der eine
dynamische und nutzerfreundliche Verwaltung von datenschutzrechtlichen
Informations- und Einwilligungsprozessen ermdglicht. Dieser Assistent
sollte sich nahtlos in die immersive Umgebung integrieren und als stindi-
ger Begleiter der Nutzer fungieren, um auf Wunsch relevante Datenschutz-
informationen bereitzustellen und Einwilligungen einzuholen, ohne das
immersive Erlebnis im Metaverse zu unterbrechen.

Stefan Schild konnte personalisiert und kontextsensitiv agieren. Sobald
ein Nutzer in einen neuen Verantwortungsbereich eintritt, z.B. beim Wech-
sel von einer Plattform zu einer anderen oder beim Besuch eines virtuellen
Raums, der von einem Drittanbieter verwaltet wird, wiirde der Assistent
die jeweiligen datenschutzrechtlichen Anforderungen im Hintergrund ana-
lysieren. Er wiirde in Echtzeit eine benutzerfreundliche, kontextabhéngige
Benachrichtigung ausspielen, welche die wichtigsten Informationen zur

61 Gerpott, Datenschutzerklarungen - Materiell fundierte Einwilligungen nach der DS-
GVO, MMR 2020, 739 (742).

62 Vgl. Kettner u.a., Wege zur besseren Informiertheit, 2018, S.71ff, die das Konzept
»Privacy Bots“ nennen. Ebenso Niiske u.a., Privacy Bots, DuD 2019, 28.

63 Bei ,Stefan Schild“ handelt es sich um einen willkiirlichen Arbeitstitel, der lediglich
einen illustrierenden Mehrwert hat.
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Datenverarbeitung kurz und pragnant zusammenfasst. Zudem konnte der
Assistent die erforderliche Einwilligung einholen.

Anstelle aufdringlicher Pop-ups konnte Stefan Schild in Form eines dis-
kreten, interaktiven Avatars oder einer symbolischen Benutzeroberfliche
auftreten, die jederzeit ansprechbar ist. So kénnten Nutzer durch einfache
Sprachbefehle, Gesten oder Klicks mehr Details zu den Datenschutzinfor-
mationen abrufen oder ihre Einwilligung fiir spezifische Verarbeitungen
erteilen oder verweigern. Dadurch kénnte Stefan Schild zudem fortlaufend
Transparenz gewahrleisten, indem er Nutzer aktiv dariiber informiert, wel-
che Daten wann und zu welchem Zweck verarbeitet werden. Um das Erleb-
nis mit Stefan Schild motivierender zu gestalten, kénnten Gamifizierungs-
elemente wie Belohnungssysteme, Personalisierung und eine spannende
Hintergrundgeschichte integriert werden. Der Assistent konnte wiederum
mit anderen Ansétzen kombiniert werden, wie etwa Icons oder Videos.

5. Testung der Designs in Fokusgruppen

Die beschriebenen Designoptionen kénnen nur dann zum Schutz der Pri-
vatheit im Metaverse beitragen, wenn sie von den Nutzern des Metaverse
als unterstiitzend und sinnvoll wahrgenommen werden. Die Reaktionen
potenzieller Nutzer auf die Designoptionen wurden daher in einem qualita-
tiven und explorativen Format in Fokusgruppen getestet. Durch ein Markt-
forschungsinstitut wurden insgesamt vier Gruppen zusammengestellt. Da-
von waren zwei Gruppen mit ,metaverse-affinen® Nutzern besetzt, die
selbst im Besitz einer VR-Brille waren, die in den zwei anderen Gruppen
vertretenen Nutzer besaflen keine VR-Brille. Ansonsten waren alle Grup-
pen divers zusammengesetzt mit Blick auf Geschlecht, Altersverteilung, Bil-
dungsstand und Wohnort (léndlich/stadtisch). Drei Gruppen hatten jeweils
sieben Teilnehmer, die Gruppe der metaverse-affinen Nutzer im Bereich
der Personlichkeitsrechte hatte sechs Teilnehmer.

In jeweils zwei Fokusgruppen wurden vertieft die Designoptionen zum
Schutz der Personlichkeitsrechte sowie die Designoptionen aus dem Be-
reich des Datenschutzes getestet. Dabei wurde zu jedem Teilaspekt des
Vorhabens einmal die Perspektive metaverse-affiner Nutzer untersucht und
einmal die Perspektive sonstiger Nutzer.
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5.1 Quantitative Auswertung der Fokusgruppen

In den Riickmeldungen aus den Fokusgruppen wurden deutliche Unter-
schiede zwischen der Wahrnehmung der Designs in den Bereichen Person-
lichkeitsrechte und Datenschutz erkennbar, wie nachstehend im Einzelnen
beschrieben wird. Eine Ubersicht zur Wahrnehmung der Designoptionen
ist in der Abbildung enthalten. Als quantitative Wertung haben die von
den Probanden der Fokusgruppen getroffenen Einschdtzungen aufgrund
der geringen Anzahl der Teilnehmer nur eine begrenzte Aussagekraft. Sie
werden daher im Folgenden vor allem zu dem Zweck genannt, um die
nachstehend erlduterten qualitativen Einschdtzungen der Probanden zu
illustrieren (vgl. Tabelle 1).

5.2 Qualitative Auswertung der Fokusgruppen

Mehr noch als die quantitativen Ergebnisse ist die qualitative Auswertung
der Fokusgruppen fiir die Implementierung eines Privacy-by-Design-An-
satzes im Metaverse relevant. In den Fokusgruppen wurde zunéchst jeweils
die allgemeine Haltung der Teilnehmer zu Fragen der Privatheit im Meta-
verse diskutiert, sodann die Wahrnehmung unterschiedlicher Designoptio-
nen zum Schutz der Privatheit. Die qualitative Auswertung der Fokusgrup-
pen wird nachstehend gegliedert nach den Aspekten der Personlichkeits-
rechte und des Datenschutzes wiedergegeben.

5.2.1 Personlichkeitsrechte

5.2.11 Risikowahrnehmung

In allen Fokusgruppen wurden die Risiken des Metaverse im Bereich der
Personlichkeitsrechte als relevant angesehen; fiir etliche Probanden auch
als Grund genannt, das Metaverse selbst nicht nutzen zu wollen (,wenn
ich jetzt da regelmdfSig beldstigt wiirde im Metaverse, wieso benutzt man es
dann iiberhaupt noch?*). Es wurde allgemein als wahrscheinlich angesehen,
dass die aus der digitalen Welt bereits bekannten Persénlichkeitsrechtsver-
letzungen im Metaverse eine neue Intensititsstufe erreichen wiirden. Dabei
fiel auf, dass die weiblichen Teilnehmer der Fokusgruppen eine deutlich
hohere Sensibilitdt gegeniiber den Bedrohungen ihrer Personlichkeitsrechte
zeigten als die ménnlichen Teilnehmer. Unterschiedlich wurde auch einge-
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schatzt, inwieweit die Technik imstande sein wird, die Risiken im Bereich
der Personlichkeitsrechte zu minimieren. Auf Seiten einiger ménnlicher
Probanden war ein ausgepragter Technikoptimismus festzustellen, wahrend
von einigen der weiblichen Probanden eher auf die Zusammenhinge zu ge-
nerellen Fragen im Verhaltnis der Geschlechter verwiesen wurde.

Tabelle 1: Ubersicht zur Wahrnehmung der Designoptionen

Design Gruppe Positiv®™ Neutral Negativ

Helle Beleuchtung Affin 0 3 4

Nicht-affin 1 1

Gesamt 1

Safe Zones Affin
Nicht-affin

O | W W

Gesamt

Botkennzeichnung Affin
Nicht-affin

L N B =N

Gesamt 10

Lo BECSH B )

Bot-freie Zonen Affin
Nicht-affin

—
oc|lo|lo|lo|lo|lo|lo| o o | &

w| v| w
—

Gesamt

—
w | »n
—

Sensorhinweise Affin

Nicht-affin

—
—

Gesamt

Zeitliche Begrenzung der Sensortatigkeit Affin
Nicht-affin

Gesamt

Datenschutzcockpit Affin
Nicht-affin

Gesamt

N[O | M| | w| o] W[

Einwilligungsassistent Affin

Nicht-affin

Wlwl|lo|lu|lu|lo|l VOl NNV U
Wlw|lo|lo| oo M| O NN

Gesamt

64 Die Probanden wurden jeweils gefragt: Halten Sie die vorgestellten Designoptionen
fiir wirksam? Die Zahl der Probanden, welche die Designoption fiir wirksam hielten,
wird jeweils mit ,,Positiv angegeben, die Zahl der Probanden, welche die Designopti-
on fiir unwirksam hielten, mit ,Negativ®, die Zahl der Probanden, welche unentschie-
den waren, wird mit ,Neutral“ angegeben.
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5.2.1.1 Wahrnehmung der Designoptionen

Entsprechend dieser generellen Haltung wurde die Zielsetzung der Designs
zum Schutz der Personlichkeitsrechte allgemein befiirwortet und gutgehei-
en. Mit Blick auf ihre Wirksamkeit wurden die verschiedenen Designop-
tionen jedoch unterschiedlich eingeschitzt; auflerdem eroffneten die Riick-
meldungen aus den Fokusgruppen wichtige Perspektiven zu unbeabsichtig-
ten Nebenwirkungen und zu alternativen Ausgestaltungsmoglichkeiten.

Das Problem der Social Bots war den Probanden aus sozialen Netzwer-
ken bekannt. Daher war auch die Sorge verbreitet, dass sich dieses im
Metaverse noch verstirken konnte. Zudem wurde auch das Risiko des
Identitatsdiebstahls diskutiert, etwa dass im Metaverse eine reale Person
optisch nachgebaut werden konnte. Die Kennzeichnungspflicht fiir Bots
wurde dementsprechend allgemein fiir gut befunden. In der Ausgestaltung
wurden solche Varianten befiirwortet, die Bots intuitiv und deutlich von
Menschen unterschieden. Die Umsetzbarkeit der Bot-Kennzeichnung wur-
de allerdings von einigen angezweifelt, da es den Metaverse-Unternehmen
an wirksamen Anreizen fehlen wiirde, fiir eine Transparenz der Bots zu
sorgen. Viel Zuspruch bekam auch die Idee, bot-freie Zonen einzurichten.

Wenig Unterstiitzung fand demgegeniiber der Vorschlag, Metaverse-Um-
gebungen generell hell auszuleuchten und dadurch potentielle Ubergriffe
zu erschweren. Zum einen wurde schon die Wirksamkeit dieser Mafinahme
in Zweifel gezogen (,wenn man sich jetzt unsere echte Welt anschaut, passiert
sowas schon im Schwimmbad am helllichten Tag®). Zum anderen wurde
kritisiert, dass schummrige Orte eben auch zum Nutzererlebnis des Meta-
verse gehoren wiirden und dass die gesuchte Atmosphdre durch die helle
Ausleuchtung zerstort wiirde.

Die Idee einer Safe Zone, die vor Ubergriffen schiitzt, fand allgemein
Unterstiitzung. Hier gab es allerdings zur Ausgestaltung einige beachtens-
werte Hinweise: Ein punktuelles Scheinwerferlicht auf eine Gefdhrdungs-
situation wurde als unwirksam bezeichnet, da die hierdurch erzeugte Auf-
merksamkeit méglicherweise genau das sei, was die iibergriffige Person
suche. Eine ,Bubble’, in der eine angegriffene Person fiir den Angreifer
unsichtbar wird, wurde als unfair kritisiert, da sie eher das Opfer als den
Gefdhrder belasten wiirde; eigentlich sollte der Gefdhrder ausgeblendet
werden. Eine Teilnehmerin schlug vor, dass anstelle der Aktivierung einer
Safe Zone im Falle eines Ubergriffs von vornherein Mindestabstandszonen
programmiert sein sollten, die nur mit expliziter Einwilligung reduziert
oder gedfinet werden kénnten. SchliefSlich wurde wiederholt die Idee einer
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Moderation des sozialen Geschehens im Metaverse vorgeschlagen, um auch
im Vorfeld von technischen Barrieren eine einladende und kommunikati-
onsfordernde Atmosphire im Metaverse zu schaffen.

5.2.2 Datenschutz

5.2.2.1 Risikowahrnehmung

Im Bereich des Datenschutzes war das Risiko- und Problembewusstsein
weniger eindeutig als im Bereich der Personlichkeitsrechte. Das Thema
Datenschutz wurde von einem Probanden als ,sehr aufgebliht* bezeichnet,
und allgemein war eine Resignation gegeniiber den datenschutzinvasiven
Geschiftsmodellen der heutigen digitalen Welt erkennbar (,die Datensam-
melei und die Analyse kénnen wir eh nicht komplett abschaffen®).

Interessant waren vor diesem Hintergrund die Einschitzungen der Pro-
banden zu ihrem personlichen Umgang mit den Datenschutzrisiken im
Metaverse. Insbesondere die eher digital- und metaverseaffinen Probanden
fanden die invasive Datenerhebung zwar &rgerlich, sahen darin letztlich
aber keinen Grund, das Metaverse nicht zu nutzen (,Man hat ja ein Ziel
(...) und dann kommen da diese Cookie-Meldungen, und dann klickt man
die halt weg, (...) und ich denk mal hier wird es dann genauso sein®). Es gab
aber auch andere Haltungen, die in der Quantitit und Granularitdt der im
Metaverse erfassten Daten eine neue Risikoqualitdt sahen (,, Das ist, als wire
ich an einen Liigendetektor angeschlossen®).

Bemerkenswert ist auch, dass es keine Bereitschaft der Probanden gab,
das Metaverse iiber Bezahlmodelle zu nutzen, bei denen keine personenbe-
zogenen Daten dkonomisch verwertet wiirden. Ein wichtiger Beweggrund
hierfiir war die Sorge, dass der Datenschutz ansonsten kommerzialisiert
wiirde und es zu einer ,Zwei-Klassen-Gesellschaft“ kommen wiirde.

Dagegen stiefl die Forderung, die kommerzielle Nutzung von personen-
bezogenen Daten durch eine gesetzliche Regelung generell zu verbieten, auf
ganz iiberwiegende Zustimmung — auch im Bewusstsein dessen, dass in der
Folge Metaverse-Umgebungen nur in Bezahlformaten nutzbar wiren. Trotz
der verbreiteten Resignation gegeniiber den allgegenwirtigen Praktiken
der Datensammlung war ein hohes Problembewusstsein gegeniiber den
gesellschaftlichen Folgen der trackingbasierten Geschaftsmodelle feststell-
bar (,Wie viele siichtige Kinder wollen wir uns denn noch heranziichten?®).
Die Notwendigkeit einer politischen Losung wurde gerade angesichts der
neuen Gefahrdungsqualitit im Metaverse betont (,Das ist nochmal so ein
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richtig tiefer Schritt in Richtung gldserner Kunde(...) und deshalb muss man
politisch eine Reglung treffen®).

5.2.2.2 Wahrnehmung der Designoptionen

Die Riickmeldungen zu den Designvorschlagen im Bereich des Datenschut-
zes waren unterschiedlich danach, ob die Designs nur zusétzliche Informa-
tionen vermittelten oder ob sie die eigentlich gewiinschte Nutzung storten.
Insbesondere die aktiven Nutzer machten in der Diskussion sehr deutlich,
dass Datenschutz die Interaktion und das Erlebnis im Metaverse nicht
storen solle.

Vor diesem Hintergrund wurden Sensorhinweise, die deutlich machen,
welche Daten auf welchen Wegen gerade erhoben werden, allgemein be-
fiurwortet — solange sie nicht mit dem eigentlichen Nutzungserlebnis in
Konkurrenz stehen. Allerdings wurde von einigen Nutzern gefordert, dass
gleichzeitig mit dem Hinweis auf die Datenerhebung auch der Zweck der
Datenverarbeitung deutlich gemacht werden solle.

Auch das Datenschutzcockpit, das Datenverarbeitungen und Datenver-
arbeitungszwecke transparent macht, stieff auf Zustimmung. In der quan-
titativen Abfrage wurde auch eine automatische zeitliche Begrenzung der
Sensoraktivitat eher befiirwortet (z.B. das Ausschalten der Kamera nach
einer Stunde Nutzung mit der Mdglichkeit, die Kamera manuell wieder
einzuschalten). Allerdings gibt die geduflerte Abneigung gegen Unterbre-
chungen Anlass zu Zweifeln, ob ein solches Modell praktisch auf Akzeptanz
stoflen wiirde.

Die immersive Umsetzung von Datenschutzerklarungen und Einwilli-
gungen iiber den digitalen Assistenten Stefan Schild stief§ bei den meisten
Probanden auf Widerstand. Viele empfanden den digitalen Assistenten als
storend und zeitraubend und zeigten keine Bereitschaft, sich damit ausein-
anderzusetzen (,Wenn ich muss, wiirde ich nicht darauf achten oder aufs
Klo gehen®). Datenschutzhinweise sollten nach Meinung der meisten Pro-
banden optional angezeigt werden, sodass man sie bei Interesse nachlesen
kénne, aber nicht gezwungen sei, sich damit auseinanderzusetzen (,eher
ein Datenschutzstand oder eine Sdule im Shop, wo ich freiwillig hingehen
kann). Ohne dass hiernach gefragt wurde, kam von einigen Probanden
der Vorschlag, dass die datenschutzrechtliche Einwilligung beim Betreten
einer Metaverse-Plattform einmalig vorab gekldrt werden sollte und dann
wihrend der Nutzung der Plattform keine weiteren Einwilligungen mehr
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abgefragt werden sollten (Es sei ein ,, Abturner®, wenn man bei jedem Ein-
tritt in einen Shop neu entscheiden miisse — ,, gut wére, wenn es einmalig ist
und dann nicht nochmal®, wenn man sich im Anschluss an eine Vorabein-
willigung nur noch mit Datenschutzfragen befassen miisste, wenn man die
urspriingliche Entscheidung revidieren wolle).

6. Braucht das Metaverse Personal Information Management Systems
(PIMS)?

Wie sich aus der bisherigen Darstellung abzeichnet, sind nicht alle rechtli-
chen Probleme allein durch Designs 16sbar. Besonders anspruchsvoll gestal-
ten sich Designvorschldge zu datenschutzrechtlichen Informationen und
Einwilligungen. Das Phdnomen der sinkenden Bereitschaft, sich mit daten-
schutzrechtlichen Fragestellungen zu beschiftigen, ist auch aus ,herkdmm-
lichen® datenschutzrechtlichen Informations- und Einwilligungssituationen
bekannt und wird dort treffend als sog. ,,Abnutzungserscheinungen“® bei
den Betroffenen beschrieben. Wo zunéchst eine grundséatzliche Bereitschaft
besteht, sich mit dem Schutz der eigenen personenbezogenen Daten zu
beschiftigten, ldsst diese nach, sobald der Nutzer zu héufig informiert bzw.
nach seiner Einwilligung gefragt wird. Hier bedarf es Losungen, welche
die Interessen der Nutzer beriicksichtigen, aber zudem mit dem geltenden
Recht vereinbar sind. Wie in den Fokusgruppen angedeutet, konnte eine
solche Losung in zentralisierten, vorweggenommenen Mechanismen lie-
gen, die den Nutzerkomfort erh6hen und das Interesse aufrechterhalten.
Ob diese wiederum (in allen Fillen) mit dem Datenschutzrecht vereinbar
sind, steht auf einem anderen Blatt.

6.1 Vorteile und Reichweite einer zentralen Datenschutzerkldrung und
Einwilligung

Eine zentrale Datenschutzerklarung ist ein Dokument oder eine digitale
Information, die Nutzern umfassend und transparent erklart, wie und zu
welchen Zwecken ihre personenbezogenen Daten verarbeitet werden. Sie
enthilt gem. Art. 13, 14 DS-GVO Angaben {iber die Verantwortlichen der

65 Spindler/Forster, Privacy-compliant design of Cookie Banners according to the
GDPR, JIPITEC 2023, 2 (31).
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Datenverarbeitung, die betroffenen Datenkategorien, die Rechtsgrundlagen
der Verarbeitung sowie die Rechte der betroffenen Personen. Im Kontext
des Metaverse wiirde eine zentrale Datenschutzerklirung alle relevanten
Datenverarbeitungsprozesse auf einer Plattform oder einem Okosystem ab-
decken und idealerweise plattformiibergreifend gelten, um eine einheitliche
und konsistente Informationsbasis fiir Nutzer zu schaffen.

Eine zentrale Einwilligung bezeichnet die datenschutzrechtliche Zustim-
mung einer betroffenen Person zu mehreren, u.U. gleichartigen Datenverar-
beitungen, die in einem zusammenhingenden, digitalen oder realen Oko-
system stattfinden. Sie ermdglicht es Nutzern, einmalig ihre Einwilligung
zu einer Vielzahl von Verarbeitungszwecken zu erteilen, anstatt wiederholt
separate Einwilligungen geben zu miissen.

Eine zentrale und vor allem vor das ,Eintauchen® in die Metaverse-Welt
vorweggenommene Durchfiihrung des datenschutzrechtlichen Informati-
ons- und Einwilligungsprozesses bote den Vorteil, dass Nutzer moglichst
einmalig ihre Belange des Datenschutzes regeln konnen und im weiteren
Verlauf des Erlebnisses nicht mehr damit behelligt werden.

Die Reichweite einer zentralen Datenschutzerkldrung und Einwilligung
stellt im Metaverse-Kontext jedoch eine besondere Herausforderung dar.
Aufgrund der dynamischen Natur dieser virtuellen, bestenfalls polypolisti-
schen Welt wird es nicht immer mdglich sein, im Vorfeld eine Einwilligung
fur alle Datenverarbeitungsprozesse einzuholen bzw. im Vorhinein umfas-
send zu informieren. Insbesondere bei plattformiibergreifenden Interaktio-
nen oder beim spontanen Wechsel zwischen unterschiedlichen Verantwor-
tungsbereichen wird die traditionelle Einwilligungspraxis an ihre Grenzen
stoflen.

Denn wechselt der Verantwortliche fiir die konkrete Datenverarbeitung,
muss neu informiert und neu eingewilligt werden. Dies gilt spatestens ab
dem Punkt, wo die Vision des Metaverse als eine virtuelle Realitdt, in der
Verantwortlichkeitsbereiche verschwimmen, erreicht ist. Wenn stetig und
in Echtzeit neue Anbieter von Diensten und Interaktionen auf den Meta-
verseplattformen auftauchen, kann eine solche Entwicklung unméglich in
einer zentralen Datenschutzerklirung und Einwilligung dargestellt werden.
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6.2 Losung durch Einsatz von Personal Information Management Systems
(PIMS)?

Eine mogliche Losung fiir die besonderen Anforderungen an zentrale In-
formations- und Einwilligungsmechanismen im dynamischen Kontext des
Metaverse kénnte im Einsatz von Personal Information Management Sys-
tems (PIMS) liegen.®® Diese technischen Systeme ermdéglichen eine zentra-
lisierte Verwaltung von Einwilligungen durch voreingestellte, automatisierte
Entscheidungen basierend auf individuellen Praferenzen der Nutzer.” Der
Vorteil dieser Systeme liegt auf der Hand: Sie reduzieren die Notwendigkeit
standiger Einwilligungen, minimieren sogenannte ,,Abnutzungserscheinun-
gen” bei den Nutzern und gewidhrleisten eine konsistentere Datenschutz-
kontrolle.®8

Der wesentliche Vorteil gegeniiber einer zentralen Einwilligung durch
den Nutzer selbst liegt darin, dass die PIMS nach der entsprechenden
Einrichtung durch den Nutzer die Einwilligung fiir diesen iibernehmen.
Tritt ein neuer Verarbeitungskontext auf, willigen die PIMS nach den
Priferenzen des Nutzers fiir diesen in die Verarbeitung ein. Der Nutzer
selbst wird erst mit dem Verarbeitungskontext konfrontiert, wenn dieser
nicht mit seinen Voreinstellungen in Einklang zu bringen ist. Allerdings
sind die rechtlichen Fragen rund um die Zulédssigkeit und die konkrete
Ausgestaltung von PIMS bisher nicht abschlieflend geklart.

6.2.1 Zulissigkeit einer Einwilligungsstellvertretung durch PIMS

Ein zentraler rechtlicher Streitpunkt ist die Frage, ob PIMS(-Betreiber)
als Einwilligungsstellvertreter agieren diirfen.®® Wird dies bejaht, kdnnten
Nutzer dem PIMS-Betreiber eine Art ,Einwilligungs-Vollmacht® erteilen

66 So a. Bender-Paukens/Werry, Datenschutz im Metaverse, ZD 2023, 127 (130).

67 Vgl. Hunter u.a., Informationspflichten und Einwilligung bei der Nutzung von PIMS,
ZD 2024, 603 (603); Botta, Delegierte Selbstbestimmung?, MMR 2021, 946 (946 f.).

68 Vgl. Schuchardt, Die (ferne) Zukunft der Cookie-Einwilligung: PIMS und der Weg zu
datenschutzfreundlichen Losungen, DSB 2025, 103 (103); Kiihling/Sauerborn, PIMS
vs. Einwilligung vs. Browsereinstellungen, ZD 2022, 596 (596): ,,Cookie-Click-Fati-
gue.

69 Vgl. zu rechtlichen Herausforderungen Klement, in: Simitis u.a., Datenschutzrecht,
2025, Art.7 DS-GVO, Rn.33f; Jandt, in: Jandt/Steidle, Datenschutz im Internet,
2025, Kap. IV, Rn. 122 ff.,; Hunter u.a., Informationspflichten und Einwilligung bei der
Nutzung von PIMS, ZD 2024, 603 (605).
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und damit den Prozess der Einwilligung auslagern. Nach Art. 8 Abs.1S.2
DS-GVO konnen bei Minderjahrigen die Sorgeberechtigten an ihrer Stelle
die Einwilligung erteilen, was fiir die grundsitzliche Zuldssigkeit einer Ein-
willigungsvertretung spricht. Die Stellungnahme des Européischen Daten-
schutzbeauftragten (EDSB) stiitzt ebenfalls die Mdglichkeit, in bestimmten
Fillen Einwilligungen in Stellvertretung rechtlich wirksam abzugeben.”
Dennoch fehlt bisher eine explizite Regelung in der DS-GVO fiir den
allgemeinen Einsatz von PIMS als Stellvertreter, was eine entsprechende
Normierung in kiinftigen Datenschutzregelungen wiinschenswert macht.”!

6.2.2 PIMS fiir sachgleiche Datenverarbeitungen

Weniger problematisch ist die Nutzung von PIMS fiir gleichartige Daten-
verarbeitungsvorgéinge. Fiir (wohl auch) im Metaverse relevante Tracking-
verfahren wie z.B. Cookies ist gem. § 3 Abs. 1 der Einwilligungsverwaltungs-
verordnung (EinwV') die Einfithrung von PIMS mdglich. So kénnten etwa
Cookies, von deren technischer Relevanz fiir Metaverseanwendungen bis
auf Weiteres auszugehen ist, im Falle des Ablaufes ihrer Giiltigkeitsdauer
durch die erneute Ubermittlung der giiltigen Einwilligung ,erneuert” wer-
den. Die EinwV setzt § 26 Abs.1 TDDDG um, wonach Dienste zur Ver-
waltung von Einwilligungen nach §25 Abs.1 TDDDG anerkannt werden
konnen. Die Voraussetzungen an die Einwilligung nach § 25 Abs.1 TDDDG
richten sich weiterhin nach der DS-GVO.”?

Lediglich die anschlieSende Verwaltung der Einwilligung kann von
einem gem. §§ 8 ff. EinwV anerkannten Dienst itbernommen werden, d.h.
dass dieser die getroffenen Einstellungen des Endnutzers speichert und
dem jeweiligen Digitale-Dienste-Anbieter bei ,jeder weiteren Inanspruch-
nahme des Dienstes” iibermittelt (§ 3 Abs. 1 EinwV).”? Mit anderen Worten
nimmt der anerkannte Dienst dem Nutzer ,nur” die erneute Ubermittlung
einer giiltigen Einwilligung ab. In Hinblick auf das oben skizzierte Problem

70 EDSB, Stellungnahme des EDSB zu Systemen fiir das Personal Information Manage-
ment, 2016.

71 S. ausfithrlicher Biining/Meyer, PIMS und das Metaverse: Ein Weg aus dem ,,Einwilli-
gungs-Banner-Dschungel“? (im Erscheinen).

72 Aufgrund des Umsetzungscharakters des § 25 Abs.1 TDDDG von Art. 5 Abs. 3 ePri-
vacy-RL, welcher fiir die Voraussetzungen auf die DS-RL verweist, die gem. Art. 94
Abs. 2 S.1DS-GVO von der DS-GVO abgel6st wurde.

73 Ausfithrlich Hunter u.a., Informationspflichten und Einwilligung bei der Nutzung
von PIMS, ZD 2024, 603 (605); Jandt, in: Jandt/Steidle, Datenschutz im Internet,
2025, Kap. IV, Rn.122ff,; Klement, in: Simitis u.a., Datenschutzrecht, 2025, Art.7
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um die Dynamik in Bezug auf die datenschutzrechtlich Verantwortlichen
und die Verarbeitungszwecke schafft die EinwV keinen echten Mehrwert,
da die gespeicherte Einwilligung nur dann noch giiltig ist, wenn der Verar-
beitungsvorgang ganzlich unverandert ist, also sachgleich mit dem erstma-
ligen ist.

6.2.3 PIMS fiir bereichsméflige Einwilligungen (Broad-Consent)

Um den besonders dynamischen Datenverarbeitungskontexten aufgrund
wechselnder datenschutzrechtlicher Verantwortlicher zu begegnen, bedarf
es eines ebenso dynamischen Einwilligungsmechanismus. PIMS miissen
nicht nur eine bereits erteilte Einwilligung des Nutzers in sachgleichen
Verarbeitungsprozessen neu iibermitteln, sondern auch in neue Verarbei-
tungskontexten gegeniiber neuen Verantwortlichen eine interessengerechte
rechtskonforme Einwilligung erteilen konnen. Nur dann kann es gelingen,
den Abnutzungserscheinungen bisheriger Instrumente Abhilfe zu schaffen.
Ein rechtlicher Ansatzpunkt konnte dabei eine bereichsbezogene Einwilli-
gung darstellen, angelehnt an den Rechtsgedanken aus ErwG 33 DS-GVO,
der den sogenannten Broad-Consent fiir wissenschaftliche Forschungszwe-
cke erlaubt. Dabei wird eine allgemeine Einwilligung fiir einen bestimmten
Verarbeitungsbereich erteilt, wahrend konkrete Verarbeitungsdetails zum
spateren Zeitpunkt durch eine Instanz - in den Fillen der medizinischen
Forschung etwas das Krankenhaus, dass die Patientendaten erhoben hat -
spezifiziert werden kénnen.

Ob dieser Ansatz schon grundsitzlich auf kommerzielle Datenverarbei-
tungen tbertragbar ist, bleibt ungeklart.” Erschwerend hinzu kommt der
Umstand, dass es im origindren Sinne des Broad-Consent lediglich um Spe-
zifikationen der Zwecke der Datenverarbeitung geht; der Betroffene willigt
bei der Erhebung der Daten informiert in die Nutzung der Daten zu For-
schungszwecken ein, die spezifische Forschung wird jedoch spater durch
den Verarbeiter bestimmt (z.B. Verarbeitung zu Zwecken der Forschung
an Krebs oder aber Alzheimer). In Metaversekonstellationen ginge es aber
héufig nicht nur um eine Zweckspezifikation durch PIMS, sondern zusatz-
lich um eine Verantwortlichenauswahl. Selbst wenn unterstellt wiirde, dass

DS-GVO, Rn. 34; Klink-Straub/Straub, Und bist du nicht willig, so brauch® ich ...
PIMS, ZD-Aktuell 2024, 01820.

74 Allgemein Specht-Riemenschneider u.a., Die Datentreuhand, MMR-Beilage 2021, 25
(4111).
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PIMS in kommerziellen Datenverarbeitungen zu Zweckspezifikationen ein-
gesetzt werden diirften, wiirde dem Ausgangsproblem der besonderen Ver-
antwortlichendynamik im Metaverse damit nur bedingt Abhilfe geschaffen
werden konnen. Restimierend ldsst sich mithin statuieren, dass PIMS tech-
nisch grofie Vorteile bringen kénnten, wenn sich sowohl die datenschutz-
rechtliche Information als auch die Einwilligung damit automatisieren bzw.
auslagern lieflen. Aus rechtlicher Perspektive ist wenigstens eine effiziente
Umsetzung dieser Systeme jedoch (noch) unzuldssig.”

7. Fazit

Privatheitsfreundliches Design kann erheblich zum Schutz von personen-
bezogenen Daten und Personlichkeitsrechten beitragen. Das Konzept ,,Pri-
vacy by Design® ermdéglicht es, Datenschutz- und Personlichkeitsrechte
von Anfang an in die Gestaltung virtueller Welten zu integrieren. Dies
ist besonders im Metaverse relevant, wo durch immersive Technologien
neue Bedrohungsszenarien wie virtuelle Beldstigung, Social Bots und be-
sonders intensive Datenerhebung entstehen. Designmafinahmen konnen
helfen, diese Risiken zu minimieren und eine sicherere digitale Umgebung
zu schaffen. Besonders geeignete Designstrategien sind solche, die sowohl
technisch wirksam als auch fiir Nutzer intuitiv bedienbar sind. Weniger
geeignete Designlosungen sind solche, die entweder ineffektiv sind oder
von den Nutzern als storend empfunden werden. Insbesondere im Bereich
des Datenschutzes zeigte sich, dass klassische Einwilligungsmechanismen,
wie sie etwa in Cookie-Bannern uiblich sind, auf alte Probleme wie Abnut-
zungserscheinungen treffen, auch wenn sie in neuem Gewand, wie einem
virtuellen Assistenten mit Chat-Funktion, prasentiert werden. Hinzu kom-
men weitere, metaversespezifische Probleme. Hier sehen sich designbasierte
Losungen rechtlichen Hiirden gegeniiber, denen ggf. nur regulatorisch -
z.B. durch Rechtsgrundlagen fiir bestimmte Strategien wie Personal Infor-
mation Management Systems (PIMS) - abgeholfen werden kann.

75 Ein rechtsdogmatischer Vorschlag bei Biining/Meyer, PIMS und das Metaverse: Ein
Weg aus dem ,,Einwilligungs-Banner-Dschungel“? (im Erscheinen).
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