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Daraus ergeben sich neue Aushandlungsprozesse beziiglich des Schutzes
privater Einzelmeinungen vor sozialen und kollektiven Kontrollmechanis-
men, die sich in (Be-)Drohungen duflern konnen; des Schutzes der freien
Meinungsbildung vor der Dominanz der 6ffentlichen Meinung; des Schut-
zes digitaler Offentlichkeiten vor staatlichen Repressionen, etc. Kurz ge-
sagt: Es geht erneut um die Aushandlung der Frage, welche individuellen
Praktiken unter soziale und offentliche Kontrolle gestellt werden miissen
und in welchen Bereichen das Individuum vor der Offentlichkeit und dem
Staat geschiitzt werden muss und damit auch darum, welches Primat in di-
gitalen Kommunikations- und Handlungskontexten jeweils vorherrschen
soll.

Die Abwigung zwischen offentlicher Kontrolle und individuellen Ab-
wehrrechten im digitalen Raum gleicht dabei einem Drahtseilakt. Es stellt
sich einerseits die Frage, inwieweit das Individuum vor Konsequenzen der
Verdatung und Digitalisierung im 6ffentlichen Leben rechtlich geschatzt
werden kann, ohne dabei gesellschaftliche Interessen — beispielsweise an si-
cherheits- oder gesundheitsbezogenen Daten — zurtickzustellen. Anderer-
seits lasst sich fragen, wie kollektiven Interessen Rechnung getragen wer-
den kann, wenn einzelne Akteure oder das Nebeneinander von (digitalen)
Offentlichkeiten das Potenzial haben, Kollektivinteressen auszuhebeln
bzw. sich insgesamt problematische gesellschaftliche Tendenzen im Rah-
men der Formierung digitaler Kollektive zeigen.

Diesen Problematiken an der Schnittstelle von individueller Freiheit
und kollektivem Interesse widmen sich die Autorinnen dieser Sektion aus
unterschiedlichen Perspektiven.

Autorinnenbeitrige

Wulf Lob beschreibt individuelle Anerkennungserkennungskonflikte im
Kontext kollektiver Normen aus einer praxistheoretischen Perspektive und
benennt Probleme informationeller und dezisionaler Privatheit in digita-
len Kontexten als soziale Pathologien. Diese fasst er zunichst als strukturel-
le Defizite in den Rollenverstindnissen im Rahmen von Verdatungsprakti-
ken auf. Hierzu nutzt er das ,social-ontological recognitional model of pri-
vacy“ (SORM), in dem zwei Kategorien von Rollen bzw. Rollentrigerin-
nen unterschieden werden: Zum einen Trigerinnen konstitutiver Rollen
(TkR), die in der Regel als Standardautoritit in sozialen Praktiken aner-
kannt werden, und zum anderen Tragerinnen akzidenteller Rollen (TaR),
denen diese Standardautoritit nicht zuerkannt wird. Neben dieser sozia-
lontologischen Grundlegung unterscheidet Loh weiter zwischen sozialen
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Pathologien erster und zweiter Ordnung. Eine Pathologie erster Ordnung lie-
ge dann vor, wenn eine Nichtanerkennung der Praxisteilnehmenden als
Standardautoritit erfolgt und diese Missachtung erkannt und durch die
Teilnehmenden gezielt artikuliert wird. Spatestens dann, wenn die Verwei-
gerung der Anerkennung als Standardautoritat innerhalb einer bestimm-
ten (Daten-)Praxis allgemein akzeptiert ist — also kein Widerstand mehr ge-
gen die Nicht-Anerkennung erfolgt —, lasst sich nach Loh von einer Patho-
logte zweiter Ordnung sprechen. Sich daraus ergebende Resignationen (z. B.
»Google hat ja sowieso alle meine Daten!”) konnten sich nach Loh unter
Umstinden auch in kognitiven Dissonanzen wie dem oft untersuchten Pri-
vacy Paradox duflern. Damit unternimmt der Beitrag einen ersten Versuch
zur sozialontologischen Klarung von Privatheitsphinomenen, die bislang
vor allem kognitions-, motivations-, und medienpsychologisch untersucht
wurden.

Christian Thies befasst sich in einem philosophischen Essay mit dem
Ressentiment im digitalen Zeitalter und skizziert dabei Dynamiken im In-
ternet, die durch das Kollektiv als anonyme Masse entstehen konnen. Da-
bei problematisiert er insbesondere die zunehmende Emotionalisierung di-
gitaler Kommunikation. Im ersten Teil des Beitrags unternimmt Thies zu-
nichst eine Begriffsgenese des Ressentiments, wobei er die negativen sozia-
len Gefiihle Groll und Neid als konstituierend fiir das Entstehen von Res-
sentiments betrachtet. Wesentliche Aspekte bei der Genese von Ressenti-
ments seien weiter die Verselbstindigung und Ablosung vom eigentlichen
Grund oder Objekt der Gefithle und die Tendenz zur Generalisierung und
Ubertragung auf ganze soziale Gruppen. Eine besondere Gefahr bestehe
darin, wenn Ressentiments politisch funktionalisiert wiirden. In moder-
nen Gesellschaften braue sich dabei ein gefihrliches Syndrom zusammen,
das aus Ressentiments, kollektivem Narzissmus und der Verehrung autori-
tarer Fithrungspersonlichkeiten bestehe. Durch die Digitalisierung erfahre
dieses Syndrom noch Aufwind, denn bestimmte Aspekte digitaler Medien-
angebote hitten das Potenzial, Ressentiments, bereits vorhandenen Hass
und Rassismus zu verstirken. Thies geht im zweiten Teil seines Essays den
Griinden fir diese Verstirkung in der digitalen Welt nach — etwa den ge-
steigerten Moglichkeiten zu sozialen Vergleichen —, und diskutiert in
einem dritten Teil Losungsansitze.

Anna K. Bernzen nimmt das Verhiltnis von Privatheit und Offentlich-
keit im sensiblen Bereich von Gerichtsverhandlungen in den Blick. Hier
geht es vor allem um die Live-Berichterstattung aus dem Gerichtssaal, die
im Konflikt zwischen Offentlichkeitsherstellung und einer moglichen Ver-
letzung der Unabhingigkeit der Justiz steht. Bernzen diskutiert das Dilem-
ma, justizielles Handeln einerseits fir die Offentlichkeit transparent und
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unmittelbar zuginglich zu machen (Kontrollfunktion der Medien), ande-
rerseits Vorabverurteilungen durch die offentliche Meinung sowie die Be-
einflussung der Gerichte in ihrer unabhingigen Urteilsfindung weitge-
hend zu vermeiden. Bernzen untersucht die derzeit geltenden Regelungen
zur Gerichtsoffentlichkeit und schildert aktuelle und durch die Digitalisie-
rung im Bereich der Medienberichterstattung erst moglich gewordene
Fallbeispiele und potenzielle Problemkonstellationen. Es wird aufgezeigt,
dass die bestehenden Normen Liicken aufweisen, die es zu schlieSen gelte.
Derzeit bediene sich die Praxis dazu der Einschrinkungsmaglichkeit mit-
tels sitzungspolizeilicher Maflnahmen. Als alternative Losung wird von
Bernzen eine Gesetzesanpassung vorgeschlagen, die den aktuellen Stand
der Technik umfassend berticksichtigt. Dabei wird zwischen reinen Bild-
und reinen Ton-Aufnahmen, Bild/Ton-Aufnahmen sowie Textberichten in
Echtzeit unterschieden. Bernzen justiert dabei interessengerecht anhand
der dargelegten Problemfelder, wobei die Autorin zwar fir eine Verschar-
fung durch neue Verbote, jedoch auch fiir Lockerungen — etwa im Bereich
der Textberichterstattung aus dem Gerichtssaal heraus — pladiert, im Ge-
gensatz zur aktuell verbreiteten Praxis meist umfangreicher Ausschlisse
durch sitzungspolizeiliche Mafinahmen.

Eine andere Perspektive nimmt Christian Lenk ein, indem er sich der
Thematik von Privatheit und Vertraulichkeit in der Medizin widmet und
das Verhaltnis zwischen offentlicher und privater Gesundheitsvorsorge be-
leuchtet. Das Kollektiv bildet hier keine anonyme Masse, sondern er-
scheint konkret als Versicherungsgemeinschaft, die in die (finanzielle)
Pflicht genommen wird, sobald ein Mitglied erkrankt. Vor allem durch
die Digitalisierung — beispielsweise durch die Einfihrung der elektroni-
schen Patientenakte oder die vermehrte Nutzung von Health- und
Tracking-Apps — scheint sich die Diskussion von Patientinnenrechten zu
verkomplizieren: Auf der einen Seite wird vollige Transparenz und Zu-
ginglichkeit der Daten zum Zwecke von Forschung und Wissenschaft im
oOffentlichen Interesse gefordert, auf der anderen Seite steht der unveriu-
Berliche Schutz der Patientinnendaten vor der Offentlichkeit. Ethische
und rechtliche Brisanz besteht nach Lenk insbesondere bei genetischen
Daten, beispielsweise bei vererbbaren Krankheiten: Haben Betroffene das
Recht, eine vererbbare Erkrankung nicht zu erfahren oder dartiber zu
schweigen, obwohl nahe Verwandte auch betroffen sein kénnten? Diirfen
Eltern dartiber bestimmen, ob ihr Kind auf eine genetische Erkrankung ge-
testet wird oder nicht? Unterliegt die Diagnose einer vererbbaren Krank-
heit Gberhaupt einem Anspruch auf Privatheit oder steht sie im 6ffentli-
chen Interesse? An dieser Schnittstelle zwischen Ethik, Recht und Medizin
fragt Lenk nach den normativen Grundlagen eines Rechts auf Nichtwissen
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und diskutiert, wie sich ein solches Recht zum allgemeinen Anspruch auf
Privatheit verhalt. Ankntpfend an eine Begriffsgenese von Privatheit skiz-
ziert Lenk im Artikel theoretische und rechtliche Begrindungsansitze ei-
nes Rechts auf Nichtwissen am Beispiel des Gendiagnostikgesetzes
(GenDG).

2.3 Anonymutit und Transparenz, Autonomie und Verantwortung in digitalen

Offentlichkeiten

Durch den derzeitigen Stand der Digitalisierung und Datafizierung alltidg-
licher, sozialer und politischer Prozesse hat sich nicht nur das Verhaltnis
zwischen Privatheit und Offentlichkeit gewandelt, sondern Konfliktfelder
fir Autonomie und Verantwortung entstehen auch innerbalb digitaler Of
fentlichkeiten. Entsprechend werden in der dritten Sektion Faktoren der
Einflussnahme formgebender Strukturen digitaler Plattformen auf die
Konstitution digitaler Offentlichkeiten diskutiert.

Zwei zentrale Themenkomplexe in diesem Kontext markieren die Be-
griffe Anonymitit und Transparenz. Unter Anonymitit kann allgemein
eine Handlung oder Auferung verstanden werden, die keiner Person di-
rekt zugeordnet werden kann.!'” Das Bundesamt fiir Sicherheit in der In-
formationstechnik nennt hierzu drei Auspragungen von Anonymitat: Eine
Person ist dann anonym, wenn sie Anderen nicht bekannt ist (Nichtbe-
kanntsein), nicht erfahrbar in Erscheinung tritt (Nichtgenanntsein) oder
ohne Erkennbarkeit und Zurechenbarkeit handelt (Namenlosigkeit).!!8
Anonymitit bewahrt das Individuum dabei zunéchst vor den sozialen Fol-
gen einer Handlung oder Auflerung wie zum Beispiel in Form sozialer
Achtung oder Beeinflussung. Anonymitit ibernimmt damit Funktionen
dezisionaler Privatheit nach Réssler und schiitzt vor gesellschaftlicher Ein-
flussnahme. So kann man behaupten, dass freie MeinungsaufSerung — im
Digitalen wie im Analogen — ,ohne ein gesichertes Maf§ an Privatheit nicht
moglich ist“!"” und Anonymitit zunichst einmal dazu dient, diesen

117 Vgl. hierzu exemplarisch Thiel (2016: S.16); zum Verhaltnis von Anonymitat
und Pseudonymitit aus datenschutzrechtlicher Perspektive anhand des Grades
der Zuordenbarkeit von Informationen zu einem Subjekt, vgl. Harting, NJW
2013, 2065; zu den verschiedenen Erscheinungsformen von Pseudonymitat, vgl.
Schleipfer, ZD 2020, 284.

118 Vgl. Bundesamt fiir Sicherheit in der Informationstechnik (BSI) (2018); vgl.
auch Deremetz (2018: S. 12).

119 Keber (2018: S. 272).
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Schutz zu gewihrleisten.!?? Gleichzeitig kann Anonymitat nicht nur einen
Nutzen fir das Individuum, sondern auch fiir die Gesellschaft oder das of-
fentliche Interesse darstellen, wenn beispielsweise durch ,Whistleblowing
geheime Unterlagen ,geleakt” werden, die ohne den Schutz der Anonymi-
tat nie veroffentlicht worden wiren, was gesellschaftlichen Schaden abzu-
wehren hilft. Das gleiche Prinzip findet man im Journalismus, bei dem der
Schutz der Quellen vor Veroffentlichung ein zentrales Element der Presse-
freiheit darstellt.!?!

Auf der anderen Seite wird Anonymitit im Zuge der Digitalisierung
vermehrt auch kritisch betrachtet. So zeigen Hass-Kommentare, Shit-
storms sowie anonyme Androhungen von Gewalt im Netz problematische
Tendenzen von Anonymitit auf. Aufgrund einer erschwerten Riickverfol-
gung konnen in digitalen Kontexten Handlungen und Auferungen statt-
finden, die im Schutz des Anonymen selbst das Potenzial haben, die freie
Meinungsiuferung zu behindern und gesellschaftliche Strukturen zu de-
stabilisieren. Anonymitit wird dadurch im Diskurs zuweilen auch mit
einer Gefahrdung fiir demokratische Gesellschaften'?? und Individuen
gleichgesetzt, wo sie eigentlich das genaue Gegenteil versprach.

Die Authebung oder Einschrinkung von Anonymitit im Netz wird
auch unter dem Begriff der ,Transparenz® gefordert. Hiermit ist dann die
Sichtbarmachung oder das In-Erscheinung-Treten der individuellen Per-
son hinter einer Handlung bzw. Auferung gemeint.'?3 Das Ziel ist dabei
hdufig, durch die Offenlegung und Sichtbarmachung der Nutzenden das
Verhalten im Netz unter stirkere staatliche und gesellschaftliche Kontrolle
zu stellen und damit soziale Ordnungen und Verhaltensregeln durchzuset-
zen, bzw. an bestehendes Recht zu binden. Allerdings sind nicht nur Indi-
viduen, sondern auch Unternehmen - insbesondere IT-Konzerne — und
Regierungen aufgefordert, im Netz wie auch in ihren wirtschaftlichen Un-
ternehmungen und regierungspolitischem Handeln so transparent wie
moglich zu agieren, sei es, dass Algorithmen einsehbar sein sollen, sei es,
dass die Verarbeitung von Nutzendendaten so transparent wie moglich ge-
halten werden soll.

120 So auch Berger (2018: S. 21).

121 Vgl. §53 Abs.1 S.1 Nr.5 StPO, sowie den in stindiger Rechtsprechung des
EGMR durch Art. 10 EMRK bestehenden Schutz journalistischer Quellen, vgl.
EGMR, Urt. vom 22.11.2007 — Az. 64752/01 (Rs. Koen Voskuil vs. Niederlande);
Urt. vom 27.11.2007 — Az. 20477/05 (Rs. Tillack vs. Belgien).

122 Vgl. Thiel (2016: S. 19).

123 Vgl. Matzner (2018: S. 88).
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Transparenz fungiert dabei zuweilen sogar als Gegenbegriff zur (staatli-
chen) Uberwachung, wenn sie als Form sozialer Kontrolle der staatlichen
Macht und als ein Bottom-up-Prozess verstanden wird, wiahrend Uberwa-
chung als ein Top-Down-Prinzip erscheint und als Werkzeug der ,Michti-
gen‘.'?* Aus der einseitigen Uberwachung der Birgerinnen wird dann
durch das Mittel der Transparenz eine gegenseitige Uberwachung und
Kontrolle.!?S Transparenz kann so auf der einen Seite zwar als Schutz der
Biirgerinnen vor dem Staat oder anderen Machtinstanzen verstanden wer-
den, auf der anderen Seite wird Transparenz durch die stattfindende
Selbstveroftentlichung im Digitalen nunmehr allerdings auch von ihnen
selbst gefordert.

Eine umfassende gesellschaftliche Transparenz birgt wiederum Gefah-
ren fir demokratische Gesellschaften und individuelle Freiheitsrechte. So
wird Transparenz in der Kritik mit einer moéglichen Totaliiberwachung
der Gesellschaft gleichgesetzt.'?¢ Der Konflikt zwischen Sichtbarkeit und
Anonymitit wird zudem durch strukturelle Machtgefille gerahmt. Laut
Matzner bedeute dies,

dass solch eine ,transparente® Gesellschaft fiir diejenigen mehr Proble-
me verursachen wiirde, die sich oft an den schwacheren Enden solcher
Machtbeziehungen finden. Die umfassende Forderung nach Offenheit
und Transparenz ware somit eine Moral fiir Starke. Und tatsichlich
stammen solche Vorschlige oft von erfolgreichen, weiffen Geschafts-
maénnern.!?’

Als Strukturgeber des Verhaltnisses zwischen Anonymitat und Transpa-
renz im Netz wirken zum einen der Staat, welcher die Kommunikation ge-
wissen Regularien unterwirft, und zum anderen die Plattformbetreiber
selbst. Gerade die Plattformbetreiber gestalten die soziale Interaktion
durch die rahmensetzende Funktion ihrer Angebote, sie entscheiden tber
Partizipationsmoglichkeiten innerhalb ihrer Plattformen. Dabei wird

124 Vgl. Heller (2011: S. 110f.).

125 Heller etwa entwirft die totale Transparenzgesellschaft als positives Gegenge-
wicht zur staatlichen Uberwachung, denn wenn ,,die Uberwachung schon total
wird und alle erfasst, dann soll sie wenigstens auch allen zur Verfiigung stehen.
Dann lasst sie sich namlich nicht nur von der Macht gegen uns einsetzen, son-
dern auch von uns gegen die Macht. Die totale Uberwachung wird zur totalen
Transparenz.“ (Heller 2011: S. 111). Siche als dazu kontrire Position auch Han
(2012).

126 Vgl. hierzu Han (2012).

127 Matzner (2018: S. 87f.).
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