Die Erstellung wissenschaftlicher Forschungsdaten aus analogen
Bestdnden ist zu einer der Hauptaufgaben wissenschaftlicher
Bibliotheken geworden. Die digitale Verfiigbarkeit solcher Daten
ist nicht zuletzt fur die Disziplin der Digital Humanities unver-
zichtbar und bildet die Grundlage fiir computergestiitzte Analyse-
ansatze in den Geistes- und Kulturwissenschaften. Wahrend

die ErschlieBung gedruckter Quellen voll automatisiert und
nahezu fehlerfrei erfolgt, missen handschriftliche Aufzeichnun-
gen weiterhin manuell erschlossen werden. Dennoch flihren
Fortschritte in der Optical Character Recognition (OCR), wie der
Einsatz neuronaler Netzwerke, die anhand von Trainingsdaten
lernen, Zeichen zu entziffern, zu immer niedrigeren Fehlerraten.
In der Erstellung von Trainingsdaten sowie in der Korrektur

der automatisch erkannten Daten weisen digitale Transkriptions-
werkzeuge jedoch noch erhebliche Probleme auf. Der Beitrag
beschreibt die nutzerzentrierte Entwicklung eines Transkriptions-
tools zur ErschlieBung handschriftlicher Wetteraufzeichnun-

gen aus dem 18. und 19. Jahrhundert. Mithilfe des Tools sollen
die Aufzeichnungen computergestiitzt erschlossen und fur
geistes- und kulturwissenschaftliche Forschungszwecke zur Ver-
fugung gestellt werden.

CONSTANTIN LEHENMEIER

Von historischen Wetterautzeichnungen

Producing academic research data from analogue holdings has
become one of the principal tasks of academic libraries. The
availability of such digital data is indispensable, not least for the
discipline of Digital Humanities. It provides the foundation

for computer-based analytical approaches in the humanities and
cultural sciences. The cataloguing of printed sources is fully
automated and virtually error-free, whereas handwritten records
still need to be processed manually. Nevertheless, advances in
optical character recognition (OCR), such as the use of neural
networks that learn to decipher characters based on training
data, are leading to ever lower error rates. However, digital
transcription tools still have considerable difficulty in creating
training data and correcting automatically recognised data. The
paper describes the user-centred development of a transcription
tool for the cataloguing of handwritten weather records from
the 18t and 19* centuries. The tool will help in the computer-
aided generation of the records and thus make them available for
research purposes in the humanities and cultural sciences.
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esonders mit dem verstirkten Einsatz digitaler

Werkzeuge in der geistes- und kulturwissen-

schaftlichen Forschung werden die vollstindige
Erschliefung und Zuginglichmachung analoger Bestin-
de zu einer Herausforderung, der sich wissenschaftli-
che Bibliotheken wie auch Archive und Museen stellen
miussen. Historische Forschungsdaten sollen gewissen-
haft aus gedruckten sowie handschriftlichen Quellen
erzeugt und von Forschenden fir systematische Ana-
lysen genutzt werden konnen. Im vorliegenden Beitrag
werden anhand eines interdiszipliniren Projekts der UB
Regensburg sowohl Moglichkeiten und Probleme der
computergestiitzten Erschlieffung als auch die damit
einhergehenden Aufgabenbereiche von Bibliotheken, die

tiber die blofle Lesbarmachung von Daten hinausgehen,
aufgezeigt.

So werden im Zuge des digital turn und der Entma-
terialisierung weitreichende Kompetenzen zur Digita-
lisierung, der standardisierten Aufbereitung und dem
elektronischen Publizieren von Daten bis hin zur Schaf-
fung von Schnittstellen gefordert.! Schliefllich entsteht
das digitale Potenzial analoger Bestinde erst, wenn Do-
kumente und Texte in maschinenlesbarer, gesiuberter,
mit strukturellem Markup ausgestatteter Form vorlie-
gen und zuginglich sind.? Diese qualitativ hochwertige
Tiefenerschliefung und Zuginglichmachung von analo-
gen Bestinden bildet letztendlich die Grundlage fiir die
wissenschaftliche Analyse und Interpretation mithilfe
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digitaler Methoden wie automatisierter Bilderkennung,
Text- und Data-Mining oder Visualisierung.’> Der Ein-
satz computergestitzter Verfahren und die Erweiterung
des Methodenkatalogs erdffnen neue geisteswissenschaft-
liche Forschungsmoglichkeiten.* Digitale Ressourcen
erweitern die Analyse von Forschungsdaten um quanti-
tative Methoden und schaffen neue Einsichten, die vor-
her mihsam hindisch erarbeitet werden mussten und
damit nahezu unmoglich erschienen.’ Diese forschungs-
orientierte Computerunterstiitzung ist der Grundge-
danke der Digital Humanities.®

Nicht nur im akademischen Kontext, sondern auch
in den Medien wird ausgiebig die Entstehung und Ent-
wicklung der Digital Humanities diskutiert, deren in-
terdisziplinares Praxisfeld sich vor allem im letzten
Jahrzehnt rasant entwickelt hat.” Voraussetzung fiir
diese Entwicklung sind sowohl die fortschreitenden
algorithmischen Moglichkeiten, die durch zunehmend
leistungsfihigere und gilinstigere Hardware bedingt wer-
den, als auch die Bestandserfassung, Informationsauf-
bereitung, -standardisierung und -bereitstellung sowie
die Langzeitarchivierung durch Bibliotheken, Archive
und Museen. Die Nutzung von digitalisierten Doku-
menten und Objekten schafft eine enge Verbindung
der Digital Humanities mit den Bibliotheken.® Wissen-
schaftliche Bibliotheken sind hierbei jedoch nicht blofle
»Luckenfiller<’ zwischen Geisteswissenschaften und In-
formatik, sondern vielmehr gleichberechtigte Koopera-
tionspartner.’® Als wichtige Siule dieser Zusammenar-
beit zwischen Geisteswissenschaften und wissenschaft-
lichen Bibliotheken fungieren in diesem Kontext u.a.
Fachreferentinnen und Fachreferenten, die angesichts
grundsitzlicher Herausforderungen in Projekten der
Digital Humanities unterstiitzen und »in grofler Nihe
zum fachlichen Kontext, zur Fachkultur und fachlichen
Community«' stehen.

»Observationes meteorologicae« als
meteorologische Forschungsdaten

Die UB Regensburg leitet derzeit ein Projekt zur
computergestiitzten Erschliefung und Aufbereitung
wertvoller Schriftquellen. Seit der Ubernahme der Samm-
lungen der Bibliothek der Philosophisch-Theologischen
Hochschule Regensburg ist die Universititsbibliothek
im Besitz eines unikalen Bestands meteorologischer Auf-
zeichnungen aus dem 18. und 19. Jahrhundert.”? Die hand-
schriftlich gefihrten »Observationes meteorologicae«
umfassen 53 Jahre und zihlen zu den iltesten durchgin-
gig gefiihrten Wetteraufzeichnungen Europas.” Sie ent-
standen ab dem 1. Januar 1771 im Regensburger Kloster
St. Emmeram und wurden dort bis zum 31. Dezember
1827 fortgefiihrt.!* Das Kloster war zum damaligen
Zeitpunkt sowohl aufgrund des dort titigen Fachper-
sonals als auch aufgrund der Tatsache, dass das Kloster
eine Biicherel, eine Wetterstation sowie eine Sternwarte
beherbergte, ein fortschrittliches Zentrum naturwissen-
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schaftlicher Forschung und, wie die Daten zeigen, in ein
weites Netz monastischer Gelehrtheit eingebunden.

Coelestin Steiglehner, Professor fiir Mathematik und
Naturwissenschaften, begann mit den Aufzeichnungen
der Wetterdaten im Jahr 1771 und somit bereits neun
Jahre vor der Griindung der meteorologischen Gesell-
schaft in Mannheim, welche anfangs mit Aufzeichnun-
gen, Auswertungen und wissenschaftlichen Abhandlun-
gen aus St. Emmeram versorgt wurde. Steiglehner, der
die Aufzeichnungen der Wetterdaten fiir die folgenden
sieben Jahre fortfithrte, hielt ab 1784 als erster deut-
scher Professor Vorlesungen tiber Wetterkunde an ei-
ner deutschen Universitit, weshalb er auch den Titel
»Vater der Meteorologie« trigt. Ab 1778 iibernahmen
Placidus Heinrich und anschlieffend seine Schiiler die
Anfertigung der Aufzeichnungen. Heinrich war eben-
falls ein anerkannter Naturwissenschaftler seiner Zeit
und zwischen 1791 und 1798 Professor fiir Naturlehre,
Stern- und Witterungskunde in Ingolstadt. Unter seine
Leitung fiel in Regensburg der Einsatz standardisierter
Instrumente der Akademie der Wissenschaften. Auf
diese Weise konnten die Beobachtungen aus St. Em-
meram in ein regionales Messnetzwerk eingebunden
werden. Bis zu dreizehnmal am Tag wurden Temperatur,
Luftdruck, Luftfeuchtigkeit, Windstirke und Windrich-
tung festgehalten, ab 1782 kamen weitere Informationen
zur aktuellen Bewolkung, Nebel, Regen, Uberschwem-
mungen, Mondphasen und Sonnenflecken hinzu. Mit
den »Miinchener Ephemeriden« verdffentlichte Hein-
rich 1797 die ilteste Darstellung meteorologischer Da-
ten Deutschlands und bewies darin prizises, wissen-
schaftliches Arbeiten. Nach seinem Tod 1825 fiihrte der
Naturwissenschaftler Ferdinand von Schmoger als Di-
rektor der Emmeramer Sternwarte die Wettertagebiicher
bis zum 31. Dezember 1827 fort."®

Dank des hohen Mafles an Homogenitit und Konti-
nuitdt eignen sich die »Observationes meteorologicae«
damit in besonderer Weise fiir systematische, computer-
gestitzte Analyseansitze im Sinne der Digital Human-
ities. Mithilfe der erschlossenen Daten ist es moglich,
meteorologische Momentaufnahmen zu rekonstruieren,
um gesellschaftliche Auswirkungen und Folgen von
Klimainderungen auszumachen. Regional- und wirt-
schaftshistorische Archivbestinde konnen zudem durch
die Wetterdaten komplementiert werden. Das Zusam-
menwirken dieser unterschiedlichen Bestinde wiederum
kann zur Analyse lokalhistorischer Entwicklungen und
Ereignisse herangezogen werden.!¢

Zur Erschlieffung von digitalisierten Schriftquellen
werden mithilfe der Optical Character Recognition
(OCR) optische Muster in digitalen Bildern zu maschi-
nenlesbaren Texten transformiert. Zu den einzelnen
Schritten der OCR zihlen die Bildoptimierung des Digi-
talisats, die Analyse des Layouts sowie dessen Segmen-
tierung in Textzeilen, die automatische Zeichenerken-
nung der segmentierten Textzeilen sowie die Kontrolle
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1 »Observationes meteorologicae« — Wetteraufzeichnungen aus dem Jahr 1793
Foto: UB Regensburg
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und Nachbereitung des erkannten Textes.”” Wihrend die
automatische Erkennung moderner Drucke gegenwirtig
nahezu fehlerfrei durchgefithrt werden kann, stellen his-
torische und besonders handschriftlich verfasste Doku-
mente weiterhin eine Herausforderung dar. Zum einen
weisen historische Dokumente haufig beschidigte und
somit fragmentierte Zeichen und Artefakte von dahin-
terliegenden Seiten auf. Zum anderen erschweren eine
inkonsistente Seitengestaltung, grafische Abbildungen,
kunstvolle Verzierungen sowie Ornamente, geschwun-
gene Initialen und nicht zuletzt die Individualitit der
menschlichen Schrift die Erkennung.!® Dariiber hinaus
mangelt es an linguistischen Tools zur Verbesserung der
Qualitit der Texterkennung, was auf fehlende ortho-
grafische Standards sowie kontinuierliche Anderungen
der Rechtschreibung als auch auf die Ambiguitit von
Abkiirzungen und Symbolen zurtickzufiihren ist. Eine
zeit- und kostenaufwendige manuelle Erschliefung der
stetig wachsenden Menge an digitalisierten Archivalien,
meist durch mindestens zwei Personen im sogenann-
ten Double-Keying-Verfahren, ist bisher unausweichlich
und aufgrund begrenzter Kapazititen kaum zu bewil-
tigen."

Layout- und Texterkennung mithilfe neuronaler Netze
Trotz der vielseitigen Herausforderungen konnen
auf dem Gebiet der Layout- und Texterkennung von
historischen Dokumenten in den letzten Jahren grofle
Fortschritte dank des Einsatzes neuronaler Netzwerke
verzeichnet werden. Eine nahezu beliebige Anzahl von
Rechenoperationen lisst sich in einem neuronalen Netz-

https://dol.org/10.3196/186429502067222 - am 18.01.2026, 07:13:19.

Von historischen Wetteraufzeichnungen zu digitalen Forschungsdaten

o R ) S

17.1.,?1\,7 7_,} -'li
&g |

£ \rfss 22 I 40 ll/l/ il s am"”}zz"’l]”""/‘
|
e
f
j |
1

werk in Form von Schichten aneinanderreihen, um Da-
ten zu strukturieren und zu kategorisieren. Eine hohere
Anzahl solcher Schichten fihrt hiufig zu genaueren Er-
gebnissen und wird auch als Deep Learning bezeichnet.
Manuell erstellte Beispieldaten, sogenannte Trainings-
daten, bringen dem Netzwerk bei, wie es bei der Struk-
turierung unbekannter Daten vorzugehen hat. Die erste
praktische Anwendung von neuronalen Netzen stellte das
automatisierte Auslesen von handgeschriebenen Post-
leitzahlen durch den United States Postal Service in den
1990er-Jahren dar.?® Zunehmend leistungsfihigere und
kostenglinstigere Hardware sowie die wachsende Menge
an verfiigbaren Daten verhalfen neuronalen Netzwer-
ken zum Einzug in simtliche Anwendungsbereiche
der Informatik. Durch den Einsatz neuronaler Netze
konnte schliefflich auch das seit den Anfingen der
Handschriftenerkennung (HTR) bekannte Paradoxon
von Kenneth Sayre?' gelost werden. Mehr als 30 Jahre
lang wurden fiir die Texterkennung die Buchstaben der
Worter isoliert und separat mit Buchstabenvorlagen ab-
geglichen. Handschriftlicher Text mit zusammenhingen-
den Buchstaben erschwert diese Segmentierung, wel-
che gemafl Sayres Paradoxon erst erfolgen kann, wenn
zuvor das ganze Wort erkannt wurde. Dank des Ein-
satzes neuronaler Netze sind gingige Verfahren der Text-
erkennung nun nicht mehr zeichen-, sondern zeilen-
orientiert, weshalb eine Segmentierung der Buchstaben
tberfliissig und infolgedessen die Erkennung weniger
anfillig fir Zeichenvarianz ist.”? Ebenfalls konnen mit-
hilfe neuronaler Netze heterogene Seitenstrukturierun-
gen historischer Dokumente mit einem generischen An-
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satz erschlossen werden. Ferner kann die Text- und
Layouterkennung mit individuellen Trainings an die
unterschiedlichsten Arten von Dokumenten und Schrif-
ten angepasst werden.

Nach wie vor erfolgen sowohl die Erstellung erfor-
derlicher Trainingsdaten als auch die Korrektur der
Ergebnisse der OCR nicht automatisiert und missen
aus diesem Grund manuell vom Nutzer vorgenommen
werden. Dennoch kann die Computerunterstiitzung den
Transkriptionsprozess beschleunigen, wenn sie nutzer-
orientiert eingebettet wird.?® Existierende Tools zum di-
gitalen Transkribieren, die den langwierigen Transkrip-
tionsprozess erleichtern sollen, besitzen zwar einen ho-
hen Funktionsumfang, weisen aktuell aber teils schwer-
wiegende Defizite in der Handhabung und Benutzer-
freundlichkeit auf. So wurde in einer eigenen Studie die
Gebrauchstauglichkeit eines Standard-Tools zur Anfer-
tigung von Transkriptionen evaluiert. Dabei zeigte sich,
dass eine unzureichende Nutzerfiihrung, unverstindli-
che Fehlermeldungen sowie fehlendes Nutzerfeedback
zur Unzufriedenheit der Nutzer beitragen. Nahezu alle
Probanden scheiterten aufgrund des hohen Einarbei-
tungs- und Lernaufwands an der Erstellung einer digita-
len Transkription.* Doch betrifft dies nicht nur digitale
Transkriptionstools, denn in Projekten auf dem Gebiet
der Digital Humanities wird der Usability wihrend der
Software-Entwicklung nur selten Aufmerksamkeit ge-
schenkt.” Viele Tools kénnen sich daher bei der breiten
Masse an Nutzern nicht durchsetzen und bleiben nur
wenigen Experten vorbehalten.?

Beziiglich der oben beschriebenen handschriftlich ge-
fihrten »Observationes meteorologicae« erschwert des
Weiteren die tabellarische Struktur, in der die Messwerte
festgehalten wurden, die Erschliefung der Aufzeich-
nungen. Sowohl die Lokalisierung als auch die seman-
tische Erschlieffung von Tabellen stellten bisher keine
Schwerpunkte in der OCR-Forschung dar. Bei der
strukturellen Erkennung von Tabellen zeigen generische
maschinell lernende Tools unter dem Einsatz neuronaler
Netzwerke somit eklatante Schwichen. Das grofite Pro-
blem stellt in diesem Zusammenhang die hohe Dichte
an Objekten innerhalb einer Tabelle dar, aufgrund derer
wichtige Details tibersehen werden konnen.?”

ErschlieBung von Tabellen an der UB Regensburg
Ausgehend von der beschriebenen Problematik soll
an der UB Regensburg ein digitales Werkzeug nutzer-
orientiert entwickelt werden, das speziell auf die Er-
schlieffung von Tabellen ausgelegt ist. Den ersten Schritt
in einem OCR-Prozess stellt, wie oben bereits be-
schrieben, die Optimierung des Bildmaterials dar. Da-
bei werden starke Verzerrungen der gescannten Doku-
mente ausgeglichen, der Kontrast wird angepasst, um
den Durchschlag von Riickseiten zu reduzieren, und
Ringartefakte sowie Rauschen werden entfernt. Im
nichsten Schritt erfolgt der Einsatz sogenannter Fully

Convolutional Neural Networks fur die Erkennung der
Seitenstruktur, einschliefllich der Lokalisierung von
Tabellen und Randnotizen. Diese Art von neurona-
len Netzwerken ist in der Lage, antrainierte Muster in
Grafiken zu finden. Diese Muster konnen wiederum
mit bestimmten Wahrscheinlichkeiten Seitenelementen
zugeordnet werden. Nach welchen Seitenelementen der
Algorithmus suchen soll, kann durch annotierte Trai-
ningsdaten festgelegt werden, in denen Seitenelemente
farblich markiert und bezeichnet werden.”® Neben Ab-
bildungen, Ornamenten und Textzeilen lassen sich da-
mit auch die Tabellen der Wettertagebticher lokalisieren.
Fir die anschliefende ErschlieSung der Struktur wird
aus den Schnittpunkten von horizontalen und vertika-
len Linien auf die Tabellenzellen geschlossen. Um eine
Linie als Tabellenlinien zu klassifizieren, werden die
Rotation, Linge sowie der durchschnittliche Farbwert
der Pixel, der eine bestimmte Schwirze aufweisen muss,
herangezogen.”” In einer Stichprobe mit 20 Testdoku-
menten konnten alle vorkommenden Tabellen lokalisiert
und zu 87 % korrekt erschlossen werden.® Im Zuge
der Tabellenlokalisierung wurde das Layout von insge-
samt 30 Seiten annotiert und als Trainingsdaten fiir die
Layouterkennung bereitgestellt. Weitere Mafinahmen
zur Verbesserung des Kontrasts und der Reduzierung
des Rauschens konnen dabei helfen, die strukturelle Er-
schlieffung zu verbessern.

Sowohl die Zellen der Tabellen als auch erkannte
Textzeilen von Uberschriften und Randnotizen stel-
len die Eingabe fiir die Texterkennung dar. Das von
der Universitit Wiirzburg entwickelte Softwaremodul
Calamar' implementiert aktuelle Techniken zur Text-
erkennung. Hierbei wird eine Kombination aus Fully
Convolutional Neural Netrworks und bidirektionalen
Long Short Term Memory Networks fiir die Erken-
nung eingesetzt.’> So wird eine Textzeile gleichzeitig
jeweils vor- und rickwirts in horizontaler Richtung
pixelweise abgetastet und es wird fir jeden Abschnitt
eine Wahrscheinlichkeit berechnet, mit der die Pixel Teil
eines bestimmten Zeichens sind. Dabei werden Infor-
mationen aus den vorherigen und noch folgenden Ab-
schnitten in die Entscheidung miteinbezogen. Anschlie-
8end ist es moglich, den vom Algorithmus prognos-
tizierten Text durch den Einsatz linguistischer Tools zu
optimieren. Im Vergleich zu anderen freiverfiigbaren
OCR-Programmen liefert Calamari die hochsten Er-
kennungsraten bei niedrigsten Laufzeiten und der ge-
ringsten Menge an notwendigen Trainingsdaten.

Bisher wurde der Algorithmus mit 30 Seiten manuell
transkribierter Wetterdaten trainiert, was 1.246 Tabel-
lenzellen inklusive Uberschriften und Randnotizen ent-
spricht.”® Die Fehlerrate liegt aktuell noch bei 72,55 %,
was die Erstellung weiterer Trainingsdaten notwendig
macht. Eine Schitzung beziiglich der Anzahl erforder-
licher Trainingsdaten kann aufgrund des hohen Indivi-
dualitdtsgrades handschriftlicher Bestinde nicht pau-
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schal angegeben werden. Beispielsweise rit jedoch die
Benutzeranleitung der Transkriptionssoftware Tran-
skribus dazu, 5.000-15.000 Worter fiir das Training zu
verwenden.**

Ausblick

Das digitale Werkzeug, das an der UB Regensburg
nutzerorientiert entwickelt wird und das speziell auf die
Erschliefung von Tabellen ausgelegt ist, soll am Ende
des Projekts Teil einer plattformunabhingigen Desktop-
und Webanwendung werden. Neben den technischen
Anforderungen sollen auch die Nutzerbedtirfnisse spe-
zifiziert und die Usability im Entwicklungsprozess be-
ricksichtigt werden. So wurde im ersten Schritt bereits
der Problemkontext analysiert, und es wurden Annah-
men iiber Nutzer formuliert. Mithilfe sogenannter Per-
sonas lassen sich die Motivationen, Bediirfnisse, Ziele
und die Verhaltensweisen potenzieller Nutzer idealty-
pisch herleiten.® Da es sich zunichst um blofle Annah-
men handelt, werden in darauffolgenden Interviews mit
Editoren, geisteswissenschaftlichen Studierenden und
Bibliotheksmitarbeitenden diese Annahmen evaluiert
und nachgebessert. Um die Usability bestehender Tools
zu analysieren, kann unter anderem eine heuristische
Evaluation durchgefiihrt werden, im Rahmen derer Ver-
stofle gegen etablierte Design- und Usability-Standards
bei der Nutzung des zu testenden Tools dokumentiert
werden.* Dariiber hinaus gewihren Usability-Tests, in
denen potentielle Nutzer bei der Bearbeitung typischer
Aufgaben beobachtet werden, Einblicke in das konkrete
Nutzerverhalten.”

Die gewonnenen Erkenntnisse dienen im Anschluss
als Grundlage fir den Entwurf von ersten interaktiven
Prototypen. Diese werden in regelmifligen Abstinden
in Zusammenarbeit mit potenziellen Nutzern evaluiert,
um Verbesserungsvorschlige frithzeitig einarbeiten zu
koénnen.® Derzeit werden im Rahmen des an der UB
Regensburg laufenden Projekts erste Prototypen des
Programms auf Grundlage von Nutzerfeedback evalu-
iert. Zudem wird daran gearbeitet, in Gespriachen mit
geisteswissenschaftlichen Forschenden Fachbegriffe und
Methoden des Transkriptionsprozesses zu vertiefen. In
einem Projektseminar soll im Sommersemester 2020
in Zusammenarbeit mit der Geschichtswissenschaft der
Universitit Regensburg die Anwendung in einem prak-
tischen Kontext evaluiert werden. Die Ergebnisse wer-
den im zweiten Teil dieses Beitrags prisentiert und dis-
kutiert. Um Transparenz und Nachhaltigkeit zu garan-
tieren, soll der Quellcode der Anwendung nach Ende
der Projektlaufzeit unter der GNU General Public
License frei zuganglich sein.

Ferner ist es Ziel, die Wetterdaten unter Einsatz der
Software konsistent zu erschliefen und in dem eta-
blierten Standardformat TEI zu erfassen. In diesem Zu-
sammenhang bietet sich fiir die Reprisentation digitaler
Transkriptionen das PAGE-Format an. Eine Auswahl

Von historischen Wetteraufzeichnungen zu digitalen Forschungsdaten

https://dol.org/10.3196/186429502067222 - am 18.01.2026, 07:13:19.

an vielfiltigen Seitenelementen sowie die Dokumenta-
tion von angewandten Bildoptimierungsschritten er-
moglichen eine detaillierte und nachvollziehbare Dar-
stellung des Transkriptionsprozesses.”” Die PAGE-Da-
teien der jeweiligen Dokumentseiten konnen in das
METS-Schema eingebettet werden, das als Container-
format Metadaten zu einer kompletten Sammlung um-
fasst. Die Nachnutzung und Verfiigbarkeit der Daten
fir verschiedenste Nutzungsszenarien soll dadurch ga-
rantiert und die Bearbeitung eventuell noch nicht ab-
sehbarer Forschungsfragen unterstiitzt werden. Der Pu-
blikationsserver der UB Regensburg® eignet sich dabei
als Plattform, um Forschenden Zugang zu den Daten zu
ermoglichen.

Abschlieffend ist die interdisziplinire Relevanz der
urspringlich handschriftlich erfassten »Observationes
meteorologicae« nochmals hervorzuheben. Diese Rele-
vanz wird dank der Aufbereitung der Daten in maschi-
nenlesbarer Form und der damit moglich gemachten
Analysen mithilfe digitaler Methoden weiter zunehmen.
Dennoch wird im Rahmen des Projekts zur Erschlie-
fung der »Observationes meteorologicae« deutlich,
dass die computergestiitzte Layout- und Texterkennung
handschriftlicher Aufzeichnungen nach wie vor nicht
vollautomatisiert und ohne menschliche Interaktionen
durchgefiihrt werden kann. Dies ist hauptsichlich der
Menge an manuell zu erstellenden Trainingsdaten ge-
schuldet, die fir eine fehlerfreie Texterkennung not-
wendig ist. Wie in dem vorliegenden Beitrag dargestellt,
wird aktuell jedoch viel Forschung auf dem Gebiet der
Handschriftenerkennung betrieben und damit sowohl
der Trainings- als auch der Erkennungsprozess stetig
optimiert. In Verbindung mit einem nutzerzentrierten
Entwicklungsprozess und Tools, die weniger auf Ex-
perten, sondern mehr auf Erst- und Gelegenheitsnutzer
ausgelegt sind, eroffnen sich in Zukunft vielverspre-
chende Moglichkeiten, um die Masse an digitalisierten
Schriftquellen effizient erschlieflen und so die bestands-
bezogene Forschung voranbringen zu kénnen.
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