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1. Introduction

While symbolic methods and statistical machine learning methods for artifi-
cial intelligence (AI) have been developing rather independently for decades,
with alternated predominance of one or the other across time, a current trend
is to merge both types of approaches. Examples include neuro-symbolic ap-
proaches (see e.g., De Raedt et al. 2020; d’Avila Garcez/Lamb 2023; Garnelo/
Shanahan 2019; Kautz 202.2; Marcus 2020), among others. However, in this pa-
per, hybrid artificial intelligence is intended in a broader sense, as the combi-
nation of several Al methods, whatever their type.' These methods may belong
to the domains of abstract knowledge representation and formal reasoning,
based onlogic, structural representation (such as graphs and hypergraphs, on-
tologies, concept lattices, etc.), machine learning, etc. Additionally, impreci-
sion in data, knowledge and reasoning can benefit from the fuzzy sets theory.

Such combinations of approaches take inspiration from cognitive func-
tions. Roughly speaking, according to Kahneman (2012), who distinguished
two systems for thinking named system 1 and system 2, we may consider, from
a (strongly simplified) Al point of view, modeling system 1 (rapid, intuitive) by
deep learning and system 2 (slower, more controlled, logical) by symbolic rea-
soning. Developing neuro-symbolic approaches is a new trend to combine the
two systems (see e.g., Kautz 2022). But again, more theories will be committed
in our view of hybrid Al in particular for image understanding.

The aim of this paper is not to propose new methods for hybrid Al, but
rather, as a position paper, to highlight how this way of thinking and design-

1 We should note here that Al is already the umbrella term for very different methods,
and that many Al methods or systems are actually by essence hybrid.
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ing Al systems offers opportunities towards explainability in the field of ex-
plainable AI (XAI) and as a mean to maintain the link between knowledge and
data. In that domain, too, the two main branches are developed quite inde-
pendently, with early work (e.g., Peirce at the end of the 19th century) focusing
on logical reasoning based on abduction on the one hand, versus recent meth-
ods focusing on features or data most involved in a decision on the other hand
(to name but a few). In the first paradigm, knowledge is represented by sym-
bols in a given logic and the reasoning power of this logic then plays a major
role. Reasoning is based on axioms, theories and inference rules, leading to
provable, non-refutable conclusions. In the second paradigm, where data and
experience play the major role, statistical guarantees can be achieved, but con-
clusions are potentially refutable. As an example, fuzzy sets can cope with both
approaches and establish links between them.

These ideas are illustrated in the field of image understanding and formu-
lated as a spatial reasoning problem (section 2). Examples of combinations of
different AI methods are given, both for knowledge and data representation,
in section 3, and for reasoning in section 4. These methods find concrete ap-
plications in several domains such as medical imaging (only briefly mentioned
in this paper). The question of explanations is addressed in section 5. Finally a
short discussion on open research directions concludes the paper (section 6).

This paper is an extension of Bloch (2022), and focuses on the explainability
aspects as well as the usefulness of hybrid AI and XAI for medical image un-
derstanding, in particular in pediatrics. The example of pediatric imaging is
relevant here for illustrating the main topics developed in this paper, because
of the challenging issues it raises (few data, very specific images, anatomy and
pathologies, etc.). In addition, as mentioned in the next section, it is impor-
tant with regards to the availability of domain knowledge and the usefulness
of developing tools for explainable image understanding. This paper does not
contain technical details — those can be found in the listed references.

2. Image understanding and spatial reasoning

Image understanding, at the simplest level, refers to the problem of recogniz-
ing an object or structure, or several objects in an image, which can either be
real, as an observation of a part of the real world, or synthetic. But this may
not be sufficient and more generally, relations between these objects should be
considered towards a global recognition of the scene and a higher level inter-
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pretation, beyond individual objects. Furthermore, the recognition of an indi-
vidual object can benefit from the recognition of others.

The question of semantics is central, since it is not directly in the image,
but should be inferred based on visual features. We advocate that knowledge
should be involved in this process. Indeed, while purely data driven approaches
have proven powerful inimage and computer vision problems, with sometimes
impressive results, they still require a good accessibility to numerous and an-
notated data, where annotations bring the semantic information. This is not
always possible and induces high costs (in terms of both human interactions
and computation). Knowledge and models have then an important role to play.
Image understanding is formulated as a spatial reasoning problem, combin-
ing representations of data and knowledge, pertaining to both objects and re-
lations between objects (in particular spatial relations), as well as reasoning on
them.

Let us take the example of pediatric medical imaging. In this domain,
data may be scarce and present a high variability. Data are also very hetero-
geneous when they come from multicentric studies, with different hospitals,
different imaging machines, different protocols and acquisition parameters.
This makes the appearance of the same tissues, organs or pathologies vary
a lot from one image to the other. This problem is sometimes addressed by
transferring a model learned on adult images to children images. However,
there is a huge domain gap, since the relative sizes of body parts, organs and
pathologies vary considerably (in particular depending on the development
stage of the children). Pathologies of children may differ from those observed
in adults, the acquisitions should be as short as possible on children, thus
inducing differences in image appearance. The contrast between tissues can
also be quite different, even with the same acquisition protocol. Control cases
and images of healthy children are even more rare, in particular due to eth-
ical reasons. All this makes the problem particularly difficult. On the other
hand, anatomical and medical knowledge is important, and was gathered over
centuries. Using it is undoubtedly helpful.

Spatial reasoning has been largely developed in symbolic A, based mostly
on logic and benefitting from the reasoning apparatus of this logic (Aiello/
Pratt-Hartmann/Benthem 2007). It has been much less developed for image
understanding, where purely symbolic approaches are limited to account
for numerical information. This again votes for hybrid approaches. Spatial
reasoning evolved from purely qualitative and symbolic approaches, to more
and more hybrid methods involving methods from mathematical morphology,
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fuzzy sets, graphs, machine learning, etc. to gain in expressivity (sometimes
at the price of increased complexity). As an example, let us mention region
connection calculus (RCC), that was first proposed in logical frameworks (first
order, modal) and then augmented with fuzzy sets to handle imprecision,
with mathematical morphology, lattice-based reasoning, etc. (Aiello/Pratt-
Hartmann/Benthem 2007; Aiguier/Bloch 2019; Bloch 2021b; Landini et al.
2019; Randell/Cui/Cohn 1992; Schockaert et al. 2008; Schockaert/De Cock/
Kerre 2009). The main ingredients in spatial reasoning include knowledge
representation, imprecision representation and management, fusion of het-
erogeneous information (whether it is knowledge or data), reasoning and
decision making. Approaches for spatial reasoning take a lot of inspiration
from work in philosophy, linguistics, human perception, cognition, neuro-
imaging, art, etc. (see e.g., a related discussion for the case of spatial distances
in Bloch 2003).

Models for image understanding are particularly useful to represent, in a
formal way, knowledge (about the domain, the scene content and in particu-
lar its structure), image information (type of acquisition, geometry, charac-
teristics of signal and noise, etc.), the potential imperfections of knowledge
and data (imprecision, uncertainty, incompleteness, etc.), as well as the com-
bination of knowledge and image information. These models are then included
in algorithms to guide image understanding in concrete applications. Con-
versely, models can be built from data, to infer knowledge, or to provide a digi-
tal twin of a patient as a 3D model, useful to plan a surgery or a therapy, as well
as to explain the plan (e.g., to other surgeons, to the patients and their parents
in the case of pediatrics).

An important issue is the semantic gap (Smeulders et al. 2000), with the
following question: how to link visual percepts from the images to symbolic
descriptions? In artificial intelligence, this is close to the notions known as the
anchoring or symbol grounding problem (Coradeschi/Saffiotti 1999; Harnad
1990). Solving the semantic gap issue has bidirectional consequences: on the
one hand, it allows moving from a concept to its instantiation in the image (or
feature) space, as a guide during spatial reasoning. On the other hand, it is part
of the explainability, since it links results inferred from the image to concepts
related to prior knowledge. For instance, anatomical knowledge says that the
heart is between the lungs. Since the heart might be difficult to recognize di-
rectly in a medical image (e.g., a non-enhanced CT image), we may rely on its
relative position with respect to the lungs (which are easier to detect in such
images) to perform the task. This is an example where the recognition of an

13.02.2026, 17:15:48. https://www.Inllbra.com/de/agb - Open Access - (=)


https://doi.org/10.14361/9783839467664-010
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Isabelle Bloch: Subsymbolic, hybrid and explainable Al

object benefits from the recognition of other objects, as mentioned at the be-
ginning of this section. Conversely, we can explain the recognition of an image
region as the heart because it is between the lungs (see section 5).

3. Information and knowledge representation

Representations of spatial entities can take various forms, either in the spa-
tial domain (region, key points, bounding box, etc.), or abstractly, as in region
connection calculus (RCC), as formulas in a given logic. Semi-quantitative (or
semi-qualitative) representations as fuzzy sets (in either domain) constitute a
good midway and can accommodate both numerical and symbolic represen-
tations (Zadeh 1965). Representations as numbers, imprecise numbers, inter-
vals, distributions and linguistic values can all find a unifying framework with
fuzzy sets. In this framework, different types of imperfections can be easily
modeled, such as imprecision or blurriness on the boundaries of an object, on
its location, shape or appearance, ambiguity, partial lack of information, etc.
These imperfections can have varied sources, starting with the observed phe-
nomenon, the sensors and the associated image reconstruction algorithms,
and can also result from image processing steps such as filtering, registration
and segmentation.

Spatial reasoning involves models of spatial entities, but also spatial re-
lations between these entities. Here, the advantages of fuzzy representations
become even more significant. This was already stated in the 1970s (Freeman
1975), but formal mathematical models were developed only later (see the re-
view in Bloch 2005). The objective is to account for the intrinsic imprecision
of concepts such as “close to”, “to the left of” and “between”, which are never-
theless perfectly understandable by humans in a given context and to account
for the imprecision of the objects (even for a conceptually well-defined rela-
tion). In our previous work, we have designed mathematical models of sev-
eral relations (set theoretical, topological, distances, directional relations and
more complex relations such as between, along, parallel, etc.) by combining
formalisms from mathematical morphology and fuzzy sets. They are detailed
in Bloch and Ralescu (2023), chapter 6, and in the references cited therein.
From a mathematical point of view, the common underlying structure is the
one of complete lattices that allows instantiating the definitions, with the very
same formalism in different frameworks: sets, fuzzy sets, graphs and hyper-
graphs, formal concept lattices, conceptual graphs, ontologies, etc., that can
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all be endowed with a lattice structure with appropriate partial orders. This be-
comes particularly useful when defining spatial relations based on mathemat-
ical morphology, a theory where deterministic operators are usually defined in
a lattice. Our main idea was to design structuring elements, defined as fuzzy
sets in the spatial domain, that provide the semantics of the spatial relation.
Then applying a fuzzy morphological dilation of a reference object (whether
fuzzy or not) using this structuring element provides the region of space where
the considered relation is satisfied. The membership value of a point to the re-
sulting fuzzy set is then interpreted as the degree to which the relation of this
point to the reference object is satisfied. This approach can be applied to sev-
eral classes of spatial relations: topological, distances, relative direction and
more complex ones such as along, parallel, between, etc. (see e.g., Bloch 2021a;
Bloch/Ralescu 2023 and the references therein). It applies to objects defined as
sets or fuzzy sets in the spatial domain, but also those defined more abstractly
as logical formulas, vertices of a (hyper-)graph, concepts, etc.

Note that most of the frameworks mentioned above carry structural in-
formation, useful for instance when representing the spatial arrangement
of objects in a scene and in an image. To take a simple example, a graph can
represent this structure, where vertices correspond to objects (e.g., anatomi-
cal structures in medical images) and edges correspond to relations between
objects (e.g., contrast between two structures in a given imaging modality,
relative position between objects, etc.), this graph being enhanced with the
fuzzy representations of objects and their properties, as well as relations. For
instance, the representation of a spatial relation can be abstract, as extracted
from an ontology for example, or linked to the concrete domain of an image
(degree of satisfaction of the relation, region of space where the relation to
some object is satisfied, etc.), using linguistic variables, as explained next.
Other structured representations of knowledge (including spatial knowledge)
may rely on grammars, decision trees, relational algebras, or on temporal
or spatial configurations and graphical models. They can also benefit from a
fuzzy modeling layer, helping them cope with imprecision.

The relevance of fuzzy sets for knowledge representation, combined with
other representations, lies in their ability to capture linguistic as well as quan-
titative knowledge and information. A useful notion is the one of linguistic
variable (Zadeh 1975), where symbolic values, defined at an ontological level,
have semantics defined by membership functions on a concrete domain at the
image or features level. The membership functions and their parameters can
be handcrafted, according to some expert knowledge on the application do-
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main. They can also be learned, for instance from annotated data (Atif et al.
2007). The advantage of such representations is that linguistic characteriza-
tions may be less specific than numerical ones (and therefore need less infor-
mation). Their two levels (syntactic and semantic) allow on the one hand for
approximate modeling of vague concepts, and reasoning on them, and on the
other hand constitute an efficient way to solve the semantic gap issue (see sec-
tion 2) by providing semantics in concrete domains, according to each spe-
cific context. Linguistic variables, maintaining the consistency between con-
cepts and data, therefore play an important role for explainability. Similarly,
the goals of an image understanding problem can be expressed in an impre-
cise way, and again, translating vague concepts into useful representations and
algorithms benefits from fuzzy modeling, in particular when using linguistic
variables.

4. Reasoning

Based on the previous representations, the reasoning part takes various forms,
separately or in combination, again in the spirit of hybrid Al It is important to
mention a few, mostly from previous work, which led to applications in medi-
cal imaging, in particular for brain structure recognition:* matching between
amodel and an image based on graph representations (Aldea/Bloch 2010; Ce-
sar et al. 2005; Fasquel/Delanoue 2019; Perchant/Bloch 2002); sequential spa-
tial reasoning mimicking the usual cognitive process where one may focus on
an object that is easy to detect and to recognize, and then move progressively
to more and more difficult objects by exploring the space based on the spatial
relations with respect to previously recognized objects (Bloch/Géraud/Maitre
2003; Colliot/Camara/Bloch 2006; Delmonte et al. 2019; Fouquier/Atif/Bloch
2012); exploration of the whole space and reducing progressively the poten-
tial region for each object, again mimicking a type of cognitive process, for in-
stance by expressing the task as a constraint satisfaction problem (Deruyver/
Hodé1997; Nempont/Atif/Bloch 2013), logical reasoning based on abduction, to
find the best explanations to the observations according to the available knowl-
edge (Yang/Atif/Bloch 2015) and logical reasoning driven by an ontology (Hude-
lot/Atif/Bloch 2008).

2 These are only examples and similar approaches have been developed in other appli-
cation domains, such as satellite imaging, video, music representations, etc.
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In all these methods, an important feature is the combination of several
approaches within the framework of hybrid AI, with the aim of explainability.
Abstract knowledge representation and formal reasoning (typically using log-
ics) are appropriate to build a knowledge base representing prior information
(on anatomy for the considered examples) and to reason on it — the expres-
sivity and the reasoning power depending on the chosen logic. Structural
representations (graphs and hypergraphs, ontologies, conceptual graphs, con-
cept lattices, etc.) are frameworks to convert expert knowledge on the spatial
organization of objects (e.g., organs in medical imaging) into operational
computational models. As mentioned in section 3, converting knowledge
into meaningful representations and algorithms highly benefits from fuzzy
modeling, in particular linguistic variables used to fill the semantic gap. This is
indeed key to explainability. These models are then associated with structural
representations to enrich them. For instance, fuzzy models of object features
(shape, appearance) and of spatial relations can be attributes of vertices or
edges of graphs, associated with concept descriptions in ontologies or con-
ceptual graphs, providing semantics for these concepts, and considering them
properties in fuzzy extensions of concept lattices, or providing semantics of
logical formulas.

Usually several pieces of knowledge are involved together in the reasoning
process. The advantages of fuzzy sets lie in the variety of combination opera-
tors, offering a lot of flexibility in their choice, that can be adapted to any situ-
ation at hand, and which may deal with heterogeneous information (Dubois/
Prade 1985; Yager 1991). A classification of these operators was proposed by
Bloch (1996), with respect to their behavior (in terms of conjunctive, disjunc-
tive, compromise (Dubois/Prade 1985), the possible control of this behavior,
their properties and their decisiveness.

Now, considering the recent huge developments in machine learning, and
in particular deep learning, a recent trend is to combine such approaches with
knowledge driven methods. This can be done at several levels (see e.g., Xie et
al. 2021): to enhance the input (e.g., by including in the input of a neural net-
work as a result of some image processing method as in Couteaux et al. 2019),
as regularization terms in the loss function (e.g., to force the satisfaction of
some relations), or to focus attention on specific patches based on geometric
or topological information (e.g., vessel tree, see Virzi et al. 2018), or as post-
processing to improve results (e.g., Chopin et al. 2022). Conversely, in some
situations, the neural networks can use implicit spatial relations to solve a task
such as object segmentation and recognition, as soon as the concerned objects
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are within the receptive field (Riva et al. 2022). Again, one of the advantages of
such hybrid approaches is to improve interpretability and explainability. This
is particularly important in medical imaging for increasing the confidence the
user may have in an approach based on deep learning, consequently also in-
creasing the adoption of such techniques.

Finally, the result of an image understanding system can be expressed
in various forms (sets of (fuzzy) objects representing recognized structures,
classes (of objects or pathologies for instance), properties of objects or struc-
tures and the relations they share, linguistic descriptions providing in a given
vocabulary sentences describing the content of the image, etc.), finding yet
again a unifying representation framework in fuzzy sets. The next step is then
to provide explanations to these results.

5. Explanations

A first way to provide explanations is to rely on abductive reasoning in some
logic.> Mathematical morphology is a useful theory for abductive reasoning
and various logics (Aiguier et al. 2018; Bloch 2006; Bloch et al. 2018). An exam-
ple is the use of erosion or derived operators to provide explanations for obser-
vations according to a knowledge base by applying these operators to a set of
models for logical formulas or to a concept lattice. For instance, from a knowl-
edge base on anatomy, expressed in some logics, and from segmentation and
recognition results, higher level interpretations of an image can be derived us-
ing such a method of abductive reasoning (Atif/Hudelot/Bloch 2014; Yang/Atif/
Bloch 2015). Then the image understanding problem itself is formulated as an
explanatory process. The logic is endowed with fuzzy semantics, used to cope
with imprecise statements in the knowledge base, such as “the lateral ventri-
cles are dark in T1 weighted magnetic resonance images, the caudate nuclei are
external to the lateral ventricles and close to them”. Observation is the image
and results from segmentation and recognition procedures. Hence, there is an
interpretation on two levels: first at the object level, using the approaches pre-
sented in the previous sections involving fuzzy representations and structural
models, and secondly globally, at the scene level. The advantages of using ab-
stract formulation in a logic is that this second, higher level, interpretation can

3 Note that this is very natural, and explored since the antiquity, while it is much more
difficult with machine learning that performs mostly inductions.
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take intelligible forms, such as “this image presents an enhanced tumor, which
is subcortical and has a small deforming impact on the other structures”.

The language in which the knowledge is expressed should be defined ac-
cording to the granularity level expected of the interpretation and based on
whom the description is dedicated to (the explainee). For instance, the descrip-
tion of the content of a pathological brain image will depend on whether the
explainee is anyone (without assuming any particular expertise), the patient,
or a medical expert who wants to make a decision guided by this description
and aims to interact with other experts. Other important questions are related
to what should be explained. For instance, a medical expert needs mostly ex-
planations of a result rather than explanations of every step of the algorithm as
well as explanations of the links between the results, the data, and the available
knowledge. More importantly, explanations are required when the results are
unexpected. This is related to the question of when an explanation is needed
and refers to the idea of contrastive explanations (why is the result A, when B
was expected?).

To go further, another level of explanation is to identify which part of the
knowledge base has actually been involved in the reasoning process or is rele-
vant in the object or scene description. An implicit method to do so was men-
tioned above (Riva et al. 2022). More explicit methods are also very relevant
for providing meaningful explanations to users. Fuzzy sets are then useful for
establishing a link between the results derived from the image and concepts
expressed in the knowledge base, as mentioned at the end of section 2. A sim-
ple example is to assess to which degree a spatial relation is satisfied between
the resulting objects. Then explanations such as “this object is the left caudate
nucleus because it is close to the left ventricle and to the left of it” are easy to
derive. For instance, a given spatial relation between two identified objects can
be computed, as a number or as a distribution, and then compared to the fuzzy
model of this relation (Bloch/Atif 2016). An approach based on fuzzy frequent
itemset mining has also been proposed (Pierrard/Poli/Hudelot 2021). Consid-
ering the example of structure recognition based on spatial reasoning, expla-
nations become natural by identifying the spatial relations that actually play a
role in the recognition. Furthermore, we can make use of hedges and quanti-
fiers to find out whether “most” of the relations in a given set are indeed satis-
fied by a result, or involved in the image understanding process.
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In all that precedes, hybrid AI and the combination of several approaches
are at the core of:

« knowledge representation (object properties and relations between ob-
jects),

. associating attribute definition with structural frameworks such as graphs
hypergraphs or other computational models representing the structure (in
the sense of spatial organization) of a scene,

- semantics of logics,

« semantic gap solving,

. spatial reasoning for image understanding, computing similarities be-
tween a model and a result,

« providing descriptions of an image in a given language, providing cues for
explainability.

They are the main medium to travel from knowledge to data and conversely
explain results obtained from data according to the available knowledge.

6. Discussion

To go further in the field of hybrid Al and XAI for image understanding, princi-
ples expressed and discussed more generally in Al could be instantiated in this
particular domain of application and pave the way for new research directions.

This starts with the definition of interpretability and explainability. An in-
teresting distinction is proposed by Denis and Varenne (2022), where inter-
pretability is defined as the composition of elements that are meaningful for
humans, while explanation is strongly related to causality, and understanding
is linked to unifying diversity under a common principle (this is may be some-
what different when interpreting an individual image as in medical imaging).
In the works summarized in this paper, fuzzy sets are an example that can be
used to make explicit the components of knowledge and image information
that are involved in a reasoning process. This is done in a semi-qualitative way,
close to human understanding, and therefore directly useful to provide expla-
nations.

Seeing explanations as causality has been widely addressed, in particular
by Halpern and Pearl (Halpern/Pearl 2005a; Halpern/Pearl 2005b) and by Miller
(Miller 2019; Miller 2021), where structural models play a major role. Links with
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argumentation frameworks (Munro et al. 2022) and extensions of contrastive
explanations for fuzzy sets (Bloch/Lesot 2022) have recently been proposed.
Notions such as contrast and relevance are put to the fore, and would be also
important to consider in image understanding. For instance, explaining why
a certain decision was proposed by an algorithm, and not another, is a way
to make explanations more convincing. A simple way to do so based on the
methods presented here would be to compare resulting image descriptions
with different models or decisions, and to identify which components in
the knowledge or in the reasoning was responsible for a particular decision
proposal. This would be particularly interesting in medical imaging, where
explanations are mostly required when the result provided by an algorithm
differs from the expected one. This deserves further investigation. The level of
explanation should depend on the explainee, as mentioned above, and a deeper
study of this aspect could take inspiration from the work on intelligibility by
Coste-Marquis and Marquis (2020) (for instance based on projections on a
given vocabulary). This goes with the idea of a human-centered evaluation of
Al systems.

It has been advocated by Marcus (2020: 1) that new research should aim at
developing “a hybrid, knowledge driven, reasoning based approach, centered
around cognitive models, that could provide the substrate for a richer, more
robust Al than is currently possible.” This is exactly what research in image un-
derstanding based on hybrid Al is trying to do, but still at a modest level. The
question of bias is related to the one of robustness. Statistical biases, on the
one hand, are usually quite well identified in medical imaging. They may come
from the limited data, from the under-representativity of parts of a popula-
tion, from the specificities of the study (which intrinsically limit the popula-
tion) and of the imaging center to the evolution of the data and the update of
the algorithms, etc. This raises difficulties to adapt a method to a different pop-
ulation for instance. One may also wonder whether learning methods implic-
itly use information that can be relevant or that can be biased (which is then
not explicitly identified). On the other hand, cognitive biases (such as confir-
mation, framing, complacency biases) may be more difficult to assess. An in-
teresting direction of research is to investigate how hybrid Al can cope with
these questions.

Finally, it would be interesting to investigate more deeply to which extent
hybrid AI and XAI could help answering questions related to ethics, for in-
stance in radiology, where these questions are often raised.
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