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Abstract: Die Vorstellung, dass Musik mithilfe von Computern erzeugt werden kann,
fasziniert Komponierende seit Mitte des 20. Jahrhunderts. So hat die Einbindung
entsprechender Techniken entgegen dem nun neu entfachten Interesse an KI in der
Musik bereits eine lingere Tradition. Gerade der Einsatz von Machine Learning-Tech-
niken gibt den bekannten Visionen jedoch derzeit neuen Antrieb, verbindet eine rein
KI-generierte Musik doch verschiedene Ziele, Wiinsche und Erwartungen sowie eine
Neugierde von Komponierenden und Publikum. Demgegeniiber stehen eine mehr oder
weniger komplexe und vesponsive technische Anlage der Programme sowie sehr unter-
schiedliche KI-Verfahren, deren realer Spielraum wicht immer den zugeschriebenen
Freiviumen entspricht. In dem Artikel werden an drei Beispielen verschiedene Formen
der Einbindung von KI-Verfahren in musikalische Arbeiten vorgestellt und angelehnt
an eine Kategorisierung unterschiedlicher Systemkonzeptionen wird kurz diskutiert,
welche >Freiheiten< in KI-basierten musikalischen Arbeiten implementiert und welche
zugeschrieben sind.

Einleitung

Die Einbindung von Prozessen aus dem Bereich >Kiinstliche Intelligenz« in
musikalische Arbeiten scheint — zumindest mit Blick auf die Kombination
der Schlagworte >Musik« und >KI< — ein eher junges Phinomen zu sein. Dies
tauscht dariiber hinweg, dass sich Komponistinnen und Komponisten bereits
seit Mitte des 20. Jahrhunderts mit (Rechen-)Verfahren aus dem Forschungs-
bereich der >Kiinstlichen Intelligenz« befassen und diese in verschiedenster
Art und Weise in ihren kiinstlerischen Arbeitsprozessen verwenden. Bieten
regelbasierte generative Prozesse umfassende Moglichkeiten, um eine schier
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endlose Vielfalt an Ergebnissen zu produzieren, so itben gerade Ansitze eine
grofde Faszination aus, die analytische und generative Elemente verbinden,
versprechen diese doch nicht nur eine grofie Anzahl an verschiedenen, son-
dern viele, den Anforderungen angemessene Ergebnisse und ein Wissen iiber
bis dahin vielleicht verborgene Regeln, die aus der nun gréferen Anzahl an
untersuchten Exempeln herausgearbeitet werden kénnen. Die Einbindung
solcher kombinierter Prozesse bringt jedoch auch verschiedenste neue Her-
ausforderungen mit sich, die von sehr praktischen Fragen, beispielsweise nach
den Ein- und Ausgabeformaten, bis hin zu komplexen Debatten itber Hand-
lungs- und Entscheidungszuschreibungen reichen und die implizit immer
wieder um die dem Bereich KI ebenso wie dem der Musik inhirenten Frage
nach Autor:innenschaft bzw. Autonomie und Einflussnahme einzelner Per-
sonen kreisen. Denn in der Beschreibung oder Prasentation der Musikstiicke
verschwimmen - gewollt oder ungewollt — oft die Handlungszuordnungen,
insbesondere wenn Computerprogramme als Teil der Komposition einge-
bunden werden. Doch was kann ein KI-basiertes Programm in der Musik
leisten? Wie sind diese Programme aufgebaut und in den kompositorischen
Prozess sowie die Auffithrungsumgebungen eingebettet? Und welche Hand-
lungszuschreibungen, Erwartungen und Wiinsche gibt es hinsichtlich der
kiinstlerischen Autonomie und Kreativitat?

Basierend auf einer schlaglichtartigen historischen Anniherung werden
im Folgenden exemplarisch Formate, Ideen und Visionen vorgestellt, die zwar
kein umfingliches Bild méglicher KI-Einbindungen in musikalische Arbeiten
zeichnen, mithilfe derer es aber méglich ist, den Stellenwert von KI-Ansitzen
in musikalischen Kompositionen differenziert zu beleuchten. Dies bietet wie-
derum einen Ausgangs- und Ankniipfungspunkt fiir eine weiterfithrende De-
batte iiber KI in kiinstlerischen Prozessen und lidt zu einer Reflexion dariiber
ein, welche Unterscheidungen bei der Einbindung von KI-Konzepten mdglich
sind und welche Zuschreibungen sinnvoll sein kénnen.

Friihe KI-Konzepte in kompositorischen Prozessen. Drei Beispiele

Kompositionen, die im weitesten Sinne Methoden aus dem KI-Bereich ein-
binden, werden aus musikwissenschaftlicher Perspektive im 20. Jahrhundert
zumeist als Algorithmische Kompositionen bezeichnet und der Elektroakus-
tischen Musik bzw. (heute vornehmlich) der Computermusik zugeordnet.
Wurden bis in die 1990er Jahre vor allem statistische und stochastische Pro-
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zesse sowie nicht-lernende generative Regelsysteme in die Arbeitsprozesse
implementiert, beispielsweise zur sogenannten Partitursynthese (Erstellung
von Notation) sowie zur unmittelbaren Klangerzeugung, kommen heute
auch komplexe generative Verfahren in Musikanwendungen zum Einsatz,
die auf Deep-Learning-Methoden basieren. Dies erfolgt oft mit dem Ziel,
eine moglichst autonome, also vom Menschen unabhingig ablaufende Mu-
sik- bzw. Klangerzeugung zu ermoglichen. Zudem versprechen die neuen
ebenso wie die frithen Techniken die Produktion einer grofieren Vielfalt an
Varianten als die, die ein Mensch im gleichen Zeitraum produzieren kénnte.
Die Zielstellungen, unter denen die verschiedenen Verfahren eingebunden
werden, sind dabei ebenso unterschiedlich wie der Umfang, in dem die
Komponistinnen und Komponisten in den Synthese- und Selektionsprozess
eingreifen. Die Selektion, also die Einordnung und entsprechende Auswahl
(zusammen)passender bzw. gewiinschter Elemente aus den entstehenden
(klingenden) Moglichkeiten, ist hierbei eine der zentralen Herausforderun-
gen, die sich durch die gesamte Bandbreite musikalischer Kreationen mit
generativen Verfahren zieht.

Eine der ersten musikalischen Arbeiten, bei der eine Einbettung frither
KI-Techniken erfolgte, ist die llliac Suite (1955-1956) von Lejaren A. Hiller und
Leonard M. Isaacson (vgl. Hiller und Isaacson 1958). Dieses Stiick, das auch als
die erste Computermusikkomposition angesehen wird, basiert auf einer com-
putergestiitzten Partitursynthese (vgl. Supper 1995a: 967). Mithilfe des Com-
puterprogramms ILLIAC I wurde die Notation fiir ein Streichquartett erstellt,
wobei jedem der vier Sitze der Suite ein anderes Experiment zugrunde gelegt
ist, mit dem Hiller und Isaacson erproben wollten, »wie mit einem Computer
eine Komposition generiert werden kann« (ebd.: 972). Der erste Satz folgt 16
verschiedenen Regeln des Kontrapunkts; der zweite erweitert diese auf eine
vierstimmige Polyphonie und die Moglichkeit, verschiedene Stile zu erhalten;
im dritten Satz finden serielle Verfahren Verwendung, um Rhythmus- und Dy-
namikelemente zu erzeugen, wohingegen die Parameter Tempo und Metrum
von den Komponisten bestimmt sind; im vierten Satz bestehen die »Kompo-
sitionsregeln [...] [aus] einer Folge abhingiger ZufallsgrofRen« (Supper 1995b:
74); die musikalischen Regelwerke werden hierbei durch sogenannte Markov-
Ketten ersetzt, ein stochastisches Rechenverfahren, das dazu verwendet wird,
Aussagen iiber das Eintreten eines Ereignisses in der Zukunft in Abhingigkeit
von der Gegenwart zu treffen (vgl. Akkermann 2015: 31). Jede Note wird damit
entsprechend ihrer Wahrscheinlichkeit in Abhingigkeit von der vorangegan-
genen Note berechnet. Die Erstellung der Noten erfolgte durch das Computer-
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programm jeweils in einzelnen Experimenten, wobei mithilfe des Programms
nicht nur eine einzelne Komposition, sondern eine ganze Klasse an Komposi-
tionen berechnet werden konnte, die jeweils einem entsprechenden Stil folg-
ten (vgl. Supper 1995a: 974). Die finale Selektion der generierten Stimmen und
ihre Zusammenstellung in den jeweiligen Sitzen der Suite oblag jedoch den
Komponisten und auch die Interpretation der Noten ist an Musiker:innen ge-
bunden.

Wihrend in der Illiac Suite weiterhin Menschen die computergenerierten
Aufzeichnungen zum Klingen bringen, umfasst George E. Lewis’ Voyager
eine Kombination aus (digitalen) Klanganalyse- und Klangausgabeelementen,
die es erlauben, (horbaren) Klang zu erfassen, auf Regeln hin zu analysieren
sowie dessen Erzeugung zu steuern. Das interaktive System Voyager, das 1987
erstmals auf der Bithne prisentiert wurde, ist auf eine Ko-Improvisation mit
einem menschlichen Improvisierenden ausgelegt. Hierbei wird die erklingen-
de Improvisation des Menschen mithilfe eines Pitch-to-MIDI-Trackings in
Echtzeit in Tonh6heninformation umgewandelt und auf musikalische Regeln
hin analysiert, um dann eine Art >Antwort< darauf zu erzeugen. Dies geschieht
basierend auf einem sogenannten set-phrase-behaviour, einem kombinierten
Regelset, das sich aus zwei Elementen zusammensetzt: den aus dem zu hé-
renden Klang herausgearbeiteten Regeln sowie einem eigenen, unabhingigen
Regelwerk, das nicht auf den analysierten Klang Bezug nimmt und innerhalb
dessen von sogenannten zelluliren Automaten Klangstrukturen produziert
werden (vgl. Lewis 2000). Die Problematik, dass digitale Berechnungen von
Klingen als Klangsynthese in Echtzeit in den 1980er Jahren noch eine grofRere
technische Herausforderung darstellten, da sie an umfangreiche Rechner-
einheiten mit limitierten Berechnungskapazititen gebunden waren (vgl.
Akkermann 2020: 125ff.), wurde umgangen, indem die Ausgabe der berech-
neten Tonhoheninformation per MIDI erfolgte, was die Klangausgabe mittels
eines MIDI-gesteuerten (akustischen) Instruments (Disklavier) erlaubte —
eine Losung, die bis heute noch genutzt wird. Voyager ist damit (technisch)
in der Lage, verschiedene Regelsets aus Klingen — Improvisationen — her-
auszuarbeiten und nachzuahmen sowie genuin eigene Klangsequenzen zu
produzieren, die auf inhirenten Regelwerken beruhen. Lewis greift hierbei
als Komponist selbst nicht aktiv in die Klangproduktion bzw. die Selektion
der produzierten Sequenzen ein, sondern das Programm ist so konzipiert,
dass es wihrend einer Auffithrung als eigenstindige improvisierende Einheit
in Interaktion mit einem Menschen musiziert. Eine Limitierung der Klang-
erzeugung ist nur durch die Auswahl des per MIDI gesteuerten Instruments
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gegeben — dieses ist zumeist, wie auch bei dem Konzert 2020 in Berlin, ein
Disklavier.

Ausgehend von der Idee, ein Computerprogramm zu erstellen, das einen
ganz personlichen musikalischen Stil (erkennen und er-)lernen kann, um dann
— quasi mit ihm zusammen - neue Stiicke zu erarbeiten, entwickelte der Kom-
ponist David Cope ab den 1980er Jahren das Programm Experiments in Musi-
cal Intelligence (EMI), auch Emmy genannt (vgl. Computer History Museum
0.].). Dieses generative System, das eigenstindig beim Kompositionsprozess,
nicht aber bei der Ausfithrung einer Improvisation mitarbeiten sollte, ist dar-
auf ausgelegt, mithilfe von per MIDI getrackten Inhalten Regelsets abzuleiten
und dann - ebenfalls per MIDI - notierte Musiksequenzen zu produzieren.
Cope (1999: 79) beschreibt den Ablauf wie folgt:

Experiments in Musical Intelligence composes by first analyzing the music
in its database and then using the rules it discovers there to create new
instances of music in that style.

EMI folgt damit im weitesten Sinne einem Prinzip, das auch heute bei KI-ba-
sierten Verfahren zum Einsatz kommt: Cope wihlt bestimmte Kompositionen
aus (database), aus denen von EMI jeweils die gemeinsamen Regeln herausge-
arbeitet werden (EMI>lernt« die Regeln), die dann wiederum als Grundlage fiir
die Berechnung von Tonhdhen und Tondauern dienen (die Regeln werden an-
gewandt, um neue Musik im selben Stil zu produzieren). Die hierbei inharen-
te>musikalische Intelligenz« sieht Cope in der Simulation musikalischen Den-
kens. Es wird, wenn man so mochte, ein Regelset erstellt, das die (charakteris-
tischen) Merkmale eines Kompositionsstils, die aus einem gewihlten Kompo-
sitionsdatensatz resultieren, nachstellen kann. Anders gesagt: Charakteristi-
sche Handlungskomponenten der Komponierenden werden auf komplexe Re-
gelsets innerhalb von EMI itbertragen (vgl. Cope 1992: 69). Dadurch entstehen
musikalische Sequenzen, die einem vorgegebenen musikalischen Vorbild fol-
gen, also bestimmte musikalische Charakteristika reproduzieren, ohne dabei
jedoch exakte Kopien der Vorlagen zu sein. Die Wahl der im Datensatz enthal-
tenen Musikstiicke kann hierbei stark das Resultat beeinflussen: Je dhnlicher
die im Korpus enthaltenen Stiicke sind und je prignanter die fiir einen Stil als
charakteristisch erachteten Elemente in Erscheinung treten, umso besser ent-
spricht das Ergebnis den impliziten Vorgaben. Neben Copes eigenen Kompo-
sitionen dienen insbesondere Arbeiten bekannter Komponisten aus fritheren
Jahrhunderten als Vorlage fiir Musikproduktionen von EMI. Hierbei entstan-
den Musikstiicke im Stil von unter anderem Béla Bartdk, Johannes Brahms,
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Johann Sebastian Bach und Frédéric Chopin, aber auch Wolfgang Amadeus
Mozart und Sergei W. Rachmaninow. Wihrend einige Stiicke von Menschen
aufgefithrt wurden, lieR Cope andere per Disklavier erklingen, insbesonde-
re dann, wenn die generierte Notation fiir Menschen unspielbar schien. Co-
pes Rolle ist hierbei (immer) weniger die eines Komponisten, sondern eher die
eines Programmentwicklers und Organisators, der den Inhalt der Datenbank
wahlt, die Resultate einem angemessenen Klangkorper — Musiker:innen oder
Disklavier — zufithrt und die entsprechenden Klangerzeugnisse prisentiert,
erklirt und ggf. vermarktet. Das initiale Interesse von Cope scheint sich hier-
bei im Laufe der Zeit zu verlagern, weg von einem Programm, das ihn selbst
unterstiitzt, hin zu einem, das musikalische Eigenheiten erkennen, erlernen
und in dhnlicher Art und Weise (in Notation) produzieren kann.

Formen der Einbindung

Die angefiihrten Beispiele zeigen exemplarisch und in Abstufung drei grund-
legende Einsatzrichtungen auf, mit denen Rechenprozesse in die Erarbeitung
von Musikstiicken eingebunden werden konnen:

- zur Analyse von vorhandenen Kompositionen (Notation) oder Audio bzw.
live gespielten Klingen: diese werden in Echtzeit oder in vorgelager-
ten Prozessen auf Tonhohen, Tonabfolgen und formale Strukturen hin
analysiert, um daraus Regeln oder Muster abzuleiten;

« zur Partitursynthese: im kompositorischen Arbeitsprozess wird die Nota-
tion nach jeweils festgelegten Prozessen erzeugt; und

- zur Klangsteuerung bzw. -erzeugung: basierend auf Regeln, Mustern oder
Notation werden Tonhohenabfolgen (zumeist im Auffihrungskontext)
zum Klingen gebracht, beispielsweise mithilfe von digital gesteuerten
Instrumenten oder direkt in Form von Klangsynthese.

Diese Formen der Einbindung kénnen mit unterschiedlichen Rechenprozes-
sen und in verschiedenen Kombinationen eingesetzt werden, wodurch Kom-
positionen entstehen, die sich — kompositorisch oder klanglich — auf algorith-
mische Prinzipien stiitzen, auch wenn dies auf den ersten Blick nicht immer
zu erkennenist. Die Komplexitit der hierbei implementierten Rechenprozesse
ist von der Art der Einbindung unabhingig und kann von einfachen Regelwer-
ken bis hin zu ineinandergreifenden Systemen reichen.
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Philippe Pasquier, der wissenschaftlich und kiinstlerisch zu Kanstlicher
Intelligenz forscht und auch selbst KI-basierte Systeme fiir musikalische Ar-
beiten entwickelt, unterscheidet mit Blick auf die Einbindung von generati-
ven Prozessen in musikalische Arbeiten fiinf Systemkonzeptionen nach deren
praktischer Anlage:

« Systeme, die mit einem initialen Input autonom ablaufen, und solche, die
keinen initialen Input benétigen;

. Systeme, die in Echtzeit ablaufen, und solche, die dies nicht tun;

« Systeme, die nach der Art des >Wissens«< — den Informationen, die den Re-
chenprozessen zugrunde liegen — gegliedert sind;

. Systeme,die nachder Artihres Inputs bzw. Outputs — in Form von Zeichen/
Notation, Audio oder hybrid - kategorisiert werden; sowie

« nichtkorpusbasierte Systeme, die ihre Ausgabe generieren, ohne musika-
lische Informationen als Eingabe zu erhalten, und korpusbasierte Syste-
me, die Wissen aus einem bereitgestellten Korpus von Musikstiicken oder
Ausschnitten aus musikalischen Arbeiten extrahieren (vgl. Pasquier et al.
2017: 6).

Diese grundlegenden Systemkonzeptionen beziehen sich auf unterschiedli-
che Umsetzungsebenen und umfassen die Kombination aus bestimmten Pro-
grammen und den im gesamten Set-up angelegten Interaktionsmoglichkei-
ten, wie auch in den vorgestellten Beispielen gut zu sehen ist. Wihrend bei al-
len drei Beispielen die zugrunde liegenden Programme eines initialen Inputs
in Form von Voreinstellungen oder vorgegebenen Inhalten bediirfen, ist nur
Voyager in Echtzeit im Einsatz. Voyager greift wiederum zum einen — wie EMI
— auf ein »Wissen« aus Klang bzw. Musikstiicken zuriick, und zum anderen
sind in das Programm - vergleichbar mit ILLIAC I - eigenstindige Regelwer-
ke zur Generierung von Klangsequenzen eingebettet.

Etwas weniger eindeutig wird die Unterscheidung nach Input und Output:
Zwar ist ILLIAC I insofern klar zu verorten, als das Programm einen symboli-
schen Output generiert, so bieten EMI und Voyager jedoch technisch MIDI-
Schnittstellen zur Ein- und Ausgabe, wenn auch mit unterschiedlicher Inten-
tion. EMI bietet die Méglichkeit, die in MIDI formatierte Notation iiber ein
MIDI-gesteuertes Musikinstrument wiedergeben zu lassen, das intendierte
Ergebnis sind jedoch notierte Musikstiicke, die mithilfe von MIDI erstellt wer-
den. Bei Voyager hingegen wird MIDI als Briicke zwischen der Klangeingabe
(Pitch-to-MIDI-tracking) und der Klangausgabe (z.B. MIDI-Piano) verwen-
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det. Intendierter Input wie auch Output sind hier Audio bzw. hérbarer Klang.
Dies ist in Pasquiers Typologie, in der zwischen In- und Output diskreter
symbolischer Natur (zum Beispiel Musiknotation, MIDI-Dateien oder MIDI),
Audio (in Form einer Tonspur oder Klang in Echtzeit) und hybriden Formen
unterschieden wird, nicht prizise abbildbar. EMI und Voyager sind nach
ihrer technischen Anlage beide Systeme mit symbolischem In- und Output
— auch da ein direktes Pitch-Tracking ohne den Umweg MIDI in den 1980er
Jahren, also zur Entwicklungszeit von Voyager, nicht problemlos in Echtzeit
umgesetzt werden konnte. Dieses (technische) Problem stellt sich heutzutage
nicht mehr, denn iterative wie interaktive Systeme konnen mit unterschied-
lichen In- und Outputformaten umgesetzt werden. In Michael Youngs Piano
Prosthesis (2008) wird beispielsweise der Audioinput direkt analysiert und
mit einem komponierten generativen Musiksystem und Machine-Learning-
Prozessen verbunden, um daraus sowohl Regeln abzuleiten als auch neue
Klinge zu produzieren (vgl. Blackwell et al. 2012: 170). Ein in diesem Sinne
hybrides System, das beide Arten als In- und Output verarbeiten kann, ist
beispielsweise das unter anderem von Shlomo Dubnov an der University of
California San Diego (UCSD) und am Institut de Recherche et Coordination
Acoustique/Musique (IRCAM) entwickelte Audio Oracle, ein Meta-Creation-
System, das dafiir eingesetzt werden kann, verschiedene Variationen einer
Audioaufnahme zu erzeugen (vgl. Dubnov et al. 2011).

Pasquier unterscheidet zudem zwischen zwei generellen Grundanlagen
hinsichtlich der Beschaffenheit des Inputs: nichtkorpusbasierte und korpus-
basierte Systeme. Nichtkorpusbasierte Systeme, wie sie durch die Einbindung
der Programme ILLIAC I und Voyager entstehen, sind darauf angewiesen, dass
vor ihrer Nutzung (dynamische oder andere) Werte verschiedenen Parametern
zugeordnet werden. Bekannte nichtkorpusbasierte Systeme sind beispiels-
weise die algorithmischen Kompositionssysteme Projekt 1 und Projekt 2 des
Komponisten Gottfried Michael Koenig. Fiir diese Systeme ist charakteris-
tisch, dass die Personen, die die initialen Werte eingeben, mit dieser Eingabe
immer auch Teile ihres jeweiligen musikalischen Wissens und/oder ihrer
asthetischen Beurteilungen beisteuern und somit den nachfolgenden Prozess
— implizit und explizit — beeinflussen.

Korpusbasierte Systeme wie Copes EMI sind dagegen nicht zwingend an
das Wissen der programmnutzenden Person gebunden, sondern benétigen ei-
ne (angemessene) Anzahl an Musikinformationen, entweder in Form von sym-
bolischer Notation oder in Form von Audiodaten, um neue, den vorgegebenen
Musikstiicken dhnliche Ergebnisse zu produzieren. Wahrend in nichtkorpus-
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basierten Systemen die Ergebnisproduktion also von den formalisierten An-
gaben (z.B. Werteauswahl) einzelner Personen abhingig ist, sind in korpus-
basierte Systeme vorprogrammierte Algorithmen implementiert, die auf der
Grundlage bereits entstandener oder live entstehender Musik arbeiten, wel-
che wiederum fiir diesen Zweck ausgewihlt bzw. zusammengestellt wird.

Diese grundlegende Unterscheidung zwischen der Anlage nichtkorpusba-
sierter und korpusbasierter Systeme spiegelt sich, wie der Informatiker Alex-
ander Waibel (2021) darlegt, implizit auch in der Unterscheidung zwischen
dem Verstindnis von »>Artificial Intelligence« (AI) der »Darthmouth Confe-
rence« 1956 und den heute hiufig synonym verwendeten Begriffen >Machine
Learning« und >Neural Networks< ((Deep Learning<) wider. So sind fiir Waibel
bei den algorithmischen Systemen, die in den 1950er Jahren diskutiert wur-
den, bereits Aspekte wie Automatisierung, Selbstoptimierung, Abstraktion,
Zufilligkeit und Kreativitat zu finden. Wihrend in den 1980er Jahren sowohl
statistische wie auch neuronale Machine-Learning-Ansitze entstanden, die
aufgrund der noch beschrinkten Rechenleistung vergleichbare Ergebnisse
erzielten, erlauben die >Neural Networks< ab den 2010er Jahren aufgrund
der nun zur Verfigung stehenden Rechnerleistung die Verarbeitung grofler
Datenmengen (vgl. Waibel 2021). Dies macht sie gerade fiir korpusbasierte
Systeme attraktiv.

Entsprechende Entwicklungen sind auch im Bereich der Musik zu sehen.
So werden zwar weiterhin neue nichtkorpusbasierte algorithmische (Kompo-
sitions-)Systeme entwickelt, jedoch sind in den im 21. Jahrhundert entstehen-
denkorpusbasierten Systemen zumeist neuronale Netzwerke und keine statis-
tischen Netzwerke mehr zu finden. Beliebt sind hier insbesondere >Recurrent
Neural Networks<« (RNNs), die nicht nur einmal mit dem vorgegebenen Korpus
arbeiten, sondern nach dem Durchlaufen aller vorgegebenen Inhalte auf sich
selbst rekurrieren und so mehrmalige Durchliufe vornehmen. Erzeugt wird
dabei eine Art von Gedichtnis, da bereits gelernte Regeln nicht wieder ver-
gessen (iiberschrieben) werden, sondern durch die wiederholten Durchliufe
immer wieder>in Erinnerung gerufen<und erneut angewandt werden kénnen
(vgl. dazu Abolafia 2016).

Ideen und Visionen
Die Art und Weise, wie Prozesse aus den Bereichen KI, besonders Verfahren

von >Machine Learning, in musikalische Systeme eingebettet werden, ist
ebenso vielfiltig wie die Ideen, Annahmen und Erwartungen, die mit einer
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solchen Einbindung einhergehen. Fiir Pasquier unterscheidet sich beispiels-
weise »computational creativity« als programmiertechnischer Ansatz dadurch
von anderen rationalen, problemldsungsorientierten KI-Prozessen, dass es
sich hierbei hiufig um Probleme handelt, fiir die zuvor keine optimale Losung
definiert ist (vgl. Pasquier et al. 2017: 2). Es geht also nicht darum, ein Problem
moglichst schnell oder effizient zu 16sen, sondern auch darum, dass die Er-
gebnisse eine spezifische Qualitit in Bezug auf die Anforderungen aufweisen
— selbst wenn dies ggf. mehr Rechenaufwand erfordert. Pasquier wie auch
sein Forschungskollege Kivang Tatar beziehen sich dabei auf den Soziologen
Herbert A. Simon, der KI im Kontext von Entscheidungen als »the science of
having machines solve problems that do require intelligence when solved by
humans« (Simon 1960; zitiert nach Tatar 2019: 56) definiert.

Dabei, so scheint es, iiberschneiden sich nun zwei unterschiedliche Ziel-
vorstellungen im Hinblick auf Anwendungen in der Musik: zum einen der
Waunsch, Prozesse, die in ihrer Ausfithrung zu komplex oder zu langwierig
sind, um sie per Hand von einem Menschen umzusetzen, auf Computerpro-
zesse auszulagern und dadurch eine Fiille an Moglichkeiten zu generieren,
aus der der Mensch dann auswihlen kann; und zum anderen das Interesse
daran, Prozesse zu entwickeln, die so angelegt sind, dass sie — mehr oder
weniger selbststindig — die Balance zwischen einer geforderten Regeltreue
und einer erwarteten kreativ-kiinstlerischen Freiheit einhalten kénnen und
dabei (autonom) Ergebnisse produzieren, die so auch von einem Menschen
hitten erzeugt werden kénnen. Beide Vorstellungen beinhalten die Idee, dass
mithilfe der Systeme Ergebnisse erzeugt werden, die in den vom Menschen
a priori angelegten Bewertungsrahmen passen. Bei der zweiten Zielvorstel-
lung schwingt zudem die Vision mit, dass ein Ergebnis entsteht, bei dem
der Mensch keine weiteren Selektionen oder Anpassungen mehr vorneh-
men muss, das aber dennoch menschengemachten Ergebnissen qualitativ
ebenbiirtig ist.

Der Vision von einer weitgehend autonom ablaufenden, generativen Mu-
sikproduktion wird aktuell in vielen Projekten nachgespiirt. Unter den aktu-
ellsten Projekten stechen zwei hervor: Beethoven X (2021) und I'll Marry You,
Punk Come (2019/20), ein Projekt, das zum Gewinnersong des Al Song Contest
2020 gekiirt wurde.

Beethoven X. The Al Project verfolgte das Ziel, die 10. Sinfonie Ludwig van
Beethovens, die dieser aufgrund seines Todes nicht selbst fertigstellen konnte,
mithilfe von dafiir entwickelten korpusbasierten Systemen zu vollenden. Die
verfiigbaren Sinfonien Beethovens sollten als Basis dienen, um daraus cha-
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rakteristische Kompositionstechniken herauszuarbeiten und darauf aufbau-
end die bisher unvollendete Sinfonie fertig zu komponieren. Dieses Projekt,
das verschiedenste Disziplinen — unter anderem Komposition, Musikwissen-
schaft und Informatik — zusammenbrachte und in Kooperation grofier Insti-
tutionen und Unternehmen, darunter die Rutgers University, Google, Telekom
und BMG, umgesetzt wurde, stellte mit groflem medialen Aufwand heraus,
welche Méglichkeiten fiir ein solches Unterfangen heutzutage zur Verfiigung
stehen. Es fillt jedoch auf, dass das Projekt zwar medial in Form von Trailern
und einer Webseite prisentiert und viel Werbung fiir das Ergebnis — ein Kon-
zert und ein Tontriger — gemacht wurde, die breitere Offentlichkeit jedoch
keinen Einblick in die Projektabliufe bekommt und auch tiber den Aufbau des
verwendeten Systems sowie die darin implementierten (Selektions-)Prozesse
und Lernmethoden sehr wenig bekannt ist.

Ein ihnliches Ziel, nimlich die automatische Erstellung eines Musik-
stiicks und dessen (medienwirksame) 6ffentliche Prisentation, wurde auch in
dem von Magenta 2019/20 ausgeschriebenen AI Song Contest 2020 verfolgt,
bei dem nur Musikstiicke eingereicht werden durften, die rein generativ und
ohne menschliches Zutun entstanden. Ausgeschrieben von Magenta, eine seit
2016 bestehende Forschungsgruppe bei Google, die Tools und Plug-ins im
Bereich >AI Music Creation< entwickelt und diese kostenfrei zur Verfigung
stellt, werden im Rahmen des Contests aber nicht nur die finalen Musik-
stiicke prasentiert und pramiert, sondern auch die verwendeten Prozesse
und Iterationen wurden in die Bewertung miteinbezogen; Eingriffe durch
Selektionsprozesse und ein finales Editing der Klangergebnisse waren durch
das Anforderungsprofil des Contests ausgeschlossen. Eine Jury und die iiber
die Magenta-Webseite abstimmende allgemeine Horer:innenschaft kiirten
I'll Marry You, Punk Come vom Team Dadabots x Portrait XO, bestehend aus
CJ Carr, Zack Zukowski und dem Team Portrait XO, zum Gewinnersong. Das
urspriinglich in den USA angesiedelte Projekt Dadabots, das 2012 initiiert
wurde und bereits mit einem 24/7 streamenden generativen KI-Metal-Kanal
auf YouTube auf sich aufmerksam machen konnte, arbeitete sowohl direkt
mit Audiodateien als auch mit Konzepten aus text-to-speech-Anwendungen,
darunter RNNs mit>unsupervised learning«. So entstehen in dem Song immer
wieder Passagen, die stilistisch klar verortbar sind, wenngleich im Text, der
ebenfalls generiert ist, wie auch in der Musik einige Wendungen durchaus
in ihrer (stilistischen) Abfolge iberraschen. I'll Marry You, Punk Come steht
damit sinnbildlich fur das, was oft bei der Einbettung von KI in Musik ima-
giniert wird, ndmlich fiir ein Musikstiick, das von einer artifiziellen Entitit,
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die im Sinne Pasquiers kreativ und in gewisser Weise auch autonom, also
unabhingig von menschlichem Zutun oder Eingreifen, operiert, produziert
wurde.

Reflexion

In den voranstehend angefithrten Beispielen wird deutlich, dass in den meis-
ten Fillen, in denen KI-Prozesse in Musikproduktionen implementiert wer-
den, diese inhirenten, von Menschen gesteuerten Selektionsmechanismen
unterliegen. Nicht nur miissen die hierbei verwendeten Prozesse auf verschie-
dene Arten und Weisen auf moglichst viel oder méglichst prizises Wissen von
Menschen zugreifen, sondern es stellt sich dabei auch das Problem, dass eine
KI nicht auf derart abstrahierte Bewertungskriterien zuriickgreifen kann,
wie Menschen es tun. Die Vision, durch die Einbettung von KI-Prozessen
in kompositorische oder interpretative Abliufe Ergebnisse zu erhalten, die
menschliches Handeln und menschliche Entscheidungen ersetzen, ist da-
mit noch nicht erreicht. Selbst die Moglichkeit, grofie Datenmengen mithilfe
Kinstlicher Intelligenz verarbeiten zu kdnnen, ist laut Alexander Waibel (2021)
zwar ein zentrales Alleinstellungsmerkmal, aber auch eine zentrale Unzuling-
lichkeit, denn im Gegensatz zum Menschen verfiige eine KI nicht iiber die
Fihigkeit, von wenigen Beispielen zu lernen und aus den derart gewonnenen
Einsichten abstrakte Schliisse mit Blick auf eine Gesamtheit zu ziehen. Was
konnen KI-basierte Ansitze in der Musik also leisten? Sind klare, systematisch
erfassbare Ahnlichkeiten in Musikstiicken vorhanden, so kénnen korpusba-
sierte Systeme aus diesen Stiicken durchaus generative Regeln ableiten, die zu
dhnlichen klanglichen Ergebnissen wie im Auswahlkorpus fithren. Ebenfalls
konnen generative Systeme auf der Grundlage statistischer Berechnungen
einer bestimmten Klanglichkeit dhnliche Héreindriicke produzieren. Jedoch
korrespondieren die Zuschreibungen dessen, was ein >Computer< kann und
welche >Freiheitenc eine KI hat, nicht zwingend mit den implementierten Re-
geln oder dem eingebetteten Wissen; vielmehr werden sie den Systemen von
auflen angetragen, was durch eine entsprechende Prisentation seitens der
Erstellenden noch forciert werden kann. Sind die Mechanismen versteckt oder
derart komplex, dass sie nicht (mehr) einfach nachvollzogen werden kénnen,
so scheinen Handlungszuschreibungen auch einfache Erklirmodelle zu sein,
in denen sich Konzeption und Umsetzung mit Erwartungen und Wiinschen
hinsichtlich der Autonomie und der kiinstlerischen Kreativitit dieser Systeme
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mischen. In anderen Worten: angesichts zu grofier Komplexitit wird (ger-
ne) zu — einerseits einfachen und andererseits erwiinschten — Erklirungen
gegriffen, bei denen der Maschine oder den Systemen Autonomie und kiinst-
lerische Kreativitit zugeschrieben wird. Inwieweit es dabei wirklich moglich
ist, alle implementierten Prozesse zu verstehen, ist ebenso zu diskutieren, wie
die Auswirkungen, die es haben kann, wenn in gréflerem Mafle Musik produ-
ziert wird, die bereits vorhandenen (und fiir die Lernkorpora ausgewihlten)
Musikstiicken immer dhnlicher wird — eine Frage, die sowohl eine neue De-
batte iiber Kanonbildung und isthetische Werte eréffnet als auch erneut den
Stellenwert der Selektion hervorhebt, die mit einer Einordnung der Inhalte
(als passend oder unpassend) immer einhergeht. Dies zeigt noch einmal
deutlich, dass die Einordnung und auch die finale (isthetische) Bewertung
eines Musikstiicks weiterhin den (zuhorenden oder adressierten) Menschen
obliegt, zumindest sofern die Musik, die entsteht, ein menschliches Publikum
als Bewertungsinstanz intendiert.
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