6 Fortentwicklung des Datenschutzrechts

Fir viele Regelungen der Datenschutz-Grundverordnung musste festge-
stellt werden, dass sie den gegenwirtigen Herausforderungen des Daten-
schutzes nicht gerecht werden, dass diese Defizite aber nicht durch kleine
Wortlautinderungen behoben werden kénnen. Vielmehr erfordern diese
Defizite grundsitzliche Diskussionen der hinter ihnen stehenden Rege-
lungskonzepte. Daher werden in diesem Kapitel wichtige Fragen dieser
Regelungsaspekte aus Sicht des Verbraucherschutzes diskutiert. Im ersten
Schritt werden wichtige Herausforderungen des Datenschutzes heute und
morgen angesprochen, denen das Datenschutzrecht gerecht werden muss.
Im zweiten Schritt werden konzeptionelle Mingel der Datenschutz-
Grundverordnung angesprochen, die verhindern, dass sie den Herausfor-
derungen gerecht werden kann, und diskutiert, welche konzeptionellen
Ansitze stattdessen verfolgt werden sollten. Im darauffolgenden Kapitel
wird dann erortert, auf welchen Wegen die notwendige Modernisierung
des Datenschutzrechts in der Europaischen Union und in der Bundesrepu-
blik Deutschland erreicht werden konnte.#82

6.1 Datenschutz in der Welt von heute

Die gegenwartige Datenschutz-Governance zeichnet sich durch eine Ko-
Regulierung durch die Europidische Union und die Mitgliedstaaten aus,
die aus den zahlreichen Offnungsklauseln und Regelungsauftrigen der Da-
tenschutz-Grundverordnung folgt. Dartiber hinaus finden sich in der Da-
tenschutz-Grundverordnung weite Erlaubnistatbestinde mit hoher Selbst-
bestimmung der Verantwortlichen. Zahlreiche Defizite gibt es bei der In-
formation der Verbraucher sowie bei der Einwilligung und den anderen
Erlaubnistatbestinden.*® Auch die Reichweite der Betroffenenrechte ist
vielfach unklar, zumal diese stark einschrankbar sind. Die technikneutra-
len Regelungen der Datenschutz-Grundverordnung schlagen in eine Risi-
koneutralitit um, die den Risiken und der Komplexitit moderner Daten-
verarbeitung in allen Wirtschafts-, Gesellschafts- und Verwaltungsberei-

482 S.Kap.7.
483 S. Kap. 3.4 bis 3.9.
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chen nicht gerecht wird.## Die Aufsichtsbehorden wurden indes zwar mit
neuen Aufgaben versehen,*® gleichzeitig sind sie in ihrer Aufgabenwahr-
nehmung aber durch unzureichende finanzielle wie personelle Ausstattun-
gen behindert. Die aufwandsreichen Abstimmungsverfahren unter den
Aufsichtsbehorden, die die Verordnung vorsieht, dirften zwar mittel- und
langfristig zu einer groferen Harmonisierung fithren, sind aber zunéchst
eine zusitzliche Belastung fiir die Aufsichtsbehorden.*3¢ Der Erfolg zahl-
reicher Innovationen der Datenschutz-Grundverordnung ist an hohe An-
forderungen an ihre Umsetzung gekoppelt, die weder in der Datenschutz-
Grundverordnung geregelt noch in der politischen Umsetzung gesichert
sind. 7

Gerade besonders populire Dienstleistungen des digitalen Zeitalters
werden heute ohne monetire Gegenleistung angeboten und stattdessen
durch die Preisgabe personenbezogener Daten durch die Nutzer ent-
lohnt.#88 Diese Daten stellen das eigentliche Produkt dar; die Finanzierung
der Dienstleistung erfolgt durch Leistungen Dritter, die beispielsweise per-
sonalisierte Werbung schalten lassen. Die Verarbeitung dieser Daten ver-
spricht mitunter enorme Gewinne und 16st so Begehrlichkeiten aus. Diese
Verarbeitung kann Grundlage sein, um umfassende Profile zu erstellen,
und ermoglicht so eine personalisierte Ansprache des Verbrauchers. Diese
ist zwar insofern zu dessen Vorteil, als sie auf dessen (vermeintliche) Be-
dirfnisse zugeschnitten ist, wirkt aber verhaltensbestimmend und
schrankt durch ihre algorithmenbasierte Vorauswahl die autonome Wil-
lensbildung des Verbrauchers ein. Sie kann sich sogar unmittelbar ins Ne-
gative kehren, wenn der Verantwortliche etwa bestimmte Eigenschaften
des Verbrauchers zu dessen Manipulation ausnutzt.

Die Datenschutz-Grundverordnung war mit dem Ziel angetreten, eine
umfassende Modernisierung und Harmonisierung des europdischen Da-
tenschutzes zu bewirken, gleichzeitig aber auch positive 6konomische Ef-
fekte im europiischen Binnenmarkt mit einem verbesserten Grundrechts-
schutz natiirlicher Personen zu verbinden.*¥ Der Modernisierungsbedarf
des Datenschutzrechts ergab sich aus zahlreichen technischen Entwicklun-
gen, die letztlich zur Entstehung neuer Datenquellen sowie neuer Mog-

484 S. niher Kap. 6.3.1.

485 S. hierzu niher Rofnagel, Datenschutzaufsicht, 2017.

486 S. Datenschutzkonferenz, Erfahrungsbericht, 2019, 21 ff.
487 S. die Beitrage in DuD 8/2019.

488 Kugelmann, DuD 2016, 566.

489 So die Erwigungsgrinde 1, 2, 4, 5, 6,7, 10 und 13 DSGVO.
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lichkeiten der Vernetzung dieser Datenquellen und damit zu einer sowohl
quantitativen wie auch qualitativen Zunahme der Verarbeitung personen-
bezogener Daten fiihrte. Die so gewonnenen Daten konnen bei immer
weiter steigender Rechenleistung und stindig verbesserten Analyseverfah-
ren trotz immenser Datenmassen auch immer besser und schneller zusam-
mengefihrt und ausgewertet werden.* Diese Entwicklung ist dabei kei-
neswegs abgeschlossen, sondern stellt das Datenschutzrecht vor weiterhin
ungeloste Herausforderungen. Als Schlagworte seien hier Smart Car,*!
Smart Health,#°? Smart Home,*3 Smarte Assistenten*’* und Robotik*’5 so-
wie als Oberbegriffe Ubiquitous Computing, Internet of Things, Artificial
Intelligence und Big Data genannt. Die Techniken bereiten den Weg fiir
einen immer stirker informatisierten Alltag,¥¢ in dem Erkenntnisse tiber
die betroffene Person nicht nur aus den von dieser direkt eingegebenen In-
formationen (etwa in einem Social Network) abgeleitet werden, sondern
gerade auch aus einer immer weiter verbreiteten Beobachtung des Verhal-
tens der Person im alltaglichen Leben — auch in privaten Raumen. Diese
Erkenntnisse konnen dann in Form von Profilen und algorithmenbasier-
ten Einordnungsverfahren fiir die Bewertung von Verbrauchern sowie et-
wa in Form von Microtargeting fiir die Verhaltensbeeinflussung zum
Zweck der Werbung fiir Dienstleistungen und Produkte, der Wahlinfor-
mation und vieler anderer Zwecke genutzt werden.

Sind bereits mit Blick auf aktuelle Datenverarbeitungen zahlreiche da-
tenschutzrechtliche Probleme ungelost, so kiindigen sich durch die darge-
stellte technische Entwicklung der Verarbeitung personenbezogener Daten
und die diese ausnutzenden Geschiftsmodelle bereits neue Problemfelder
an. Besondere Herausforderungen fiir das Recht stellen ,intelligente® Sys-
teme dar, die auf Basis einer umfinglichen Sensorik algorithmenbasierter
Verfahren perspektivisch eine umfassende Unterstiitzung des Verbrauchers
in allen Lebenslagen in Aussicht stellen. Das System kann dann als Erwei-
terung des menschlichen Gedachtnisses fungieren und einfache Aufgaben

490 S. zu den Herausforderungen von Big Data fiir das Recht z.B. Hoffmann-Riem,
2018.

491 S. hierzu umfassend Ronagel/Hornung, 2019.

492 S. z.B. Jandt, DuD 2016, 571; Dochow, 2017.

493 S. z.B. Skistims, 2016; Geminn, DuD 2016, 575.

494 S. z.B. Thies/Knote u.a., in: Ronagel/Friedewald/Hansen, 2018, 175; Knote u.a.,
Informatik Spektrum, 2020, 118 ff.; Thies/Knote/Jandt/S6llner, DuD 2020, Heft
9, 1.E.; Steidle, 2005.

495 S. z.B. Kefller, MMR 2017, 589.

496 S. Rofinagel, 2007.

147

Ihttps://dol.org/10.5771/8783748920891-145 - am 18.01.2026, 15:34:25. Access - [Tz



https://doi.org/10.5771/9783748920991-145
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

6 Fortentwicklung des Datenschutzrechts

des Alltags ganz ibernehmen, gleichzeitig aber auch bei komplexen Titig-
keiten Hilfestellung geben. Gegentiber den immensen Vorteilen solcher
Systeme treten die Nachteile durch die zugrundeliegende Verarbeitung
personenbezogener Daten in der Wahrnehmung des Verbrauchers in den
Hintergrund.

6.2 Datenschutzherausforderungen in der Welt von morgen

Die Entwicklung von Techniken, die fir die Verarbeitung und Nutzung
von Verbraucherdaten genutzt werden koénnen, und die Entwicklung von
Geschaftsideen, diese Techniken fiir die Erfassung und Beeinflussung von
Verbraucherverhalten einzusetzen, werden viele weitere und derzeit noch
unbekannte Herausforderungen fir den Verbraucherdatenschutz hervor-
rufen. Diese sind sehr schwer vorherzusehen. Wichtig ist daher, dass das
Datenschutzrecht so konzipiert ist, praktiziert wird und angepasst werden
kann, dass es mit all diesen Herausforderungen konstruktiv umgehen
kann. Dies wird im Folgenden bei der Konzipierung von Entwicklungside-
en zum Datenschutzrecht berticksichtigt.

Eine Entwicklung ist aber im Kontext von Big Data und Kiinstlicher In-
telligenz bereits heute schon gut absehbar: Die immer stirkere Auswer-
tung der explodierenden Mengen an personenbezogenen Daten der Ver-
braucher in Form ihrer Quantifizierung und Verwendung in Maffnahmen
der Verhaltensbeeinflussung und menschlichen oder automatisierten algo-
rithmenbasierten Entscheidungsverfahren.

Der Verbraucher der Zukunft wird jederzeit von digitalen Infrastruktu-
ren umgeben sein und durch alle seine Handlungen in diesen Strukturen
Datenspuren hinterlassen, die zur Ausbeutung durch Anbieter und Dritte
zur Verfugung stehen. Diese legen auf der Basis algorithmenbasierter Da-
tenverarbeitungssysteme von ihren Nutzern Profile an, schliefen aus den
erfassten Merkmalen auf Eigenschaften dieser Personen und ibertragen
diese statistisch erwiesenen Eigenschaften auf alle, die diese Merkmale auf-
weisen. Daher sind alle in der Statistik gefangen — auch wenn sie sich ihr
entzichen wollen.#” Sie sind unentrinnbar Teil einer anonymen Verge-
meinschaftung®® durch algorithmenbasierte Systeme. Beispielsweise ver-
hindert dann in einer digitalisierten Verkehrsinfrastruktur auch die Nut-
zung eines unvernetzten Fahrzeugs nicht die Erfassung durch diese smarte

497 S. hierzu Roffnagel, in: Rofnagel/Friedewald/Hansen, 2018, 365 ff.
498 S. zu dieser z.B. Hubig, in: Ronagel/Sommerlatte/Winand, 2008, 165 ff.

148

Ihttps://dol.org/10.5771/8783748920891-145 - am 18.01.2026, 15:34:25. Access - [Tz



https://doi.org/10.5771/9783748920991-145
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

6.3 Vorschlige zur Fortentwicklung des Datenschutzes

Infrastruktur und die Erfassung aller anderen, vernetzten Verkehrsteilneh-
mer. Auch durch bewusste Technikaskese kann der einzelne es nicht ver-
meiden, etwa von automatisierter Entscheidungsfindung betroften zu sein.
Dies schliefSt ein, Ziel von Prognosen, Verhaltensbeeinflussungen und al-
gorithmenbasierten Entscheidungen zu sein, die auf diesen Statistiken be-
ruhen.#? Das Konzept von Einwilligung und individueller Selbstbestim-
mung wird dadurch grundsitzlich infrage gestellt. Der Einzelne verliert
die Kontrolle dartiber, ,wer was wann und bei welcher Gelegenheit“ tiber
ihn weil.’% Die Statistik wirkt auch gegeniiber dem, der nicht an ihrem
Zustandekommen durch Datenpreisgabe mitgewirkt hat.

Statistiken, wie sie zur Mustererkennung bei Big Data-Analysen oder
beim Lernen von algorithmenbasierten Systemen eingesetzt werden, wir-
ken normbildend und verhaltensbestimmend. Sie korrelieren Verhaltens-
merkmale und beschreiben ,normales“ und ,,abweichendes“ Verhalten.
Wenn an diese Muster oder Modelle positive und negative menschliche
oder automatisierte Entscheidungen ankniipfen, werden sich die Men-
schen diesen Mustern und Modellen anpassen, um in den Genuss der posi-
tiven Wirkungen zu gelangen und negative zu vermeiden. Durch sie unter-
liegt jeder der ,Normativitit der Normalitdt“.’! Wer nicht auffallen oder
bestimmte algorithmenbasiert getroffene Entscheidungen beeinflussen
will, akzeptiert die erwartete Normalitit als Verhaltensnorm. Verhaltens-
muster und -modelle konnen durch diese Normbildung indirekt, aber wir-
kungsvoll die Wahrnehmung von Grundrechten beeinflussen. Die anony-
men Muster wirken auf diese Weise genauso negativ auf die Personlich-
keitsentfaltung des Einzelnen und die freie Kommunikation und Willens-
bildung in der Gesellschaft insgesamt ein, wie dies das Bundesverfassungs-
gericht bereits im Volkszahlungsurteil als Auswirkungen personenbezoge-
ner Uberwachung festgestellt hat.502

6.3 Vorschlige zur Fortentwicklung des Datenschutzes

Im Folgenden werden Ansitze zur Weiterentwicklung des Datenschutzes
angesprochen, die sich nicht auf einzelne Regelungen der Datenschutz-

499 S. Rofinagel, ZD 2013, 562 (566); RofSnagel, in: Rofnagel/Friedewald/Hansen,
2018, 365 ff.

500 BVerfGE 65, 1 (43).

501 Weichert, ZD 2013, 251 (258); RoSnagel, ZD 2013, 562 (566).

502 BVerfGE 65, 1 (43).
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Grundverordnung, sondern auf Regelungskonzepte beziehen, die ihr zu
Grunde liegen oder die sie verfolgen sollte, um den absehbaren Herausfor-
derungen in der Zukunft gerecht werden zu kdnnen. Hierzu werden aus
Verbrauchersicht die Moglichkeiten einer risikoaddquaten Weiterentwick-
lung des geltenden Datenschutzrechts sowohl auf Ebene der Europiischen
Union als auch auf Ebene der Mitgliedstaaten beleuchtet und konzeptio-
nelle Beitrage unterbreitet, um die notwendige Diskussion zu einer risiko-
orientierten Modernisierung des Datenschutzrechts anzuregen (6.3.1).
Weiterhin wird geprift, wie konzeptionell die Stellung der Verbraucher
gestarkt (6.3.2) und ihre Uberforderung verhindert werden kann (6.3.3).
Da durch moderne Datenverarbeitungssysteme auch dritte Verbraucher,
die nicht selbst betroffene Personen sind, beeintrichtigt sein koénnen, er-
streckt sich die Prifung auch auf die Frage, wie sich diese Beeintriachtigun-
gen bewerten und steuern lassen (6.3.4). SchliefSlich folgen konzeptionelle
Uberlegungen, wie das Recht die Datenschutzprinzipien stirken kann
(6.3.5).

6.3.1 Risikoadaquate Weiterentwicklung oder Erganzung des
Datenschutzrechts

Ein wesentlicher Schwachpunkt der Datenschutz-Grundverordnung ist
ithre zu weitgehende Risikoneutralitat. Sie beachtet zwar Risiken der Da-
tenverarbeitung, um die Belastungen der Verantwortlichen zu reduzie-
ren.’% Risikobetrachtungen finden jedoch nicht statt, wenn es um den
Schutz von Grundrechten und Freiheiten der betroffenen Person geht. Der
Datenschutz-Grundverordnung fehlen risikoadiquate Differenzierungen
der Datenschutzgrundsitze, der Zulassigkeit der Datenverarbeitung und
der Betroffenenrechte. Auch wo die Datenverarbeitung sehr unterschiedli-
che Grundrechtsrisiken verursacht, finden die gleichen abstrakten Rege-
lungen Anwendung — etwa fiir die wenig riskante Kundenliste eines Hand-
werkers ebenso wie fiir die um Potenzen risikoreicheren Datenverarbei-
tungsformen des Internet der Dinge, von Big Data, Cloud Computing und

503 Vor allem in ihrem Kapitel IV stellt die DSGVO die Pflichten der Verantwortli-
chen unter Risikovorbehalt — s. z.B. Art. 24, 25, 30, 32, 33, 34, 35, 36 und 37
DSGVO - mit der Folge, dass in der Praxis diese Pflichten nur fiir einen Bruch-
teil der Verantwortlichen tatsachlich wirksam werden — s. hierzu auch Albrecht,
CR 2016, 88 (94); Ronagel, DuD 2016, 561 (565); Rofinagel, in: Rofnagel/Frie-
dewald/Hansen, 2018, 375 f.
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datengetriebenen Geschaftsmodellen. Die Datenschutzpraxis berichtet:
,Gerade kleinere Wirtschaftsakteure und insbesondere Vereine tibten da-
hingehend Kritik, dass sie von den Anforderungen der Datenschutz-
Grundverordnung in gleicher Weise berithrt sind wie datenhungrige
Grofkonzerne und Soziale Netzwerke.“5* Gerade diese ungerechtfertigte
Risikoneutralitit ist es, die erhebliche Akzeptanzprobleme der Daten-
schutz-Grundverordnung auf Seiten der Bevolkerung in Europa — und da-
mit Skepsis gegentiber Politik und Rechtsetzung der Europaischen Union
insgesamt — hervorzurufen droht.

Der Grund fiir diese Risikoneutralitat ist, dass die Datenschutz-Grund-
verordnung einer ubertriebenen Ausprigung des Grundsatzes der Technik-
neutralitit folgt. Dieser Grundsatz soll im Prinzip das Risiko einer Umge-
hung rechtlicher Vorschriften minimieren, indem die Datenschutzregelun-
gen ,nicht von den verwendeten Techniken abhangen®.’% Richtig verstan-
den ist eine technikneutrale Regelung dann sinnvoll, wenn sie verhindern
soll, dass rechtliche Vorschriften technische Weiterentwicklungen aus-
schliefen. Sie ist daher so zu fassen, dass die rechtlichen Vorgaben auch
auf weiterentwickelte Techniken anwendbar sind.>% Dies schliefit aus, Re-
gelungen fiir einzelne Ausprdagungen einer spezifischen Technikanwendung
zu treffen. Dies darf aber nicht verhindern, Vorgaben fiir bestimmte tech-
nische Funktionen vorzusehen — insbesondere, wenn eine bestimmte Funk-
tion — wie z.B. Tracking, Gesichtserkennung, Profilbildung oder Scoring —
besondere Risiken fiir Grundrechte verursacht. Denn in einer technikge-
pragten Welt kann Grundrechtsschutz nicht erfolgen, wenn nicht auch Ri-
siken durch Technik aufgegriffen und durch die Regulierung technischer
Funktionen gesteuert werden. Solche Funktionen kénnen risikospezifisch
und datenschutzgerecht reguliert werden, ohne dass im Regelfall die recht-
liche Anforderung durch die Weiterentwicklung einer Technik tberholt
oder nicht anwendbar wird.>?”

Zwar benennt die Datenschutz-Grundverordnung in den Erwagungs-
grinden 6 und 101 abstrakt die in Kapitel 6.1 geschilderten Herausforde-
rungen, die technischer Fortschritt und Globalisierung fir das Daten-
schutzrecht bedeuten. Sie greift jedoch keine einzige Technikfunktion auf,
deren Datenschutzrisiken — wie etwa bei Big Data, Cloud Computing, In-
ternet der Dinge und kunstlicher Intelligenz — bereits heute intensiv ge-

504 S. Unabhingiges Datenschutzzentrum Saarland, 2019, 15.

505 S. Erwagungsgrund 15 Satz 1 DSGVO.

506 S. grundsatzlich RofSnagel, in: Eifert/Hoffmann-Riem, 2009, 323 ff.
507 S. hierzu weiter unten in diesem Unterkapitel.
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nutzt oder diskutiert werden und die auch noch bei verdnderten techni-
schen Merkmalen in vielen Jahren ein Problem fiir den Datenschutz dar-
stellen.’® Damit uberspannt sie das Konzept der Technikneutralitit und
wird im Ergebnis risikoneutral.

Ziel der Europiischen Kommission war es, in ihrem Entwurf der Daten-
schutz-Grundverordnung einen besonders zukunftsoffenen Datenschutz-
rahmen zu schaffen.’” Damit bleibt sie aber auch bei den Bedingungen
fur die Zuléssigkeit der Verarbeitung personenbezogener Daten, der Vor-
aussetzungen und Folgen der Betroffenenrechte und der Konkretisierung
der Datenschutzprinzipien bei hochst abstrakten Vorgaben. Die Praxis
zeigt, dass ,der dem Vollharmonisierungsanspruch und der technikneutra-
len Ausgestaltung geschuldete hohe Abstraktionsgrad einzelner Regelun-
gen der Verordnung... eine Bandbreite an Deutungsmoglichkeiten bietet
und dem Anwender die Umsetzung der Vorgaben erschwert“.’10 Datenver-
arbeitungen zu verhindern, die unzumutbare Risiken verursachen, ist
nicht das Ziel der Verordnung. Sie kniipft an keiner Stelle die Zulassigkeit
besonders riskanter Funktionen der Datenverarbeitung an das Fehlen be-
stimmter Grundrechtsrisiken oder macht sie von der Bewiltigung dieser
Risiken abhangig. Doch nur durch die Berticksichtigung typischer Risiken
bestimmter Datenverarbeitungsformen im Verordnungstext kann die not-
wendige Rechtssicherheit und Interessengerechtigkeit erreicht werden.

Die Konkretisierung der hochabstrakten Vorgaben fiir die unendliche
Vielfalt von einzelnen Diensten und Anwendungen in allen Gesellschafts-,
Wirtschafts- und Verwaltungsbereichen sollte — vom theoretischen Kon-
zept her — den Gerichten, den mitgliedstaatlichen Aufsichtsbehérden und
dem Europiischen Datenschutzausschuss tberlassen bleiben.’! In der Pra-
xis bleiben im ersten Zugriff diese Konkretisierungen jedoch den Verant-
wortlichen tberlassen.’'? Sie nutzen die Abstraktheit der Vorgaben, um sie
nach ihren Interessen zu praktizieren. So berichten Aufsichtsbehorden:
»Ab dem ersten Geltungstag der Datenschutz-Grundverordnung taten eini-

508 Dies ist fir Social Networks in Art.20 DSGVO und fiir algorithmenbasierte
Entscheidungsverfahren in Art. 22 DSGVO allenfalls in abstrakten Ansitzen der
Fall. S. zur Kritik an diesen beiden Vorschriften Kap. 3.10 und 3.11.

509 ,Es sollte ... nicht versucht werden, jede Frage, die den Datenschutz in Europa
in den nichsten 20 Jahren beschiftigen konnte, bereits heute im Detail regeln
zu wollen®, Reding, ZD 2012, 195 (198).

510 Unabhangiges Datenschutzzentrum Saarland, 2019, 16.

511 Reding, ZD 2012, 195 (198).

512 Hierauf besteht auch die Europiische Kommission, Commission Staff Working
Document, 15 f.
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ge grofle aulereuropiische Anbieter so, als wire nun der Datenschutz viel
laxer zu handhaben. Gerichtliche Untersagungen gegen eine invasive Da-
tenverarbeitung wurden nicht mehr als bindend angesehen, da das neue
Datenschutzrecht die entsprechende Verarbeitung angeblich erlauben
wirde.“513 Die betroffenen Personen, die damit nicht einverstanden sind,
missen sich bei den Aufsichtsbehdrden beschweren oder den Gerichtsweg
beschreiten. Die Aufsichtsbeh6rden kénnen im Einzelfall priifen und not-
falls — nach Abstimmung mit anderen Aufsichtsbeh6rden — eingreifen. Sie
sind aber durch die vielen anderen Aufgaben, die ihnen Art. 57 und 70
DSGVO stellen, angesichts ihrer zu geringen Ressourcen iberfordert.’!4
Endgultig verbindliche Aussagen zur Auslegung der Datenschutz-
Grundverordnung kann jedoch nur der Europidische Gerichtshof treffen.
Dieser ist wiederum auf die Vorlage bestimmter Fragen und Themen
durch die mitgliedstaatlichen Gerichte angewiesen. Problematisch ist auch
die Dauer von Verfahren, bis sie zum Europiischen Gerichtshof gelangen
und bis sie von diesem entschieden sind. Wegen der dynamischen Ent-
wicklung der Informationstechnik und ihrer Anwendungen sind die dem
Streitgegenstand zugrundeliegenden Datenschutzprobleme oft nicht mehr
aktuell, bis durch die Entscheidung des Européischen Gerichtshofs eine ge-
sicherte Rechtsprechung zu entstehen beginnt. Eine praktikable Losung,
um das Ziel zu erreichen, die vielen Vorgaben der Datenschutz-Grundver-
ordnung zu konkretisieren und die zahlreichen offenen Fragen zu beant-
worten, die sie verursacht, ist dies nicht.>'3 Bis zur abschliefenden Klarung
einzelner Fragen durch den Europiischen Gerichtshof liadt die Daten-
schutz-Grundverordnung zu interessengeleiteten Interpretationen und
Meinungsstreitigkeiten geradezu ein. Die Machtasymmetrie zwischen gro-
Ben datenverarbeitenden Unternehmen und Verbrauchern fithrt vor die-
sem Hintergrund zu einer Schlechterstellung der Verbraucher.51¢
Technikneutralitit ist zur Regelung komplexer Sachverhalte ein unver-
zichtbares Instrument, sofern die Regelung einzelner technischer Auspra-
gungen vermieden wird.’'” Zum Problem wird sie dort, wo auch einzelne
technische Funktionen nicht risikospezifisch adressiert werden.’'® Letzte-
rem verweigert sich die Datenschutz-Grundverordnung aber, soweit es um

513 Unabhingiges Landeszentrum fiir Datenschutz Schleswig-Holstein 2019, 9.
514 S.Kap. 3.15.

515 Rofinagel, in: Rofnagel/Friedewald/Hansen, 2018, 376.

516 Rofnagel, in: Rofnagel/Friedewald/Hansen, 2018, 376 f.

517 S. Rofnagel, in: Eifert/Hoffmann-Riem, 2009, 323 ff.

518 S. hierzu umfassend Rofinagel, in: Ronagel/Friedewald/Hansen, 2018, 374 ff.
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6 Fortentwicklung des Datenschutzrechts

den Schutz der betroffenen Person geht — zu Unrecht. Diese Form der Re-
gulierung wird den eigenen Zielsetzungen der Verordnung nicht gerecht,
die betroffenen Personen vor den Bedrohungen, die sich durch den Ein-
satz moderner Technik fiir ihre Grundrechte und Freiheiten manifestieren,
zu schiitzen. Dies zeigt sich exemplarisch bei den neuen Anforderungen
wie der Pflicht zum Datenschutz durch Systemgestaltung und durch Vor-
einstellungen. Diese Vorgaben sind in ihrer Abstraktheit nicht in der Lage,
die Entwicklung und den Einsatz der Techniksysteme und Geschiftsmo-
delle datenschutzgerecht zu steuern.’"?
Dabei sind technik- und bereichsspezifische Regelungen zum Daten-
schutz in der Union moglich, die gerade nicht der in der Datenschutz-
Grundverordnung verfolgten spezifischen Auspriagung von Technikneutra-
litat folgen. Ein bereits existierendes Beispiel hierfir ist Art. 6 eCall-Ver-
ordnung (EU) 2015/758%%0, der Datenschutzanforderungen beim automati-
sierten Notruf in Kraftfahrzeugen regelt. Auch die geplante ePrivacy-Ver-
ordnung fillt in die Kategorie bereichsspezifischer risikoadaquater Regu-
lierung.52!
Risikospezifische Regelungen, bei denen sich der Gesetzgeber mit den
besonderen Risiken bestimmter Technikanwendungen und Geschiftsmo-
delle auseinandersetzt, sind im Datenschutzrecht zum Schutz der Grund-
rechte und Freiheiten der betroffenen Personen unabdingbar. Beispiele fiir
solche risikoaddquaten, aber dennoch technikneutralen Regelungen, die
tberwiegend den Ansatz eines Datenschutzes durch Systemgestaltung ver-
folgen und als Konkretisierung von Art.25 DSGVO angesehen werden
konnen, konnten sein:522
- Riskante Datenverarbeitung darf nur zuldssig sein, wenn geeignete
Schutzvorkehrungen getroffen sind. Deren Eignung ist permanent
nachzuweisen.

— Profile sind nur zulissig, wenn sie fiir den objektiven Zweck einer zu-
lassigen datenvermeidenden Anwendung erforderlich sind.

- Vorsorgemaffnahmen miissen Risiken reduzieren und potenzielle Schi-
den begrenzen — auch bei anonymen Daten, die kinftig noch einen
Personenbezug erhalten kdnnen.

519 S.Kap. 3.13 und 3.14.

520 EU ABI. L 123 vom 19.5.2015, 77.

521 S.im Kommissionsentwurf die Art. 8, 10, 12 und 16; KOM(2017) 10 endg.

522 Beispicle tberwiegend entnommen aus Rofnagel, in: RofSnagel/Friedewald/
Hansen, 2018, 361 (377 f.). Zu weiteren Beispielen fiir den Datenschutz in der
offentlichen Verwaltung und im Beschiftigtenkontext s. Rofnagel, DuD 2017,
290 (293 £.).
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— Neben den Datenverarbeitern sind auch die Hersteller von Informati-
onstechnik dafiir in die Pflicht zu nehmen, dass sie diese datenschutz-
gerecht gestalten und voreinstellen.

- Anforderungen an die transparente, datenvermeidende und miss-
brauchsresistente Gestaltung des Systems (Vermeidung von Profilen)
und deren datenidrmste Konfigurierung werden bereichsspezifisch kon-
kretisiert.

- Anforderungen an die Architektur der Datenverarbeitung miissen so
gestaltet werden, dass die personenbezogenen Daten prinzipiell im Be-
reich der betroffenen Person selbst verbleiben und nur anonymisierte
oder pseudonymisierte Daten in den zentralen Systemen verarbeitet
werden.

— Die Datensicherheit ist an den Schutzzielen Datenvermeidung, Ver-
traulichkeit, Integritit, Verfugbarkeit, Nichtverkettbarkeit, Transpa-
renz und Intervenierbarkeit auszurichten.523

— Um Mafnahmen, die technischen Selbstdatenschutz durch die betrof-
fenen Personen ermoéglichen, zur Durchsetzung zu verhelfen, sind Her-
steller und Verantwortliche zu verpflichten, geeignete Schnittstellen zu
Verfiigung zu stellen.

- An Pseudonymisierung oder Anonymisierung sind konkrete Anforde-
rungen an den Grad der Sicherheit gegen De-Anonymisierung zu stel-
len und die Wiederherstellung eines Personenbezugs ist ausdriicklich
zu verbieten.’?

— Fur bestimmte riskante Datenverarbeitungsvorginge sind Anforderun-
gen an die Zweckbestimmung und die Absicherung von Zweckbin-
dungen festzulegen und insbesondere Zweckinderungen fiir Daten zu
verbieten, an deren Zweckbindung ein hohes Vertrauen besteht, wie
z.B. Protokolldaten zu Sicherungszwecken.

- An die Zuléssigkeit der Auftragsdatenverarbeitung und speziell des
Cloud Computing sind risikospezifische Anforderungen festzulegen.

— Algorithmenbasierte Entscheidungsverfahren diirfen nur fiir ihren Ein-
satzbereich nachgewiesen relevante Merkmale verwenden und miissen
fir Aufsichtsbehérden in ihrer Entscheidungsfindung nachvollziehbar
und fiir die betroffene Person erklarbar sein.

523 Konferenz der unabhingigen Datenschutzaufsichtsbehdrden, Entschliefung
,Starkung des Datenschutzes in Europa — nationale Spielrdume nutzen® vom
6./7.4.2016.

524 S. zu dem Beispiel im japanischen Datenschutzrecht Geminn/Laubach/Fujiwa-
ra, ZD 2018, 413.
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Die Regelungen zu den Voraussetzungen der Zulassigkeit der Datenverar-
beitung, zur Zulassigkeit von Zweckinderungen, zu konkreten Rechten
der betroffenen Personen und zu den Pflichten der Verantwortlichen miis-
sen spezifisch fiir bestimmte Technikfunktionen oder bereichsspezifisch
fir bestimmte Anwendungsprobleme konkretisiert werden. Grundsatzlich
sind zwei unterschiedliche Ansatzpunkte fiir im richtigen Sinn technik-
neutrale, aber risikospezifische Datenschutzregelungen moglich:

- Entweder regelt das Datenschutzrecht Funktionen von Techniken, die
in vielen Wirtschafts-, Gesellschafts- und Verwaltungsbereichen zum
Einsatz kommen — wie etwa Videoiberwachung, Cloud Computing
oder algorithmenbasierte Entscheidungsverfahren — und fordert fiir
diese bereichsubergreifend die Ausgestaltung einzelner wichtiger Funk-
tionen — wie z.B. die Nachvollziehbarkeit und Begrindbarkeit von al-
gorithmenbasierten Entscheidungen.

— Oder es regelt Auspragungen von Datenschutzvorgaben in spezifischen
Anwendungsbereichen — wie z.B. fiir Smart Cars, Smart Buildings oder
Social Networks. In diesen Regelungen fordert es bereichsspezifische
Ausgestaltungen von Technikfunktionen — wie etwa im Smart Car be-
stimmte Anzeigen vor der Verarbeitung von bestimmten personenbe-
zogenen Daten, Moglichkeiten der Intervention von Fahrern oder die
Zulassigkeit von Speicherungen oder Weitergaben von Daten an Dritte
— und bertcksichtigt dabei die spezifischen Bedingungen und Auspri-
gungen ihrer Anwendung.

Notwendig ist immer, die geeigneten Anforderungen an die Verantwortli-
chen, aber auch an die Hersteller und Anbieter von Techniksystemen zu
stellen, mit deren Hilfe die Verantwortlichen die Anforderungen erfiillen
sollen. Darauf zu vertrauen, dass der Markt dafiir sorgt, dass rechtzeitig ge-
nau die vom Datenschutzrecht geforderten Datenschutzfunktionen von
den Herstellern und Anbietern angeboten werden, wire naiv. In der Praxis
der Aufsichtsbehorden ist festzustellen: ,,Diejenigen, die es richtig machen
wollten, waren auch nicht gliicklich, weil sie feststellten, dass Hersteller
von Produkten und Anbieter von Dienstleistungen ihnen oft keine Hilfe
waren und es damit schwierig war, die eigene Rechenschaftspflicht zu er-
fillen.“?5 Die Hersteller nicht zu verpflichten, ihre Produkte und Dienst-
leistungen mit bestimmten Technikfunktionen auszustatten, stiirzt Verant-
wortliche in ein Erfilllungsdilemma und begriindet von Anfang an Voll-
zugsdefizite.

525 Unabhingiges Landeszentrum fiir Datenschutz Schleswig-Holstein, 2019, 10.
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Auch hier wire eine abstrakte Verpflichtung tber alle Gesellschafts-,
Wirtschafts- und Verwaltungsbereiche hinweg verfehlt, vielmehr sollte sie
technik- und bereichsspezifisch die jeweils spezifischen Risiken der Pro-
dukte und Dienste sowie die Bedingungen ihrer Entwicklung und ihres
Angebots bertcksichtigen.

Dabei ist es nicht notwendig, die Datenschutz-Grundverordnung durch
einen umfassenden Katalog risikospezifischer Regelungen zu tiberfrachten.
Vielmehr kénnte die Datenschutz-Grundverordnung als die Regelung gel-
ten, die Datenschutz dem Grundsatz nach regelt und konkretisierende Re-
gelungen anderen Vorschriftenwerken tberlasst.526

Die Risikoneutralitit der Datenschutz-Grundverordnung wird auch
deutlich, wenn sie in Art. 2 Abs. 2 lit. ¢ die Datenverarbeitung fir personli-
che oder familidre Tétigkeiten unabhingig von ihrem Risiko fir betroffene
Personen vollstindig aus dem Anwendungsbereich des Datenschutzrechts
ausnimmt.>?” Da diese Ausnahme keinen Ausgleich zwischen den Grund-
rechten der Datenverarbeiter und der betroffenen Personen kennt, son-
dern ohne jede Ricksicht auf die Risiken oder Schaden bei den betroffe-
nen Personen gilt, bedarf sie einer Korrektur. Diese kdnnte darin bestehen,
dass die Datenschutz-Grundverordnung zwischen der Datenverarbeitung
fir personliche oder familiare Tatigkeiten, fiir die keine Vorschrift der Ver-
ordnung gilt und der Datenverarbeitung fir nicht personliche und familia-
re Tatigkeiten, fiir die alle Vorschriften der Verordnung gelten, eine dritte
Gruppe bildet. Diese konnte die Datenverarbeitungen fiir persénliche und
familidre Tatigkeiten umfassen, die nicht zu vernachlassigende Risiken fiir
betroffene Personen begriinden. Fur diese Gruppe miissten nicht alle Vor-
schriften der Verordnung gelten. Fiir sie konnte es ausreichen, wenn fiir
sie etwa die Vorschriften der Art. 5, 6 Abs. 4, 9, 15, 21, 25 und 32 DSGVO
gelten.

Zu diskutieren ware, wie man im Bereich der Datenverarbeitung fir
personliche oder familiire Tatigkeiten mit breiter sozialer Ubung umgeht
wie die Veroffentlichung von personenbezogenen Daten Dritter aus dem
personlichen und familidren Bereich in Social Media-Plattformen oder auf
selbstbetriebenen Webseiten (Urlaubsfotos), die nur fir einen sehr einge-
schrinkten Kreis freigegeben werden. Da diesen unvermeidlich eine Uber-
mittlung personenbezogener Daten an den Betreiber der Plattform zu-
grunde liegt, ist damit der Ausnahmebereich der ,ausschlieflich personli-
chen und familidren Tatigkeit* verlassen. Sollte diese Datenverarbeitung

526 S. hierzu Kap. 7.
527 S. hierzu Kap. 3.1.
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aber nicht auch in den neuen mittleren Regelungsbereich aufgenommen
werden — schlicht um zu verhindern, dass es zu regelmafigen Rechtsbri-
chen bei der Verwendung von sozialen Medien kommt, fiir die kein Ver-
standnis bei den Nutzern besteht?528

6.3.2 Starkung der Stellung der Verbraucher

Aufgrund der Machtasymmetrie zwischen Anbieter und Verbraucher sind
verschiedene Maffnahmen zur Stirkung der Stellung des Verbrauchers zu
prifen. Zum einen koénnte die Nutzung der Einwilligung zur vollstindi-
gen Befreiung des Verantwortlichen von seinen datenschutzrechtlichen
Verpflichtungen dadurch verhindert werden, dass bestimmte Verpflichtun-
gen und Rechte fiir nicht abdingbar erklart werden. Dies schrankt zwar die
Selbstbestimmung der betroffenen Person ein, schiitzt sie aber davor, dass
sie in sozialen oder psychischen Zwangssituationen verleitet wird, auf eige-
ne zentrale Rechte zu verzichten. Hierfiir konnte der bis zum 24. Mai 2018
geltende § 6 BDSG ein Vorbild sein.

Zum anderen konnte der Schutz des Verbrauchers nicht seiner individu-
ellen Entscheidung tberantwortet werden, sondern vor allem in , Take it
or Leave it“Situationen objektiviert werden, indem z.B. die Einwilligungs-
erklarungen oder Allgemeinen Geschaftsbedingungen von einer dafiir zu-
standigen kompetenten Stelle objektiv und vor Inkrafttreten geprift und
zugelassen werden mussen.’”” Das Vorhandensein geforderter Daten-
schutzfunktionen koénnte auch in Zulassungen tberprift werden, die in
bestimmten Bereichen die Qualitit des Systems — auch bezogen auf die Ri-
siken seiner Nutzung — iberpriifen. Beispiele hierfiir sind die Zulassungen
von Kraftfahrzeugen und von Medizinprodukten. Auch wird vorgeschla-
gen, vor dem Einsatz bestimmter risikoreicher algorithmenbasierter Ent-
scheidungssysteme die Qualitit der Daten, die Qualitit der statistischen
Modelle sowie die Diskriminierungsfreiheit und Nachvollziehbarkeit der
Ergebnisse durch eine hierfiir vorgesehene Stelle tiberpriifen zu lassen.’30

Ein dritter Ansatz ist mit Art. 80 DSGVO angedeutet, namlich die Kol-
lektivierung der Rechtewahrnehmung: Die Feststellung und Verfolgung
eines Rechts wird nicht mehr allein der Privatinitiative einer betroffenen

528 S.Kap.3.1.2.

529 Rofnagel u.a., 2016, 130.

530 S. z.B. Verbraucherzentrale Bundesverband, 2017, 3; Krafft/Zweig, 2019, 42;
Martini, 2019, 73 f.
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Person uberlassen, sondern professionell von einem Verband ibernom-
men. Die Datenschutz-Grundverordnung hat den Rechtsschutz im Daten-
schutz deutlich gestarkt. Beschwerde- und Klagerecht’3! sind dabei grund-
satzlich bei der betroffenen Person verortet. Art. 80 Abs. 1 DSGVO ermog-
licht jedoch, bestimmte Einrichtungen, Organisationen oder Vereinigun-
gen mit ihrer Wahrnehmung zu beauftragen.’3? Vertretungsberechtigt
sind unter anderem die Verbraucherzentralen in Deutschland.’33 Ob diese
jedoch auch unabhingig von einer Beauftragung durch die betroffene Per-
son tatig werden konnen, obliegt nach Art. 80 Abs.2 DSGVO den Mit-
gliedstaaten.’3* Hier hilt das deutsche Recht mit §2 UKIaG eine entspre-
chende Regelung bereit, die jedoch kein eigenstindiges Beschwerderecht
qualifizierter Einrichtungen etabliert. Zudem soll §2 Abs.2 Satz1 Nr. 11
UklaG nach Mafigabe von §2 Abs.2 Satz2 UKlaG nicht greifen, ,wenn
personenbezogene Daten eines Verbrauchers von einem Unternehmer aus-
schlieflich fiir die Begriindung, Durchfithrung oder Beendigung eines
rechtsgeschiftlichen oder rechtsgeschiftsahnlichen Schuldverhiltnisses mit
dem Verbraucher erhoben, verarbeitet oder genutzt werden®. Hier sollte
eine Ausweitung erfolgen. Die nationale Umsetzung von Art. 80 Abs. 2
DSGVO bleibt hinten den Moglichkeiten zurick, die die Oﬁnungsklausel
bietet. Auch der Kreis der Vertretungsberechtigten konnte mit Blick auf
Art. 80 Abs. 1 DSGVO weiter gefasst werden — jenseits von Verbraucher-
schutzverbinden im Sinne von § 3 und 4 UKlaG. Der nationale Gesetzge-
ber sollte ein echtes Verbandsklagerecht zulassen, das es ermoglicht, auch
unabhingig von Einzelfillen offene Fragen des Datenschutzrechts grund-
satzlich zu klaren.

Zu beachten ist auch die Problematik hinter Art. 6 Abs. 1 UAbs. 1 lit. f
DSGVO. Auch wenn kein Erlaubnistatbestand nach lit. a bis e greift, so
kann dennoch eine Verarbeitung personenbezogener Daten stattfinden,
wenn der Verantwortliche eigene Interessen oder Interessen Dritter gel-

531 Art. 77 ff. DSGVO.

532 Einrichtungen, Organisationen oder Vereinigungen ohne Gewinnerzielungsab-
sicht, die ordnungsgemif nach dem Recht eines Mitgliedstaats gegriindet sind,
deren satzungsmafige Ziele im o6ffentlichen Interesse liegen und die im Bereich
des Schutzes der Rechte und Freiheiten von betroffenen Personen in Bezug auf
den Schutz ihrer personenbezogenen Daten titig sind. S. umfassend zur Vertre-
tung betroffener Personen, Verbandsbeschwerde und Verbandsklage Geminn,
in: Jandt/Steidle, 2019, B. VI. Rn. 103 ff.

533 S.§3 und 4 UKlaG.

534 S. hierzu auch Europiische Kommission, Commission Staff Working Docu-
ment, 20; Weichert, 2017, 13.
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tend machen kann. Dazu missen diese Interessen im Vergleich mit den In-
teressen oder Grundrechten und Grundfreiheiten der betroffenen Person
tiberwiegen.’3S Zusitzlich ist die Erforderlichkeit der Verarbeitung festzu-
stellen. Die Abwigung und die Feststellung nimmt jedoch der Verantwort-
liche vor.53¢ Daher besteht die Gefahr, dass dieser in der Praxis zu einer
Uberschitzung der Erforderlichkeit der Verarbeitung und der Bedeutung
der eigenen Interessen sowie zu einer Unterschitzung der Interessen der
betroffenen Person tendiert. Eine Korrektur dieser Fehleinschitzung findet
aber allenfalls erst im Nachgang statt, wenn sich Risiken der fraglichen
Verarbeitung fiir die betroffenen Personen bereits realisiert haben. Der
zeitliche Abstand von der Verarbeitung bis zur Korrektur kann im Falle ei-
nes Rechtsstreits um die getroffene Abwigung stark anwachsen. Die be-
troffene Person muss hierzu aber zunichst feststellen konnen, dass eine
rechtswidrige Verarbeitung stattfindet, und sie muss im zweiten Schritt
Willens und fihig sein, gegen die Verarbeitung vorzugehen. Zur Stirkung
der betroffenen Person sollte der Unionsgesetzgeber die Abwagung nicht
den Verantwortlichen tberlassen, sondern selbst Regelungen treffen, die
in typischen Verarbeitungssituationen (z.B. Werbung oder Profiling) oder
bei typischen Geschiftsmodellen (z.B. Suchmaschinen, Social Media) grei-
fen.53” Klare Regelungen wiirden auch hier dazu beitragen, die Stellung
des Verbrauchers zu stirken und Machtasymmetrien abzubauen.

6.3.3 Verhinderung einer Uberforderung der Verbraucher

Den Verbraucher konnen vor allem ungeeignete (zu viel oder zu wenig)
Informationen und Entscheidungszwange mit unzureichender Ubersicht
tber die Folgen tberfordern. Genau dies aber ist die Folge der gegenwarti-
gen Praxis, tber alle vagen, langfristig moglichen Datenverarbeitungen be-
reits beim ersten Kontakt mit dem Verbraucher durch Verweis auf eine
umfassende Datenschutzerklirung zu informieren. Auf Grundlage dieser
viel zu umfassenden Informationen zu einem Zeitpunkt, zu dem sich der
Verbraucher nicht fiir alle Details interessieren kann, von ihm eine Einwil-

535 S. zur Berticksichtigung der Interessen Dritter Kap. 6.3.4.

536 Hierauf besteht die Europiische Kommission, Commission Staff Working Do-
cument, 15f.

537 S. hierzu auch Bundesregierung, in: Rat, ST 12756/1/19, 14f; fiir den Fall der
Direktwerbung fordert dies auch Datenschutzkonferenz, Erfahrungsbericht,
2019, 22.
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ligung zu verlangen oder die Daten auch ohne seine Zustimmung zu ver-
arbeiten, muss den Verbraucher tberfordern. Notwendig ist daher Gber
die Regelungen der Art. 12 bis 14 DSGVO und die vorgeschlagenen Detail-
verbesserungen®3® hinaus ein neues, auch an den Interessen der betroffe-
nen Person und nicht nur an der Aufwandsreduktion fiir den Verantwort-
lichen orientiertes Informationskonzept zu etablieren. Dieses muss folgen-
de Eigenschaften der notwendigen Datenschutzinformationen sicherstel-
len: Die Informationen missen

- entscheidungsrelevant (die Informationen, die fir ein unmittelbar fol-
gendes Handeln der betroffenen Person entscheidend sein kdnnen, so
dass sie auf ihrer Grundlage entscheiden kann, einen Dienst zu nutzen,
eine Funktion einzuschalten oder eine Einwilligung zu erteilen),

- interessenabhingig (die Information, die dem Interesse und der Auf-
merksamkeit der betroffenen Person in der jeweiligen Situation ent-
spricht. Sie muss z.B. zwischen mehreren Sichten wéhlen koénnen:
Symbol - Kurzinformation — ausfiihrlichere Information — gesamte Da-
tenschutzerklarung) und

- rechtzeitig (die Information erfolgt immer unmittelbar vor der Hand-
lung der betroffenen Person, die die Datenverarbeitung verursacht, in
einer Weise, dass sie diese Handlung auch noch unterlassen kann)

angeboten werden.

Beispielsweise wire im Smart Car eine situationsangepasste Information
notwendig, die mindestens drei Ebenen umfasst:*3? Allgemeine Strukturin-
formationen sollten stindig — auf einer Website — bereitgehalten werden,
auf die mit dem Kaufvertrag und in Allgemeinen Geschaftsbedingungen
aufmerksam gemacht wird. Mit der Inbetriebnahme der jeweiligen Funkti-
on muss im Auto eine technische Anzeige erfolgen, dass diese Funktion
eingeschaltet ist, und schlieflich muss bei der aktuellen Nutzung des Au-
tomobils z.B. auf dem Armaturenbrett auf die derzeit genutzten Dienste
hingewiesen werden. Bei einer Aktivierung der Anzeige kdnnen weitere
Informationen zum Datenschutz abgerufen werden. Untersuchungen zur
Umsetzung von Transparenzanforderungen im vernetzten Auto zeigen,
dass es hier prinzipiell umsetzbare Ansitze gibt;*4° diese bediirfen jedoch
der Erprobung und Fortentwicklung mit Blick auf die immer weiter fort-
schreitende Vernetzung mit der Infrastrukeur.54!

538 S.Kap. 5.9 bis 5.13.

539 S. hierzu auch Husemann, in: Rofnagel/Hornung, 2019, 367 ff.

540 S. z.B. Bonninger/Eichelmann/Methner, in: Ronagel/Hornung, 2019, 355 ff.
541 S. Rofnagel/Hornung, in: Ronagel/Hornung, 2019, 475.
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6 Fortentwicklung des Datenschutzrechts

Hilfreich ist auch eine Prifung durch Dritte, denen der Verbraucher
vertraut. Hierfiir sieht die Datenschutz-Grundverordnung in Art. 42
und 43 als Innovation des Datenschutzrechts eine freiwillige Zertifizierung
der Datenschutzkonformitit einer Anwendung vor.5#* Fraglich ist, welche
rechtlichen und technischen Moglichkeiten der Unterstitzung der Ver-
braucher gegeben sind. Die Zertifizierung sollte fiir bestimmte Bereiche
verpflichtend sein. Orientierungskriterium kdnnte sein, dass dann, wenn
Produkte oder Dienste, denen die Verarbeitung personenbezogener Daten
dient, zulassungsbediirftig sind, auch die Feststellung der Datenschutz-
rechtskonformitit der Datenverarbeitung in Form eines Zertifikats obliga-
torisch ist. Dies wiirde zum Beispiel fiir viele Dienste und Produkte, die
Gesundheitsdaten verarbeiten, oder fir vernetzte und automatisiert fah-
rende Kraftfahrzeuge zutreffen.s*3

Die Durchsetzung der Datenschutzprinzipien kann durch eine konse-
quent datenschutzfreundliche Technikgestaltung bewirkt werden. Die Ge-
staltung insbesondere von komplexen Informationssystemen muss dabei
so erfolgen, dass Datenschutz nicht zur Belastigung des Verbrauchers wird,
sondern situationsadiquat und wo mdglich auch automatisiert erfolgt.
Einwilligungen kénnten etwa nach vordefinierten Kriterien automatisiert
durch ein digitales ,Alter Ego“ des Verbrauchers in dessen Auftrag erteilt
werden und Geriteeinstellungen ebenfalls automatisiert an dessen Vor-
stellungen zum Datenschutz angepasst werden.*** Das ,,Alter Ego“ kontrol-
liert die Einhaltung der gemachten Vorgaben durch den Datenverarbeiter.
So konnte Kontrolle iiber Datenverarbeitungsvorgange auch bei immer
komplexerer Datenverarbeitung erreicht werden, ohne zu einer Uberforde-
rung der betroffenen Person zu fithren. Erreicht werden kann dies nur,
wenn die Technik entsprechende Schnittstellen bereitstellt, tiber die das
,Alter Ego® mit ihr in Kontakt treten und die Vorgaben des Verbrauchers
kommunizieren kann.

6.3.4 Verhinderung negativer Auswirkungen auf Dritte
Die Verarbeitung personenbezogener Daten, aber auch anonymer Daten

kann Risiken fir die Entscheidungs- und Entfaltungsfreiheit Dritter sowie
fur deren diskriminierende Behandlung in Form gruppenbezogener

542 S. z.B. Maier/Bile, DuD 2019, 478 ff.
543 S. auch Kap. 6.3.1.
544 Rofnagel u.a., 2016, 134f.
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6.3 Vorschlige zur Fortentwicklung des Datenschutzes

Schlechterstellung bewirken. Werden diese Daten fiir die Erstellung von
Statistiken im Rahmen von Big-Data-Analysen und von selbstlernenden al-
gorithmenbasierten Entscheidungssystemen genutzt, entstehen Bewertun-
gen von Eigenschaften sowie Verhaltensprognosen und -beeinflussungen
auch dritter Personen, die gar keine Daten fir diese Analysen geliefert ha-
ben. Durch die anonyme Vergemeinschaftung aller Merkmalstrager im
Rahmen der Statistiken werden ihnen die gleichen Eigenschaften zugeord-
net und durch die Normativitat der durch die Statistiken beschriebenen
Normalitit haben diese Statistiken verhaltensbestimmende Wirkung. Viele
Verbraucher werden Vorteile daraus ziehen wollen, sich ,,normal® zu ver-
halten, sofern diese Normalitit als Entscheidungsgrundlage bei Anbietern
dient. Hinzu kommt, dass aus diesem Wissen Uber statistisch wahrscheinli-
ches Verhalten und tber statistisch wahrscheinliche Wirkungen bestimm-
ter Anreize gezielte Verhaltenssteuerungen erfolgen.>*

Datenschutzrecht ist bezogen auf die beeintrichtigten Dritten nicht an-
wendbar. Soweit anonyme Daten verarbeitet werden, scheidet Daten-
schutzrecht mangels Personenbezugs der Daten aus. Soweit personenbezo-
gene Daten verarbeitet werden, sind diese Daten anderen betroffenen Per-
sonen zuzuordnen und gerade nicht den Dritten. Diese konnen keine Be-
troffenenrechte geltend machen. Da der sachliche Anwendungsbereich des
Datenschutzrechts mangels Verwendung personenbezogener Daten nicht
eroffnet ist, fehlt ein effektiver rechtlicher Schutz des Verbrauchers vor den
aufgezeigten Risiken durch statistische Verhaltensmuster.

Dennoch konnen sie die Grundrechtsaustibung und das demokratische
Engagement gefahrden.’*¢ Durch das Einordnen des Verhaltens in statisti-
sche Handlungsmuster als konform oder nicht konform und durch das so
indirekt erzwungene Anpassungsverhalten werden die Entscheidungs- und
die Verhaltensfreiheit faktisch eingeschrankt, was das Recht auf informa-
tionelle Selbstbestimmung gerade vermeiden soll. Solche statistischen
Muster verstarken die Normativitat der Normalitit und reduzieren ,,Sozio-
diversitat“. Diese ist aber Voraussetzungen fiir Innovationen und Demo-
kratie.*¥ Fir die Verwirklichungsbedingungen von Grundrechten und
Demokratie hat der Staat aber eine Schutzpflicht. Diese fordert ein ange-
messenes Handeln und rechtfertigt sogar verhéltnismafige Beschrinkun-
gen von Grundrechten, wenn dies zum Schutz von Selbstbestimmung,
freier Entfaltung und Funktionsfahigkeit der Demokratie erforderlich ist.

545 S. hierzu niher Kap. 6.2.
546 S. z.B. Weichert, ZD 2013, 251 ff.; Roffnagel, ZD 2013, 562 ff.
547 S. Rofnagel/Nebel, DuD 2015, 455.
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Rechtliche Schutzmaffnahmen konnten bei der Einwilligung ansetzen.
Da der Einwilligende nur fir sich, nicht aber zu Lasten Dritter Datenverar-
beitung rechtfertigen kann, konnte die Moglichkeit der Einwilligung be-
schrankt werden, wenn sie nicht nur Folgen fiir den Einwilligenden, son-
dern auch fir einen Dritten hat. Sie konnte etwa in bestimmten Verarbei-
tungskontexten als Rechtfertigungsgrundlage fiir eine Verarbeitung perso-
nenbezogener Daten ausgeschlossen oder zumindest befristet werden.*8
Auch konnten die Voraussetzungen fiir die Wirksamkeit einer Einwilli-
gung je nach Risiko der Verarbeitung skalieren. Sie konnte etwa von der
Erfillung gesteigerter Transparenzpflichten des Verantwortlichen abhin-
gig gemacht werden, der auch Gber die Folgen der Datenverarbeitung fiir
Dritte informieren muss. Der Einwilligende miisste dann konsequenter
Weise auch fir die Folgen seiner Einwilligung verantwortlich sein.

Ein solcher Ansatz konnte vor allem dann gerechtfertigt sein, wenn be-
troffene Personen als Gegenleistung fiir Rabatte, Boni oder gar die kosten-
lose Nutzung eines Dienstes mit der Preisgabe ihrer Daten und der Einwil-
ligung zu einer (fast) unbegrenzten Nutzung dieser Daten bezahlen und
sich dabei nicht um die negativen Folgen fiir andere kiitmmern oder diese
zu ihrem Vorteil bewusst in Kauf nehmen.

Gegen diesen Ansatz spricht jedoch, dass die Einwilligung meist nicht
der einzige Weg ist, die Daten fiir statistische Muster oder Modelle zu er-
langen. Die statistische Verarbeitung personenbezogener Daten kann auch
aufgrund anderer gesetzlicher Erlaubnistatbestinde erfolgen. Uber eine
Zweckianderung fiir eine statistische Verarbeitung der personenbezogenen
Daten muss der Verantwortliche nach Art. 13 Abs.3 und 14 Abs. 4
DSGVO die betroffene Person zwar informieren. Diese Information
kommt aber fiir eine Verhinderung der statistischen Datenverarbeitung zu
spat. Sind die Daten inzwischen anonymisiert, fallt die Verarbeitung ohne-
hin aus dem Anwendungsbereich des Datenschutzrechts heraus. Von den
betroffenen Personen den Verzicht auf (vermeintlich) kostenlose Dienste
zu verlangen, auf die sie dringend angewiesen sind, weil die mit ihren Da-
ten erzeugten statistischen Muster oder Modelle zum Nachteil von Dritten
genutzt werden konnen, dirfte meist unverhaltnismafig sein. Auch diirfte
es schwer sein, vor der Einwilligung oder vor der Nutzung eines Dienstes
zu prognostizieren, was mit den Daten geschieht und fiir wen die nachfol-
gende Datenverarbeitung welche Nachteile oder Vorteile verursacht. Au-
Berdem liegt der Schwerpunkt der nachtriglichen benachteiligenden Nut-

548 S.Rofnagel u.a., 2016, 130f.
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zung der Daten nicht bei der betroffenen Person, sondern beim Verant-
wortlichen.

Der Schutz Dritter muss daher beim Verantwortlichen ansetzen. Dieser
erhebt die Daten bei der betroffenen Person und verantwortet die statisti-
sche Muster- oder Modellerstellung aus diesen Daten als Grundlage fir die
Anwendung bei anderen Nutzern. Auch wenn der Verantwortliche, der
die Daten erhebt, sich von demjenigen unterscheidet, der die statistischen
Muster oder Modelle erstellt, und von demjenigen, der die Muster oder
Modelle auf Dritte anwendet, so sind sie doch alle Verantwortliche, solan-
ge die Daten noch personenbezogen sind. Fiir den ersten, der die Daten er-
hebt, und fiir den zweiten, der personenbezogene Daten in statistischen
Mustern oder fiir solche anonymisiert, handelt es sich um Zweckanderun-
gen, die dem Datenschutzrecht unterfallen. Soweit der Anwender die aus
der Statistik gewonnenen Entscheidungsmodelle — im Rahmen algorith-
menbasierter Datenverarbeitungen — auf individualisierbare Dritte anwen-
det, ist er fir diese Datenverarbeitung datenschutzrechtlich verantwort-
lich. Datenschutzrechtlich fithrt diese Form der Datenverarbeitung zumin-
dest zu drei Fragen:

Auf welcher Rechtsgrundlage diirfen personenbezogene Daten erhoben
und fiir solche statistischen Zwecke verarbeitet werden? Ist die Erhebung
nicht durch Einwilligungen gerechtfertigt, kommt eine Rechtfertigung
durch tberwiegende berechtigte Interessen nach Art. 6 Abs. 1 UAbs. 1 lit. f
DSGVO in Betracht.5# Diese Vorschrift erlaubt, auch berechtigte Interes-
sen Dritter zu berticksichtigen. Warum aber ist sie nur mit den , Interessen
oder Grundrechte(n) und Grundfreiheiten der betroffenen Person, die den
Schutz personenbezogener Daten erfordern,” abzuwagen und nicht auch
mit denen aller anderen betroffenen Dritten? Eine Schutzmdglichkeit
konnte sein, in den Gesetzestext auch die Interessen oder Grundrechte und
Grundfreiheiten Dritter aufzunehmen. Der statistischen Verarbeitung geht
im Regelfall eine Zweckinderung voraus. Da diese statistische Verarbei-
tung nicht unter die Ausnahme fir die offentliche Statistik des Art. S
Abs. 1 lit. b DSGVO fillt,>° ist sie als Zweckidnderung nach Art. 6 Abs. 4
DSGVO nur zuléssig, wenn sie mit dem bisherigen Zweck vereinbar ist.
Hier konnte eine Klarstellung in Art. 6 Abs. 4 DSGVO erfolgen, dass dies
nicht der Fall ist, wenn die Daten als Material fiir selbstlernende algorith-

549 S. hierzu auch Kap. 6.3.2.
550 S. Rofnagel, in: Simitis/Hornung/Spiecker, 2019, Art. 5 Rn. 107.
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menbasierte Systeme oder fir Big Data-Muster einer bestimmten Risiko-
klasse>3! verwendet werden sollen.

Soweit statistische Muster erstellt und selbstlernende algorithmenbasier-
te Systeme trainiert werden sollen, sind qualitative Anforderungen an die
Daten und ihre Verarbeitung aufzustellen, die je nach Risikoklasse unter-
schiedlich stark kontrolliert werden sollten. Ein Vorschlag fiir solche quali-
tativen Anforderungen finden sich in dem vorgeschlagenen neuen Abs. 4
von Art. 22 DSGVO.5>?

Die Anwendung der statistischen Muster im Einzelfall, ist vom Daten-
schutzrecht nur dann erfasst, wenn es dabei wiederum zur Verarbeitung
personenbezogener Daten kommt. Werden die personenbezogenen Daten
von algorithmenbasierten Entscheidungssystemen verarbeitet, fallt dies in
den Anwendungsbereich des bestehenden oder — wie hier vorgeschlagen®
- modifizierten Art.22 DSGVO. Die Kontrolle der Wirkungen kann je-
doch - insbesondere fiir Diskriminierungen — aus dem Anwendungsbe-
reich dieser Vorschrift herausfallen.

Letztlich weist das Thema der negativen Auswirkungen der Datenverar-
beitung auf Dritte tiber das Datenschutzrecht hinaus, das dem Schutz der
informationellen Selbstbestimmung dient.*** Es betrifft neben der Selbst-
bestimmung und Selbstentfaltung auch Fragen der Gleichbehandlung, der
Gerechtigkeit und der Rechtsstaatlichkeit. Fir dieses Thema sollte daher
ein den Datenschutz einbezichendes, aber tber diesen hinausgehendes
Schutzkonzept gesucht werden.

Dies gilt vor allem fiir die Verwendung von anonymen Daten. Diese
wirft zum einen Fragen auf nach der Zulassigkeit der Anwendung von Er-
gebnissen aus Big-Data-Analysen, zum anderen Fragen nach der Notwen-
digkeit eines Schutzkonzeptes auch fiir anonymisierte Daten.

Beispiele fiir solche Schutzkonzepte lassen sich im aufsereuropiischen
Ausland bereits finden. Japan hat etwa im Zuge einer umfassenden Re-
form seines Datenschutzrechts auch Regelungen fiir sogenannte ,,anony-
mously processed information® eingefiihrt.>5S Dabei handelt es sich um

551 S. zur Einteilung in Risikoklassen Krafft/Zweig, 2019, 31 ff.

552 S.Kap. 5.21.

553 S.Kap. 5.21.

554 S. auch Verbraucherzentrale Bundesverband, 2017, 3; Schulz/Dreyer, 2018, 9;
Krafft/Zweig, 2019, 16.

555 S. hierzu umfassend Geminn/Laubach/Fujiwara, ZD 2018, 413. Man beachte
auch den gescheiterten Versuch der Kriminalisierung einer Re-Identifizierung
durch die australische Privacy Amendment (Re-identification Offence) Bill
2016.
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personenbezogene Daten, die einer Anonymisierung unterzogen wurden
und nun ohne Personenbezug sind. Das japanische Datenschutzrecht sieht
fir solche Daten Maffnahmen zur Datensicherheit vor, die der Datenverar-
beiter ergreifen muss. Diese MafSnahmen betreffen sowohl das Verfahren
zur Entfernung des Personenbezuges als auch den Umgang mit den anony-
misierten Daten. Dartiber hinaus treffen den Datenverarbeiter Informati-
onspflichten bezogen auf die Kategorien von Informationen, die in den an-
onymisierten Daten enthalten sind. Erginzt wird dies durch ein Verbot,
anonymisierte Daten mit anderen Daten zusammenzuftihren, um den Per-
sonenbezug wiederherzustellen. Ein Verantwortlicher darf auch im An-
onymisierungsverfahren entfernte, aber noch andernorts vorhandene
Merkmale nicht erwerben. Werden diese Vorgaben nicht beachtet, sicht
das japanische Datenschutzrecht allerdings keine Sanktionen vor. Bezogen
auf Datentbermittlungen aus der Europiischen Union gelten Daten nur
dann als anonymisiert, wenn Informationen zur Anonymisierungsmetho-
de unwiderruflich geléscht werden und eine Re-Identifizierung der betrof-
fenen Person unmoglich gemacht wird. Letztere, im Zuge des Angemes-
senheitsbeschlusses fiir Japan’*¢ eingefithrte Erganzung zeigt, dass konzep-
tionelle Unterschiede bestehen, die eine direkte Ubernahme drittstaatli-
cher Instrumente in der Europaischen Union verhindern. Dennoch kén-
nen diese Vorbilder dazu anregen, konzeptionell weiter zu denken als die
Datenschutz-Grundverordnung.

6.3.5 Starkung der Datenschutzprinzipien

Die Datenschutzprinzipien stammen weitgehend aus einer Zeit, in der we-
der PCs noch das Internet bekannt waren. Allgegenwartige Datenverarbei-
tung, die Auswertung unendlich vieler personenbezogener Daten aus ver-
schiedensten Quellen, die Datenverarbeitung durch lernfihige Algorith-
men und die Erfassung der Welt durch Systeme der Kinstlichen Intelli-
genz machen neue, erginzende oder prizisierende Grundsatze erforder-
lich, um die Grundrechte der betroffenen Personen auf Personlichkeits-
schutz und Selbstbestimmung auch in der kinftigen Welt zu schiitzen.
Auch wenn die Datenschutz-Grundverordnung keine spezifischen Ant-
worten auf diese gravierenden Herausforderungen bietet,” konnte erwar-

556 S. hierzu Fujiwara/Geminn/Rofnagel, ZD 2019, 204 ff.; Tatsumi, CR 2019,
424 ff.; Geminn/Laubach, ZD 2019, 403 ff.
557 S.Kap. 6.3.1.
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tet werden, dass zumindest die allgemeinen Regelungen der Verordnung —
vor allem die Grundsitze der Datenverarbeitung in Art. 5 DSGVO - ausrei-
chend Schutz gewihren.’*® Doch diese Grundsitze geraten durch die neu-
en technischen Herausforderungen unter einen massiven Druck, der ihre
kinftige Anwendbarkeit in Frage stellt.5”

So verliert etwa die Zweckbindung bei allen Systemen ihren schiitzen-
den und steuernden Charakter, deren Verarbeitungszweck — wie etwa bei
Assistenzsystemen im Auto, in der Wohnung, bei der Arbeit oder beim
Hobby - in der umfassenden Unterstiitzung des Verbrauchers liegen. Da-
fir ist eine moglichst breite Datenbasis tiber Verhalten, Interessen und
Vorlieben unerlasslich. Das eigentliche Ziel der Zweckbindung, Datenver-
arbeitung auf das erforderliche Maf§ zu begrenzen, wird dabei konterka-
riert, denn jede Information kann potenziell der Zweckerfillung des Assis-
tenten dienen. Der Grundsatz der Transparenz stdf$t an subjektive und ob-
jektive Grenzen. Subjektiv tbersteigt die zu erwartende Vervielfachung
der Datenverarbeitungsvorgange in allen Lebensbereichen die mogliche
Aufmerksamkeit, die zur Effektivitat der Transparenz erforderlich ist, um
ein Vielfaches. Objektiv setzen hohe Komplexitat, vielfaltige Zwecke und
lernfihige Systeme der moglichen Transparenz hohe Grenzen. Um ein
letztes Beispiel zu geben: Die Grundsitze der Datenminimierung und der
Speicherbegrenzung sind an den jeweils begrenzten Zweck gebunden.
Ebenso wie dieser werden auch diese Grundsitze ihre Steuerungskraft ver-
lieren. Wenn der Zweck der Datenverarbeitung ohne wirkliche Grenzen
ist, fithrt auch die Frage, welche Datenverarbeitung fiir diesen Zweck er-
forderlich ist, nicht mehr zu einer iberschaubaren Eingrenzung erlaubter
Datenverarbeitung. Wenn etwa das Gedichtnis der Dinge der betroffenen
Person helfen soll, sich an vergessene Ereignisse zu erinnern, ist eine nach
Umfang und Zeitraum grenzenlose Datenspeicherung erforderlich. Sen-
sorbestiickte Gegenstinde und Umgebungen sind fast immer aktiv und er-
heben eine enorme Menge Daten, um den Verbrauchern nach ihrem -
sich stindig dndernden — Bedarf jederzeit ihre Dienste anbieten zu kon-
nen. Alle Systeme, die kontextsensitiv die betroffene Person entlasten oder
unterstitzen sollen, die Priaferenzen des Nutzenden erkennen und ihnen
gerecht werden sollen, kénnen ihre Funktionen nur richtig erfiillen, wenn
sie den Grundsatz der Datenminimierung und der Speicherbegrenzung
ignorieren. In dem Konflikt zwischen modernen Technikanwendungen

558 Dies behautet die Europaische Kommission in ihrem Evaluationsbericht, Com-
mission Staff Working Document, 28.
559 S.z.B. RoBnagel, in: RofSnagel/Friedewald/Hansen, 2018, 367 f.
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und Datenschutzgrundsitzen durfte entscheidend sein, dass die neuen
Technikanwendungen den betroffenen Personen in den meisten Fillen
nicht aufgedringt werden — in diesem Fall diirften die Grundsitze greifen
—, sondern von diesen gewollt werden. Sie wollen sich mit ihrer Hilfe die
Traume erfiillen, die sie sich von diesen Technikanwendungen erhoffen.’
Die Grundsitze zum Schutz der Verbraucher gegen den aktuellen Willen
der Verbraucher zur Geltung zu bringen, dirfte nahezu aussichtslos sein.

Obwohl diese Grundsitze durch moderne Datenverarbeitung in Frage
gestellt werden, darf dies kein Grund sein, sie als rechtliche Gebote aufzu-
weichen. Vielmehr sollte durch gesteigerte Anforderungen an technisch-
organisatorische Maflnahmen versucht werden, das Regelungsziel der
Grundsatze zu erreichen. Viele Vorschlage zur Uberarbeitung der Daten-
schutz-Grundverordnung dienen diesem Ziel 561

Neben diesen von der Datenschutz-Grundverordnung in Art.S aner-
kannten Grundsitzen der Datenverarbeitung und den vorgeschlagenen
Verbesserungen und Erginzungen, fordert die technische Entwicklung,
neue zusatzliche Grundsitze zu diskutieren, anzuerkennen und umzuset-
zen. Insbesondere die Anwendungen Kinstlicher Intelligenz erfordern
neue Grundsatze.*6? Als solche sind etwa zu diskutieren die nachgewiesene
Relevanz (Aussagekraft) der Kriterien von Expertensystemen oder der Da-
ten und der Algorithmen fiir lernende Systeme, die Nachvollziehbarkeit
algorithmenbasierter Entscheidungen’® und die Erklarbarkeit der Ergeb-
nisse gegeniiber der betroffenen Persons®* sowie die dauerhafte Uberwa-
chung besonders riskanter algorithmenbasierter Entscheidungssysteme.65

Um eine Starkung der Datenschutzprinzipien in der Praxis zu erreichen,
sollten greifbare Anreize fiir Datenverarbeiter zur Gewihrleistung eines
moglichst hohen Datenschutzniveaus gesetzt werden, um Eigennutz und
Gemeinwohl in Einklang zu bringen.5¢¢ Solche Anreize konnten beispiels-

560 S. hierzu Rofnagel, in: Simitis’Hornung/Spiecker, 2019, Art.5 DSGVO,
Rn. 193.

561 S. zu diesen Kap. 5.

562 Dies bestreitet die Européische Kommission in ihrem Evaluationsbericht, Com-
mission Staff Working Document, 28.

563 S. hierzu auch Verbraucherzentrale Bundesverband, 2017, 3 ff., 12; Schulz/Drey-
er, 2018, 45 ff.

564 S. hierzu auch die Qualitatskriterien, die in Kap. 2.3.20 fiir automatisierte Ent-
scheidungen im Einzelfall gefordert werden.

565 S. z.B. Krafft/Zweig, 2019, 5; Martini, 2019, 22.

566 Rofnagel u.a., 2016, 138.
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6 Fortentwicklung des Datenschutzrechts

weise durch die Einbeziehung von Datenschutzfragen als Vergabekriterien
in offentliche Ausschreibungen gesetzt werden.>¢”

Zudem sollte ein umfassendes, institutionalisiertes Kontrollsystem zur
Einhaltung von datenschutzrechtlichen Vorgaben eingerichtet werden, das
neben Behdrden auch Verbande und sonstige Einrichtungen einbezieht.
Die Datenschutz-Grundverordnung hat hier bereits eine wesentliche Ver-
besserung des Status Quo bewirkt. Jedoch sollten die Funktionen und
Strukturen von Systemen hier stirker in den Vordergrund gertickt werden,
anstelle den Fokus auf das einzelne personenbezogene Datum zu rich-
ten.568

567 S. hierzu umfassend Bile u.a., in: Friedewald, 2018, 83 ff.
568 S. hierzu auch Rofnagel u.a., 2016, 138 f.
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