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Uber Facebook als kybernetische Regierungsmaschine

und das Verschwinden des Subjekts
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»[O]ur strategy is very horizontal. We are trying to build a
social layer for everything.«

»A squirrel dying in front of your house may be more relevant
to your interests right now than people dying in Africa.«
Mark Zuckerberg, Facebook-CEOQ

Es ist—folgt man den Diagnosen Bernard Stieglers — schon seit einigen Jahren be-
kannt, dass man die Bevolkerung nicht mehr »als Produktionsmaschine kontrol-
lieren kann, sondern als Konsumtionsmaschine«, dass weniger »die Biomacht auf
dem Spiel [steht], sondern die Psychomacht, die der Kontrolle und Erzeugung von
Motiven dient« (Stiegler 2009: 60). So ist es kaum verwunderlich, dass die derzeit
einflussreichsten Tech-Player in einer programm- oder bewusstseinsindustriell
zugerichteten Gegenwart nicht nur an der Bérse zu den erfolgreichsten Unter-
nehmen zihlen (allein die Werbeeinnahmen Facebooks im dritten Quartal 2018
betrugen 13,5 Milliarden Dollar), sondern aufgrund der umfassenden Konzentra-
tion von Wissen und der monopolistischen Ausnahmestellung ferner immer stir-
ker als systemrelevante politische Akteure wahrgenommen werden. In der Folge
ist Facebook flir seine mehr als 2,27 Milliarden weltweit aktiven Nutzer_innen
— zuweilen spricht man gar von seinen Bewohner_innen — nicht nur zu einem
wesentlichen Kommunikations- und Informationskanal geworden, der den All-
tag — auch iiber die konzerneigenen Dienste WhatsApp und Instagram — als »so-
cial infrastucture« und »global community« privat und beruflich prigt (Zucker-
berg16.02.201y7). Zugleich bestimmt sich die Plattform kalifornischen Ursprungs
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als eine wirkmichtige kybernetische Maschine, die Individuum wie Gesellschaft
tiberwachungskapitalistisch be- und durchleuchtet, quantifiziert und profiliert,
Austauschprozesse nicht nur koordiniert, sondern kontrolliert; als eine Maschi-
ne schlieRlich, die — darauf verwiesen zuletzt der Skandal um die britische Da-
tenfirma Cambridge Analytica und die anschlieflenden Debatten um Fake News,
Hate Speech, dark ads oder die ansehnliche Reihe staatlicher Untersuchungsaus-
schiisse — auf sehr fragwiirdigen Fundamenten fuftt. Denn wihrend Facebooks
CEO Mark Zuckerberg nicht miide wird zu betonen, dass sein Ziel darin besteht,
die »Welt offener und vernetzter zu machen« (Oberfranz 08.02.2018), erkennen
ehemalige Mitarbeiter_innen' ganz andere Horizonte, bezeichnen Facebook als
»legales Crack« (Grassegger und Martinez 12.09.2016) oder fassen, wie Griin-
dungsprisident Sean Parker, die Kernfrage bei der Entwicklung Facebooks alles
andere als idealistisch: »How do we consume as much of your time and conscious
attention as possible?« (Solon 09.11.2017)

Vor dem Hintergrund dieser Aussagen hinterfragt der vorliegende Beitrag zu-
nichst die im Silicon Valley und von Zuckerberg selbst hiufig proklamierte The-
se der technologischen Neutralitit. Im Anschluss werden spezifische psychopo-
litisch und affektiv wirksame Mechanismen und ihre Sozialphysik des Anstofles
genauer analysiert, um tiber diesen Rahmen einen in der » Facebook-Gesellschaft«
(Simanowski 2016) implizit forcierten Subjektbegriff zu beleuchten und — gene-
reller — die sich hier abzeichnende Form kybernetischer Gouvernementalitit (vgl.
Mersch 2013) zu fokussieren. In diesem Konnex ist nicht nur darzustellen, wie das
»gouvernementale Unternehmen« (Herder 2018: 181) qua feedbacklogischer Pro-
grammatik die Entscheidungen, das Verhalten oder gar die Wiinsche seiner Nut-
zer_innen antizipiert und auf diese Weise indirekt regiert, sondern auch, welche
Konsequenzen die konsumtive Plattformlogik fiir das Politische selbst konturiert.

1 »Soziale« Netzwerke: ganz neutral?

In der Debatte um die sogenannten Fake News im Anschluss an den Wahlkampf
Donald Trumps erklirte Mark Zuckerberg, dass es »eine verriickte Idee« sei, anzu-
nehmen, Facebook habe die US-Wahl beeinflusst, schlieflich sei sein Unterneh-
men keine inhaltsgetriebene Medien-, sondern lediglich eine neutrale Tech-Firma
(Wagner 11.11.2016). Obgleich sich der CEO, nachdem bekannt wurde, dass sowohl
russische Akteure als auch Cambridge Analytica die Plattform und die Méglich-
keit des Mikrotargetings instrumentalisiert hatten, um systematisch falsche oder
tendenzidse Nachrichten zu verbreiten (Maschewski und Nosthoff 06.02.2017),
durchaus reumiitig zeigte und zugab, »Fehler gemacht« (Wong 22.03.2018) zu

1 | Chamath Palihapitiya erkennt so zuletzt etwa: »The short-term, dopamine-driven feedback
loops that we have created are destroying how society workse, zitiert in Wong 12.12.2017.
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haben, revidierte er keineswegs seine Aussage hinsichtlich der technischen Un-
parteilichkeit. Vielmehr betonte die wiederholte Rede von externem »Missbrauch«
die interne Neutralitit und erhirtete damit eine pharmakologische These: dass
Technik sowohl Gift als auch heilende Medizin sein kénne, dass es lediglich an
den Nutzer_innen selbst liege, was diese damit anstellten, nicht am technischen
Ding an sich. Auch Ex-Google-CEO Eric Schmidt und Jared Cohen, Griinder von
Google Ideas, schrieben schon im Jahr 2013 in dhnlicher Diktion, dass das Silicon
Valley grundsitzlich auf dem Standpunkt stehe, »dass die Technologie neutral sei,
die Menschen jedoch nicht. Dieses Motto«, prophezeiten die Autoren, »wird im-
mer wieder im Getdse untergehen. Unser gemeinsamer Fortschritt als Biirger des
Digitalzeitalters wird jedoch davon abhingen, dass wir uns immer wieder daran
erinnern.« (Schmidt und Cohen 2013: 100)

Interessant an dieser Perspektive ist weniger, dass es sich hierbei um eine Art
Glaubensbekenntnis der Tech-Unternehmer aus dem Silicon Valley handelt, ein
eherner Grundsatz, in dem sich eine geschiftstiichtige Verantwortungslosigkeit
spiegelt — auch der ehemalige CEO von Cambridge Analytica, Alexander Nix, ist
sich sicher, dass »nicht der Revolver totet, sondern die Hand, die den Abzug be-
tatigt« (Miiller von Blumencron und Nix 13.03.2017). Bedenkenswert ist vielmehr,
dass diese Haltung — trotz der nicht abebbenden Kritikwellen — weitestgehend
unhinterfragt das soziotechnische Imaginire zu bestimmen scheint (Maschew-
ski und Nosthoff 277.06.2017). In der Folge vermag sich das Unternehmen Zu-
ckerbergs trotz festgeschriebener Community-Standards oder der unternehme-
rischen Profitorientierung, das heiflt konkreter: trotz der permanenten Intensi-
vierung des »Blickkontakt[s] zwischen seinen Nutzern und der Werbung seiner
Kunden« (Simanowski 2018: 26), weiterhin erfolgreich als neutrales Werkzeug
zu inszenieren.

Die kritische Einsicht, dass Technik theoretisch zwar als >neutral« gedacht wer-
den kann, in realitas aber keineswegs als isoliertes Mittel auftritt, sondern stets in
Zwecke — ob politische oder 6konomische — und Kontexte eingebunden ist oder,
mit Herbert Marcuse gesprochen, nicht von ihrem »Gebrauch abgelost werden
[kann]« (Marcuse 1967: 18),* wiirde hingegen neue Schlussfolgerungen ersffnen.
Auch mit Marcuses >gelegenheitsphilosophischem« Zeitgenossen Giinther An-
ders liefe sich erkennen, dass eine spezifische Technik eine spezifische Nutzung
vorstrukturiert, dass sie woméglich — dies wird gerade im Falle des Algorithmus,
einer Handlungsanweisung aus »Logik + Kontrolle« (Kowalski 1979), flagrant —
Verhaltens- und Entscheidungsmuster priformiert, sie also »immer schon ein
bestimmtes Verhiltnis zwischen uns und den Mitmenschen, zwischen uns und

2 | An dieser Stelle lieBe sich - gleichwohl mit Akzentverschiebung - auch auf die Akteur-
Netzwerk-Theorie Bruno Latours verweisen, die einen Gegenstand wahrend seiner Benutzung
ebenfalls als nicht neutral ansieht, sondern, in Verbindung mit einem Menschen, als hybriden
Akteur. Dieser sei mit einer spezifischen Agency, das heifit mit distinkten Handlungsmaoglichkeiten
ausgestattet. Vgl. Latour 1994: 31 ff.
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den Dingen [...] voraussetzt oder >setzt« (Anders 1980: 217; vgl. Maschewski und
Nosthoff 2018a). In diesem Konnex ist weiterhin zu bemerken, dass es sich bei
einer Plattform wie Facebook keineswegs um ein blofRes >Tool« der Vernetzung,
sondern vielmehr um einen Modus der Sozialisierung handelt, um einen Welt-
zugang, in dem sich eine historisch-ideologische — das heifit in diesem Fall eine
neoliberal-kapitalistische — Bedingtheit und damit nicht zuletzt ein spezifisches
>Regierungsprogrammec« reflektiert und materialisiert. Demgemif lasst sich auch
eine frithe Erkenntnis Marcuses fiir die gegenwirtigen >Netzwerkpolitiken< und
die sie bestimmenden Sogkrifte fruchtbar machen:

»Nicht erst ihre Verwendung, sondern schon die Technik ist Herrschaft (iiber die Natur und
den Menschen), methodische, wissenschaftliche, berechnete und berechnende Herrschaft.
Bestimmte Zwecke und Interessen der Herrschaft sind nicht erst»nachtraglich< und von aus-
sen der Technik oktroyiert - sie gehen schon in die Konstruktion des technischen Apparats
selbst ein; die Technik ist jeweils ein geschichtlich-gesellschaftliches Projekt; in ihr ist pro-
jektiert, was eine Gesellschaft und die sie beherrschenden Interessen mit den Menschen
und mit den Dingen zu machen gedenken.« (Marcuse 1965: 127)

In diesen Ausfithrungen wird nicht nur deutlich, dass der Technik ihre Entste-
hungsbedingungen, Herkiinfte und Weltbilder eingeschrieben sind, sondern dass
sie — und dies gilt umso entschiedener in einer digital vernetzten Welt — eine
eigene Dynamik und eine innere, integrierte und integrierende Logik >projek-
tiert«<. Im Falle des »sozialen< Netzwerks Facebook manifestiert sich diese in ei-
ner programmierten Entscheidungsarchitektur, die auf die Verschmelzung von
Uberwachung und Unterhaltung zielt, dabei die Aufmerksamkeit und Interes-
sen der Nutzer_innen biindelt, snummeriert< und iiber die Pegelstinde der Likes,
Shares etc. in eine zeitgentssische Kommunikationspraxis tibersetzt. So ist das
Medium Facebook in Anlehnung an Melvin Kranzbergs (1986) berithmtes Gesetz
weder gut noch schlecht, noch ist es neutral. Denn Facebooks Plattformdesign be-
stimmt als Okonomie des Spektakels, wie Roberto Simanowski (vgl. 2018: 42 f.)
ausfiihrt, einerseits eine plattformokologische Polarisierung, die einen entschei-
denden, weil besonders eintriglichen Faktor fiir den Kurs der Facebook-Aktie
bildet, andererseits eine Regierungskunst, die gegenwirtige Vernetzungen ent-
scheidungslogisch prigt. Wenn sich Regieren mit Michel Foucault ferner als der
Modus beschreiben lisst, »das mogliche Handlungsfeld anderer zu strukturie-
ren, etabliert sich mit der »sozialen Infrastruktur« Facebook, die iiber persuasiv-
sophistische Interfaces >regierungstechnisch« nicht nur »Anreize [bietet], verlei-
tet, verfiihrt, erleichtert oder erschwert« (Foucault 2005: 286-287), sondern dabei
auch das Verhalten in Datenbanken erfasst, kalkuliert und antizipiert, ein ganz
eigenes, spielerisch umgarnendes, vor allem der Ermdglichung (nicht der Unter-
driickung) dienendes Paradigma: Was machst du gerade?
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Im Folgenden sollen einige psychodynamisch wirksame Mechanismen analy-
siert werden, die nicht nur die algorithmische Voreingenommenheit, sondern vor
allem das umfassende >Regierungsprogrammc« Facebooks nachvollziehbar ma-
chen.

Jenseits von Gut und Bose: Facebooks Newsfeed

Schon Anfang der 199o0er Jahre sprach Gilles Deleuze von flexibleren »Modula-
tionen« (Deleuze 1993: 255), die die Dominanz der gesellschaftsprigenden, insti-
tutionalisierten Disziplinaranstalten — vom Gefingnis bis zur Kaserne — ablésten.
An deren Stelle triten »ultraschnelle Kontrollformen mit freiheitlichem Ausse-
hen«, wobei das dynamische Unternehmen die Stechuhr der Fabrik, das lebens-
lange Lernen die Schule ersetze. Genau in jener kontrollgesellschaftlichen Optik
scheint sich auch Facebook, das, obgleich expansiv ausgerichtet, als geschlossenes
System und damit als EinschlieRungstechnik gelesen werden kann, zu bewihren.
Denn es vermittelt durch die Installierung eines feedbacklogischen »demokra-
tisierten Panoptismus« (Brockling 2007: 354) einen weicheren, dynamischeren
und - oberflichlich betrachtet® - transparenteren Modus kommunikativer Kon-
trolle. In dieser Hinsicht bestimmt sich die Plattform auch als breit angelegte
»persuasive technology«, die nicht nur sklerotisch-disziplinargesellschaftliche
Strukturen tiberschreibt, sondern mit einer suggestiven Entscheidungsarchitek-
tur neue Verkehrsformen psychopolitischen Regierens und letztlich eine pro-
grammierte phanomenologische Alternativlosigkeit etabliert. So fasst Will Davies
pointiert zusammen:

»[T]he ultimate objective of internet companies such as Facebook is to provide the infras-
tructure through which humans encounter the world. [...] According to this vision, when the
mind wants to know something, it will go to Google; when it wants to communicate with
someone, it will turn to Facebook.« (Davies 2018: 186)*

3 | In diesem Zusammenhang wére darauf hinzuweisen, dass der universalisierten Transpa-
renz im Zeitalter programmierter Infrastrukturen logischerweise immer das Gegenteilige als
Entstehungs- und Méglichkeitsbedingung vorausgeht: eine ganze Landschaft von Black Boxes,
die sich der Dekodierung sperren und mitunter auch von ihren Programmierer_innen nicht voll-
sténdig zu durchschauen sind (dieser Zusammenhang verkompliziert sich insbesondere in Folge
des machine learnings). Vgl. hierzu etwa O’'Neil 2017.

4 | In DatenGerechtigkeit beschreiben Frederike Kaltheuner und Nele Obermiiller, wie die Al-
ternativlosigkeit zu Facebook gerade in sich wirtschaftlich entwickelnden Léndern eine neue
Dimension erreicht: Das prominenteste Beispiel, so die Autorinnen, sei »Internet.org, eine von
Facebook geleitete Initiative, die die mobile App »Free Basics« betreibt.« Free Basics offeriert
dabei sowohl freien Zugang zu Facebook selbst, zum Messenger-Dienst Facebooks als auch zu
»einer kleinen Anzahl von Apps wie AccuWeather, BBC News und bis vor kurzem Wikipedia. [...]
Durch derartige Angebote werden mittellose Nutzer nicht mit dem freien Internet, sondern mit
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Wenn sich der Einzelne erst einmal auf der Plattform eingeschrieben hat, geht
es Facebook zunichst darum, soviel Screenzeit und bewusste Aufmerksamkeit
wie moglich zu binden. Den Grundpfeiler dieser Operation bildet der aufmerk-
samkeitsokonomisch feingetunte Personalisierungsalgorithmus, ein Mechanis-
mus kybernetischer Rickkopplung, der ganz im Sinne der Logik Nobert Wieners
die Fihigkeit beschreibt, »zukiinftiges Verhalten an den Erfolgen des vergange-
nen auszurichten« (Wiener 1988: 33), das heifdt auf Basis der vorausgegangenen
In- und Outputs — von gewShnlichen Likes bis hin zu Kommentaren — einen indi-
viduellen Neuigkeiten- und Nachrichtenstrom zu kuratieren. Dieser evolviert im
behavioristischen Reiz-Reaktions-Schema algorithmisch selbstlernend und lasst
sich als lukrative Informationsquelle des Systems Facebook begreifen. Zugleich
ist die Ausrichtung des individuellen Newsfeeds immer wieder selbst Verinde-
rungen unterworfen: Wurden beispielsweise noch vor der Wahl Donald Trumps
geteilte Links von abonnierten Nachrichtenseiten favorisiert, l4sst sich seither ein
Prozess der »Entinformationalisierung und Emotionalisierung« (Reckwitz 2017:
235) des Feeds diagnostizieren; eine Bewegung hin zu einer gesteigerten Verbrei-
tung audio-visueller Inhalte, sodass »more meaningful interactions«, nicht linger
nur »relevant content« priorisiert werden (Hern 12.01.2018). Diese flexible Infor-
mationskuratierung folgt ganz Zuckerbergs eigener Unternehmensphilosophie:
»Facebook is a work in progress, and we are dedicated to learning and improving«
(Zuckerberg 16.02.2017).

In der Folge beschreibt sich der Neuigkeiten-Filter im Kampf um die Aufmerk-
sambkeit seiner Nutzer_innen immer mehr als kybernetische »Affektmaschine«
(Reckwitz 2017: 239). Angezeigt wird vornehmlich das, was — gemif der algo-
rithmischen Antizipation — die Einzelnen anspricht, eine Reaktion auslost. Auf
emotional anregende, bebilderte Inhalte reagieren die Nutzer_innen bedeutend
hiufiger, teilen das Gesehene schneller oder kommentieren es intensiver. Neben
einer »Asthetik der Erlebnisgesellschaft« (Maschewski und Nosthoff 11.07.2018),
die das gefiihlheischende Bild, Video oder Meme gegentiber dem sperrigen Text
privilegiert, verfestigt sich so eine aufmerksamkeitsckonomische Funktionslogik,
die »schon im Interesse seiner [Facebooks, Anm. d. Verf.] Aktionire nicht das
Sachliche, Anstrengende oder gar Befremdliche, sondern die spektakuliren, un-
terhaltsamen und bestitigenden Posts« (Simanowski 2018: 26) bevorzugt. Man
kann hier von einer programmierten >Emotionskybernetik« sprechen, das heifst
von der Forcierung von »Netzwerkaffektens, die eigene —auch selbstregulierende —
interaktive Prozesse motivieren und digitale Communities nicht nur in »nervése
Systeme« (Franke, Hankey und Tuszynski 2017), sondern im Regelkreis kyber-
netischer Kommunikation immer wieder in neue »dynamische Gleichgewichte«

einer von Facebook dominierten Welt verbunden. Wenn Nutzer auf Links oder Inhalte auRerhalb
des geschlossenen, kommerziellen Systems zugreifen mdchten, erscheint eine entsprechende
Warnung, die sie auffordert, zusétzliches Datenvolumen zu kaufen.« (Kaltheuner und Obermiiller
2018: 66 f.)
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(Pias 2003: 310) iibersetzen. »Soziale« Netzwerke markieren so einen Ort, an dem
Nachrichten — ob wahr oder fake — und die mit ihnen verbundenen Emotionen
zwar in Hochgeschwindigkeit eskalieren, aber zugleich kanalisiert bleiben, sodass
sie eine bestindige kommunikative, durchaus produktive Unruhe produzieren,
die das System am Laufen hilt.

Wichtig fiir den endlosen Newsfeed, der sowohl als Projektionsfliche der Emo-
tionalisierung als auch als Entscheidungstool und individuelles Tribunal fungiert,
ist ferner die Generierung eines passgenauen Angebots.> Die Relevanz des Ange-
zeigten wird zwar tiber das Potenzial emotionaler Affizierung definiert, ist dabei —
man kann mit Antoinette Rouvroy von »algorithmic reason« (Rouvroy 2013: 148)
sprechen —jedoch keineswegs irrational grundiert. Denn die Sortierung des News-
feeds erfolgt nach Quantititen, der statistischen Erhebung »gefilliger< Beitrige,
in denen sich die Signatur der individuellen Priferenzen spiegelt. Dies bedeu-
tet in der Folge aber entgegen der Filterblasentheorie nicht zwangsliufig, dass
nur dasjenige angezeigt wird, was der individuellen Meinung entspricht. Denn
obgleich im Newsfeed ein »homophiles Prinzip« am Werk ist, die Annahme al-
so, nach der »Ahnlichkeit Verbindungen erzeugt« (Chun 2018: 121), stehen darin
politisch-kontroverse, wahre oder gar falsche Botschaften genauso >gleichgiiltig<
nebeneinander wie die Nachricht eines Amoklaufs neben den Hochzeitsbildern
einer Freund_in oder lustig-banalem cat content.

Die Buntheit und Varianz des Newsfeeds folgt dabei sowohl dem Gesetz der
Affizierung als auch der Wahrscheinlichkeit weiterer Verbreitung. So liegt fiir
Facebook, wie in dem die Kybernetik grundierenden Kommunikationsmodell
Claude Shannons und Warren Weavers, der Wert einer Nachricht weniger in
Inhalt oder Semantik, sondern allenfalls in deren formalen Informationsgehalt
begriindet: »The two messages between which one must choosex, schreibt Weaver
in The Mathematical Theory of Communication, »can be anything one likes. One
might be the text of the King James Version of the Bible, and the other might be
Yes.« (Shannon und Weaver 1949: 9) Auch im >sozialen< Netzwerk ergibt sich
der Wert einer Information in ganz dhnlicher Hinsicht aus der Wahl zwischen
Alternativen. Ganz im Sinne Shannons und Weavers gilt hier: Je gréfler der Pool
der moglichen Nachrichten, zwischen denen ein Einzelne_r entscheidet, desto
»unwahrscheinlicher« eine spezifische Nachricht und desto grofier der informati-
ve wie kommerziell verwertbare Gehalt.

Der kybernetischen Maschine Facebook geht es also nicht um redaktionelle
Ausgewogenbheit oder gesellschaftspolitische Dringlichkeit, sondern um das, was
im Guten wie im Bosen Klicks generiert und die Kommunikationsstrome fluide
hilt. Daher ist es auch nicht ungewohnlich, dass in der Echokammer des digi-
talen Ichs Inhalte, die mit positiven Emotionen verbunden werden, nur einen
Scroll-Moment von solchen entfernt sind, die negative Affekte hervorrufen. Die

5 | Vgl. hierzu etwa die zuletzt durchaus kontrovers diskutierte Filterblasentheorie Eli Parisers
(2012).
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Effektivitit der Filterblase zeichnet sich folglich nicht durch die vermeintliche Ko-
hirenz des Angezeigten oder eine innere Harmonie aus. Sie duflert sich vielmehr
in der »grofen Gereiztheit« (Porksen 2018), einer polyvalenten Affektlage, in der
sich extreme Reaktionen kanalisieren und in Folge der bindren Klick- und Ent-
scheidungsmodi forcieren.

Eine prigsame Dynamik, die diesen Prozess der Affizierung verstetigt, ist die
instantane Erneuerung der Informationsstréme: Die »Eile ist das zentrale Merk-
mal der Klickkultur, denn in Facebooks Newsfeed ist nichts so alt wie ein Beitrag
vom Vormittag« (Simanowski 2018: 41). So korrespondiert jeder Besuch der Platt-
form fuir die Nutzer_innen nicht nur mit einer durch die Geschwindigkeit indu-
zierten Standardisierung und Simplifizierung (Roberto Simanowski hat beispiels-
weise wiederholt auf die vorherrschende, phatische Kommunikation in >sozialen«
Netzwerken hingewiesen (vgl. Simanowski 2016: 58)) oder der gesteigerten, zu-
weilen recht infantilen Visualisierung (Emoticons, GIFs, Memes etc.) der Kom-
munikation. Er birgt auch etwas Unvorhergesehenes, das es nicht zu verpassen
gilt. Die viel zitierte »fear of missing out« (FOMO) ist dabei ein kontaktlogisches
Phinomen natiirlicher, wenngleich akkumulierter Konnektivitit, das vor allem
technisch erméglicht wird.

So erscheint beispielsweise jedes Mal, wenn die Nutzer_in auf dem Smart-
phone (in der Facebook-App) zur Aktualisierung der Timeline nach unten scrollt,
um wieder up to date zu sein, zunichst das Buffering-Symbol in schwingender
Rotation — der sogenannte »Pull-to-refresh-Mechanismus«. Die bei dieser — ky-
bernetisch gesprochen — »real time control« (Stafford Beer) der Nachrichtenstrs-
me entstehende kurze Verzégerung ist funktional zwar unnétig, doch psycho-
logisch wirksam. Denn liest man >soziale< Netzwerke wie Kathrin Passig auch
iiber deren »geheimnisenthiillende Funktion« (Passig 2013: 1018), so lisst sich
im Aufbau des Spannungsraums eine technologisch bedingte Erwartungslust de-
kodieren, die sich weniger als engagement denn als Suchtmittel beschreibt. Das
Buffering-Symbol erwecke, wie sein Erfinder Justin Rosenstein unlingst angab
(Lewis 06.10.2017), schon rein optisch den Eindruck einer slot machine, und so
scheint der Mechanismus nicht nur auf die psychodynamische Wirkung des ein-
armigen Banditen anzuspielen, sondern auch die Einsicht zu begriinden, dass
das »Regime des affektiven Aktualismus« (Reckwitz 2017: 269) nicht von allein
entsteht. Es muss aktiv erzeugt werden.

Facebooks Sozialphysik des Anstofies: Poking, Liking, Sharing

Die Gestaltung psychodynamischer Interfacedesigns geht auf die eigentlich wohl-
meinende Theorie des Nudgings zuriick, deren Ziel es nach deren prominentes-
ten Vertretern Cass Sunstein und Richard Thaler ist, »das Verhalten der Menschen
zu beeinflussen, um ihr Leben linger, gesiinder und besser zu machen« (Sunstein
und Thaler 2009: 15). Um dies zu erreichen, miissten natiirliche Bequemlich-
keiten des Menschen im Zeichen eines »libertiren Paternalimus« (ebd.) ausge-
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nutzt, das heiflt Infrastrukturen »ganz im Geiste der Kybernetik« (Stalder 2016:
229) umgestaltet und gerahmt werden, sodass es den Individuen fast unmerklich
leichter falle, sich »kliiger« zu entscheiden. Die subtile Vorgehensweise wurde
— trotz der Kritik, die im Nudging ein »behavioristisches Konditionierungspro-
gramme« (Brockling 2017: 189) ausmachte — in den letzten Jahren, besonders im
Zuge der Vergroferung der zur Verfiigung stehenden Datenmenge (Big Nudging),
in der Politik als effektives >Regierungswerkzeug« identifiziert, um die Biirger_in
vor Fehlurteilen und einer falschen Intuition besser zu schiitzen (vgl. Brockling
2017: 186 £.). Doch auch Unternehmen wie Facebook agieren als choice architects
und nutzen suggestive Mechanismen, um ein bestimmtes Verhalten ihrer User
im Modus von Reiz und Reaktion, Anstofl und Ausfithrung wahrscheinlicher zu
machen.

Wihrend die Aufgabe der Push-Nachricht auf dem Smartphone noch darin
besteht, die Nutzer_in auch mit Neuigkeiten — von friend requests bis hin zu Li-
kes — zu versorgen, um sie alsbald zuriick in den Loop des Nachrichten- und
Anzeigenstroms zu locken, werden die notifications auf der Plattform selbst mit
Signaltonen untermalt oder als rot aufleuchtendes Glockchen dargestellt. Tristan
Harris vom Center for Humane Technology erklirt dazu, dass rot wie eine »trig-
ger colour« wirke, deren Erscheinen zur Interaktion motiviere (Lewis 06.10.2017).
So markiere sie ein sanftes Stimulans, das mehr zum Reflex denn zur Reflexion
verfithrt, das heiflt die Nutzer_innen nicht nur >alarmiert, sondern bestindig zu
mehr engagement in-formiert.

Der Like-Button ist derweil der wichtigste Aspekt dieser suggestiv wirksamen
Infrastruktur.® Sean Parker nannte ihn einen »Dopamin-Schubc, ein Symbol
sozialer Bestitigung, das einen Gliicksstofs versetzt und im Rauschen des al-
gorithmisch kuratierten Newsfeeds bei jeder Betitigung einen tieferen Einblick
ins digitale Ich ermdglicht: Schon fiir die Kybernetik Wieners signalisiert jede
Entscheidung eine Information, und so bedeutet jede Reaktion in den Riickkopp-
lungsschleifen Facebooks (zum Beispiel fiir soziale Affirmation, Anteilnahme
etc.) nicht nur ein Sehen und Gesehenwerden, sondern fiigt dem Profil der Nut-
zer_in auch einen weiteren Datenpunkt hinzu, der tiber deren Konstitution —

6 | Einige weitere »anstoRige« Methoden listete zuletzt auch der Forschungsbericht »Deceived
by Design« der norwegischen Verbraucherschutzorganisation Forbrukerrddet auf, der unter an-
derem die Verdnderungen der Facebook-AGB im Rahmen der EU-Datenschutzgrundverordnung
untersuchte. Besonders konzentrierten sich die Forscher_innen auf »dark patterns«, ein mani-
pulatives Design, das das Verhalten der User subtil beeinflusst, das heifit es ist »used to nudge
users towards privacy intrusive options. The findings include privacy intrusive default settings,
misleading wording, giving users an illusion of control, hiding away privacy-friendly choices, take-
it-or-leave-it choices, and choice architectures where choosing the privacy friendly option requi-
res more effort for the users.« »Deceived by Design. How tech companies use dark patterns to
discourage us from exercising our rights to privacy«,27.6.2018: https://fil.forbrukerradet.no/wp-
content/uploads/2018/06/2018-06-27-deceived-by-design-final.pdf. S. 3.
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vom S6konomischen Status iiber das heimliche Begehren bis zur mentalen Disso-
nanz — Auskunft gibt. Wihrend der User also einer gewissen Bewertungsmacht
front, Likes oder Pokes (Anstupser) verteilt und sich im sozialen Austausch ibt,
werden seine Priferenzdaten beim stillen, nicht adressierten Empfinger Face-
book in einer Art »Stimmungsmanagement« erfasst. Das Unternehmen weifd
etwa, wann sich ein Teenager »gestresst«, »nervos«, »iiberfordert«, »unsicher«
oder »wertlos« fithlt, wann er einen »Selbstbewusstseinsschub benétigt«, und es
fir Anzeigekunden entsprechende Werbung schalten kann (Levin 01.05.2017).
Anders als sein Ex-Kollege Zuckerberg bezeichnete Parker den Like-Button so
auch nicht als »really valuable«’, sondern als »social-validation feedback loop [...]
exploiting a vulnerability in human psychology« (Solon 09.11.2017).

Die >Menschenkenntnis< der Plattform beschrinkt sich dementsprechend
nicht auf die emotionalen Schwerkrifte, sondern erméglicht auch ein breiteres
psychologisches Verstindnis. Bereits 2013 legte die unter anderem von dem um-
strittenen Stanforder Verhaltenspsychologen und Datenanalysten Michal Kosin-
ski durchgefithrte Studie Private traits and attributes are predictable from digital
records of human behavior (2013) dar, dass man anhand von Facebook-Likes die se-
xuelle Orientierung, ethnische Zugehorigkeit, religivse oder politische Ansichten
etc. mit hoher Wahrscheinlichkeit vorhersagen kénne. Zwei Jahre spiter lieferte
die Folgestudie Computer-based personality judgments are more accurate than those
made by humans (2015) noch weitere Erkenntnisse in puncto mathematischer
Genauigkeit der Vorhersagen, sodass klar wurde, dass man Individuen auf der
Basis von nur 10 »Gefillt mir«-Angaben besser profilieren kénne als eine Ar-
beitskolleg_in, mit 7o besser als eine Freund_in, mit 150 besser als einen nahe
stehenden Verwandte_n und mit 300 sogar besser als die Partner_in.

Auf der Basis derartiger personenbezogener Informations- und Datenerhe-
bungen, die aus dem feedbacklogischen Zusammenspiel von Reiz (Newsfeed)
und Reaktion (Like) hervorgehen, kristallisiert sich einerseits ein eigenes Wis-
sensregime heraus, das ein Unternehmen wie Facebook eine sowohl sozial als
auch epistemologisch wirkmichtige Position einnehmen lisst. Andererseits ver-
weisen die Erhebungen auf eine >Systematike, in der die mathematische Bedin-
gung der Technologie offen zu Tage tritt. Denn Kommunikation, Wissen und so-
ziales Verhalten, genau dafiir sorgen die »>sozialen< Netzwerke, werden hier we-
niger bedeutungsabhingig interpretiert als vielmehr ins Numerische iiberfiihrt
und maschinell lesbar gemacht. In diesem Prozess nimmt die Vorstellung von
Kommunikation, auch hier folgt man ganz Shannon und Weaver, bizarre Ziige
an: »Der Informationsbegriff [...] hat nichts mit Bedeutung zu tun [...], weil er
sich nicht mit einer einzigen Nachricht befasst, sondern vielmehr mit dem sta-
tistischen Charakter eines ganzen Ensembles von Nachrichten.« (Shannon und

7 | Zuckerberg: »The like button is really valuable because it's a way for you to very quickly
express a positive emotion or sentiment« (Costine 11.12.2014).
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Weaver 1949: 277, Ubersetzung d. Autor_innen) Trotz — oder gerade wegen — der ei-
gensinnigen Abkehr von inhaltlichen Spezifika glaubte Weaver, seine neue Theo-
rie der Kommunikation habe »letzten Endes [...] so durchschlagend reinen Tisch
gemacht [...], dass man nun, vielleicht zum ersten Mal, bereit ist fir eine wirkli-
che Theorie der Bedeutung« (ebd., Ubersetzung d. Autor_innen). Dieser Gedanke
erfihrt einerseits in Mark Zuckerbergs 2015 formulierter Wette auf »ein funda-
mentales mathematisches Gesetz«, das unseren »sozialen Beziehungen zugrun-
de liegt und die Balance bestimmt, fiir wen und was wir uns interessieren, ein
veritables Echo, um doch andererseits in einer experimentellen Plattformpolitik
— einer Art Social Engineering in Echtzeit — ganz praktisch weiterentwickelt zu
werden. Wie wir im Folgenden herausstellen, etabliert sich im Zeichen des ma-
thematischen Kommunikationsverstindnisses nicht nur das, was man mit Dieter
Mersch als eine »neue Form technoider Sozialitit« (Mersch 2013: 53) bezeichnen
kann, sondern auch eine kybernetische Gouvernementalitit, die insbesondere
machtpolitisch zu dekodieren ist.

2 Kybernetischer Plattform-Experimentalismus

Zuckerbergs Wette auf eine numerische Sozialitit spiegelt sich, praktischer ge-
wendet, in den privatwirtschaftlich gefirbten Redesigns menschlicher Beziehun-
gen, die zuletzt vor allem politische Effekte zeitigten. Dabei lassen sich nicht nur
die von Kosinskis Forschungen inspirierten Verfithrungskiinste opaker Firmen
wie Cambridge Analytica als Bestrebungen lesen, das Soziale in einer bestimmten
Weise ein- und auszurichten. Auch Facebooks eigene Versuche in puncto Steige-
rung der Wahlbeteiligung im Rahmen der US-amerikanischen Kongresswahlen
2010 durch die Einblendung sogenannter »I-voted«-Buttons sind Ausdruck des-
sen, was man einen grundlegenden datenbasierten Experimentalismus nennen
konnte. Zeigte man Facebook-Nutzer_innen damals in deren Timeline an, dass
enge Freund_innen von ihnen gewihlt hatten, stieg die Wahrscheinlichkeit, dass
sie selbst wihlen wiirden, immerhin um o.14 Prozent (vgl. Fichter 2017; vgl. Bond
u. a. 2012). Zwei Jahre spiter veroffentlichten Facebook-Forscher im Verbund mit
Kommunikationswissenschaftlern eine weitere Studie, die eine Korrelation zwi-
schen wahrgenommenem Social-Media-Inhalt und emotionaler Stimmung auf-
zeigte: Blendete man den Nutzer_innen weniger positive Nachrichten und Pos-
tings ein, produzierten diese in statistisch signifikanter Weise mehr negative Re-
aktionen und Kommentare — die Forscher nennen diesen Effekt »emotionale An-
steckung« (Kramer, Guillory und Hancock 2014). In beiden Fillen fokussierten
die facebookeigenen Forschungen die Fragen, inwiefern und durch welche Tech-
nologien sich das Aktivititslevel der Nutzer_innen steigern beziehungsweise sich
ein spezifisches Verhalten initiieren liefle. Gleichzeitig stlitzten sich beide Ver-
suchsdesigns auf die Mechanismen der positiven Riickkopplung (Feedback) im

- am 13.02.2026, 16:05:43.

65


https://doi.org/10.14361/9783839444399-003
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

66

Felix Maschewski und Anna-Verena Nosthoff

Verbund mit einem nunmehr als adaptiv oder gar imitativ verstandenen Verhal-
ten.

Es ist aufschlussreich, in diesem Zusammenhang die hier wirksamen kyber-
netischen Grundannahmen - auch in ihrer Historie — kurz zu skizzieren: Denn in
der Tat lisst sich die von Facebook implizit vorausgesetzte und gleichzeitig prak-
tisch forcierte Subjektivitit durchaus — und vielleicht in erster Linie — ideenge-
schichtlich auf die Wissenschaft der Regelung und Steuerung von Mensch und
Maschine zuriickfithren. Deren Grundannahme beruht, so stellt Tigqun heraus,
auf einer

»radikal neue[n] Konfiguration des individuellen oder kollektiven Subjekts im Sinne einer
Entleerung. Sie disqualifiziert die Innerlichkeit als Mythos [...]. Es geht nicht mehr darum,
das Subjekt aus den traditionellen duBeren Bindungen herauszureien, wie es die liberale
Hypothese vorsah, sondern darum, eine soziale Bindung zu rekonstruieren, indem dem
Subjekt jede Substanz entzogen wird. Jeder muss zu einer fleischlosen Hiille werden, zum
bestmdglichen Leiter der gesellschaftlichen Kommunikation, zum Ort einer unendlichen
Rickkopplung, die reibungslos vonstattengeht.« (Tigqun 2007: 32)

Tatsichlich stiitzt sich die Kybernetik, mal explizit, mal implizit, auf das Bild ei-
nes nurmehr reagierenden — dabei jedoch nicht passiv verstandenen, sondern
vielmehr aktivierten — Subjekts, wobei vor allem die In- und Outputs fiir eine
gelingende Steuerung, die im Kontext der Programmatik von Facebook und Co.
zunehmend auf eine eigeninitiierte Selbstregelung setzt, relevant scheinen.® So
untersuchte etwa Gregory Bateson (1960) das »adaptive Verhalten« von Indivi-
duum und System und argumentierte zudem der kybernetische Staatsrechtler
Eberhard Lang fiir eine existenzielle »Weisungsbediirftigkeit« (Lang 1966: 63 f.)
des Menschen, zu deren Schaffung auch — diese Stof3richtung spiegelt gegenwir-
tig auch Kosinskis Forschung — »Psychoanalyse, Psychologie des Unbewufiten«
wie auch die »Verhaltensforschung« (ebd.) beitragen konne. Gleichzeitig sei, wie
Lang weiter ausfithrt, »die wirkliche Natur des Menschen [...] mit seiner Bequem-
lichkeit, Tragheit, Hartnickigkeit, seinen Phantasiegebilden, seiner mangelnden
Ubersicht« (ebd.) zu erfassen.

Vor diesem Hintergrund korrespondierte die Kybernetik fiir Norbert Wiener
mit einer Kunst der Antizipation, die nicht nur darum bemiiht war, Verhalten
vorauszusehen, sondern es vielmehr durch die kontinuierliche Einspeisung neu-
er Informationen vorhersagbar, das heifdt wahrscheinlicher, zu machen. Nahm
diese Praxis einer »Gouvernmentalitit der Zukunft« (Mersch 2013: 54) ihren Aus-
gang in den militaristisch grundierten Forschungen rund um den sogenannten
anti-aircraft predictor, in deren Zuge Wiener bereits die erratischen Bewegungen
des Piloten feedbacklogisch und im Kontext einer zu optimierenden Interaktion

8 | Vgl. zur Distinktion - auch in kybernetikgeschichtlicher Hinsicht - zwischen Steuerung und
(Selbst-)Regelung ausfiihrlicher Maschewski und Nosthoff 2019.

- am 13.02.2026, 16:05:43.



https://doi.org/10.14361/9783839444399-003
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Netzwerkaffekte

zwischen Mensch und Maschine deutete, formulierte ein gemeinsam mit Julian
Bigelow und Arturo Rosenblueth (1943) verfasstes Paper schlieflich eine neobe-
havioristische Theorie des menschlichen Verhaltens. Dieses entwarf eine fundie-
rende Hypothese fiir die »Grundwissenschaft« (Heidegger) Kybernetik selbst —
und damit notwendigerweise auch fuir die sich spitestens seit den 1970er Jahren
fortlaufend ereignende umfassende Kybernetisierung des Sozialen:?

Man entschied sich,

»Organismen und Objekte als»Black Boxes«zu betrachten, sich also nicht mit Spekulationen
Uber ihre interne Organisation aufzuhalten, sondern sie hinsichtlich objektiv messbarer
Reize und Reaktionen zu untersuchen. Einmal mehr wurde hervorgehoben, dass Fragen
nach Materialitdt, Substanz oder»Wesen«der Untersuchungsgegenstande vernachlassigbar
waren. Was z&hlte, war lediglich ein abstraktes »Verhalten, das im weitestméglichen Sinne
definiert wurde als»any change of an entity with respect to its surroundings««. (Seibel 2016:
96)

Im Zuge der von Tiqqun beschriebenen »Entleerung« des Subjekts wurde die
Innerlichkeit sodann als weites Experimentierfeld aufgefasst, das es fortan — mit-
unter {iber die Gestaltung von Umwelten — zu bespielen galt. In dieser Hinsicht
sind auch die bereits erwidhnten Experimente der »Entscheidungsmaschine«
(Wiener 1988) Facebook keineswegs darauf ausgerichtet, in irgendeiner Form die
Beweggriinde fiir individuelles Verhalten zu untersuchen. Vielmehr geht es bei
ihnen einzig um messbare In- und Outputs — um quantifizierbare Reaktionen, die
okonomisch verwertbar sind. Dementsprechend lassen sich die verhaltenspsycho-
logischen Taktiken Facebooks (von seiner Struktur unablissiger und bestindiger
Aktivierung tiber die bereits charakterisierten digitalen, plattformeigenen Nudges
(notifications, Push-Up-Nachrichten etc.) bis hin zur Instrumentalisierung von
sogenannten »Third-Party-Actors«, wie die bereits erwidhnten experimentellen
Versuche) als systematische Bestrebungen im Kalkiil einer neoliberalen Verwer-
tungslogik lesen. In dieser Perspektivierung erscheinen sie als 6konomische
Incentivierungen, die umso besser funktionieren, je stirker man sich auf eine
kybernetisch durchdesignte Kommunikationsstruktur und entsprechende Beha-
viorisierungen kapriziert. Mit dem von Wiener akzentuierten militaristischen
Freund-Feind-Schema eint Facebooks Plattformpolitik dann die Absicht, Komple-
xitit und Kontingenz moglichst in Echtzeit und selbstregulativ handhabbar zu
machen.

9 | Vgl. hierzu die Diagnosen von Tigqun 2007, Hagner und Horl 2008, Mersch 2013 und Gallo-
way 2004, die je - in unterschiedlicher StoRrichtung und Perspektivierung - die These vertreten,
dass der gegenwértige Prozess der Digitalisierung in erster Linie unter den Vorzeichen einer
umfassenden Kybernetisierungsbewegung zu deuten ist.
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Dabei geht die plattformlogische Formalisierung und Funktionalisierung der
Kommunikation, hier folgt man ganz Shannon und Weaver, mit einer paradigma-
tischen Korrelation einher, die das Maf an Freiheit in Abhingigkeit zur Anzahl an
Wahlmoglichkeiten setzt. Demgemif gilt auch fiir Facebook ein weiteres simples
kybernetisches Postulat: Je grofRer die Auswahl, desto grofier die Freiheit. So miin-
det die Mathematisierung der Kommunikation nicht nur in der Quantifizierung
des Gesendeten und Entschliisselten, sondern auch in einem wesentlich nicht-
normativen Verstindnis von Freiheit; in einer Freiheit also, die man nurmehr
im Rahmen einer méglichen Entscheidung zwischen vorgegebenen Alternativen
verortet und als potenziell Kontrollierbares zu operationalisieren sucht. In der
Konsequenz funktioniert effektive Beeinflussung, das ist auch den nichtgewihl-
ten Regent_innen der Plattformen bewusst, nicht linger klassisch-disziplinarisch
iiber die Internalisierung extern vorgegebener Normen, sondern vielmehr tiber
die Ausrichtung der Affekte. Entsprechend lassen sich ganz neue Formen der Re-
gulierung und nicht zuletzt auch der Regierung ausmachen, die im Folgenden
beleuchtet werden.

3 Das Verschwinden des Subjekts

Beschrieb Foucault noch die Orientierung an numerischen Statistiken als cha-
rakteristisch fuir die klassisch-biopolitisch geregelte Bevilkerung, etabliert sich
im Zusammenhang der kybernetischen Verséhnung von Freiheit und Kontrolle
eine Transformation der Regierungstaktik: Diese operiert mit immer komplexer
werdenden Datenmengen (Big Data), denen keine stiitzende Hypothese, keine
vorgeordnete Theorie oder Annahme mehr zugrundeliegt. Vielmehr zielt sie auf
die blofe Operationalitit feedbackbasierter Riickkopplungen. Inhalt und Seman-
tik, der Appell an das individuelle Gewissen, die Interpellation des Subjekts wie
auch die Intentionen oder Beweggriinde einer Handlung, der Umweg iiber das
reflexive Vermogen des Einzelnen und nicht zuletzt die Internalisierung spezifi-
scher Normen spielen fiir die Ab- und Ausrichtung des Verhaltens lediglich eine
untergeordnete Rolle. Vor dem Hintergrund dieser neuen datenbasierten Regie-
rungskunst ersetzt die Operation mit Korrelationen den linearen Fokus auf Kau-
salitit, die mit Wahrscheinlichkeiten kalkulierende, pridiktive Antizipation die
Ursachenforschung.

Mitunter lisst sich also ein Gestaltwandel der biopolitischen Regulierung'
erkennen: Beschrieb Foucault einst, wie die Familie ihre Funktion als Symbol-
bild im Zuge der Gouvernementalisierung des Staates verlor und sukzessive zu
einem marginalen Faktor in einer umfassender angelegten, mathematisch repri-
sentierbaren Bevolkerung wurde (vgl. Foucault 2006: 143-163), verliert das Indi-

10 | Vgl. fir eine Interpretation Facebooks im Kontext der Foucaultschen Uberlegungen zur
Biopolitik Herder 2018.
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viduum als isoliertes Subjekt in der Netzwerkgesellschaft seinen Ort. Seine Er-
setzung durch einen »black-boxed actor« (Galloway 12.04.2010) geht dabei ein-
her mit einer Verortung im Kontext, das heifdt im Rahmen von Relationen, Be-
ziehungen und Umwelten. Die Konturen des Individuums werden in der Folge
pords, die Distinktion zwischen Innen und Auflen, zwischen dem Privaten und
Offentlichen obsolet, sodass das Subjekt sich zunehmend auf eine Schalt- und
Relaisstation gesellschaftlicher Verkehrssysteme reduziert. Die familienbezoge-
ne Symbolpolitik der feudalen Gesellschaft kehrt dabei allenfalls unter dem Em-
blem einer globalen >Community« zuriick, die in der Diktion Facebooks jedoch
nichts weiter markiert als einen leeren Signifikanten, der zu besetzen versucht,
was auch im neo-feudalen System im Verschwinden begriffen ist. Denn im Zu-
ge von digital-korrelativen Erzeugungsmechanismen ist das Individuum im klas-
sisch reprisentativen Sinne kaum noch sichtbar — allenfalls kennzeichnet es ei-
nen Knotenpunkt im Zusammenhang mit sich dhnlich Verhaltenden, es bewegt
sich immer im Kontext von patterns, ist mehr Profil denn Subjekt. »Das Subjekt
verschwindet«, schrieb bereits Jean Baudrillard vor dem expliziten Hintergrund
eines umfassenden Kybernetisierungsprozesses tiber diese breit angelegte Auflo-
sungserscheinung: »[D]as Subjekt des Willens, der Freiheit, des Vorstellens, das
Subjekt der Macht, des Wissens, der Geschichte verschwindet, aber es lisst ein
Gespenst zurtick« — einen digitalen Doppelginger, der »alles umhiillt und in eine
riesige Oberfliche verwandelt, die ein leeres, der Realitit entfremdetes Bewusst-
sein widerspiegelt« (Baudrillard 2008: 18).

Algorithmisch generierte Empfehlungen oder der Newsfeed Facebooks iiber-
zeugen dabei nicht mit Inhalten, sondern adressieren eine Schwarmintelligenz,
der es ratsam scheint, zu folgen: Kunden, die sich fiir diesen Artikel interessierten,
interessierten sich auch fiir ... Ein Freund hat dich dazu eingeladen, eine Seite mit
»Gefillt mir« zu markieren. Solche Diktionen und Direktionen zielen weniger auf
das individuelle Profil als auf die Verbindungen zwischen Profilen, das mathe-
matisch abbildbare Verhalten zu etwas. Der Pionier des gegenwirtigen digitalen
Netzwerk-Engineerings und Direktor des MIT-Media-Labs, Alex Pentland, nennt
diesen zwischenmenschlichen Zusammenhang »peer-to-peer behavior« (Pent-
land 04.03.2014) und bezieht sich damit auf die Tatsache, dass erwiinschte Hand-
lungen umso wahrscheinlicher sind, je enger die Bindung zu solchen Menschen
ist, die sich bereits wunschgemif} verhalten. Im Kontext des »I-voted«-Buttons
etwa stieg die Wahrscheinlichkeit daftir, dass jemand wihlen ging, erst dann
signifikant, wenn enge Freund_innen dies ebenso taten. Der simple, aber wirk-
same Imperativ der Aktivierung lautet fiir Pentland diesbeziiglich: »Engagement
requires interaction« (Pentland 2014: 77).

In dieser systemischen Betrachtungsweise geht es also kaum mehr um Re-
gulierungsmafnahmen, sondern um die Antizipation der kommenden Bewe-
gung(en) unter besonderem Einbezug der Umwelten. Neben den >Netzwerkaf-
fekten< konturiert sich hier die Hypostasierung einer neuen anthropologischen
Pramisse, die auch den Theorien des Nudgings zu Grunde liegt: der des homo
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imitans, des sich anpassenden, sich bestindig ausrichtenden und auszurechnen-
den Akteurs." Genereller gesprochen wird das Subjekt tiber ein ihm vorausge-
hendes und vorgeordnetes Netz definiert und nurmehr als zu behandelndes Ob-
jekt in einer Prozesslogik wahrgenommen. Mit Antoinette Rouvroy kann man so
schlieflich eine ironische — eher dialektische — Wendung deduzieren, denn das
System »vermeidet sorgfiltig jegliche direkte Konfrontation und den Zusammen-
stof mit Menschen aus Fleisch und Blut«, sodass das Subjekt, das zwar bestindig
emotional affiziert wird, letztlich nur noch als »ein sich bestindig entwickelnder
sDatenkérper« auf den Plan — und somit eben nicht mehr in Erscheinung — tritt
(Rouvroy 2013: 159, Ubersetzung der Autor_innen). Daher bedarf es auch kaum
mehr »Normens, die [...] fiir Individuen verstindlich und verfiigbar bleiben, da-
mit diese ihr Verhalten vergleichen und abstimmen kénnen« (ebd., Ubersetzung
der Autor_innen). Normative Festschreibungen sind zur flexiblen Ausrichtung
und Bahnung der digitalen Kanile nicht linger relevant:

»In such a governmental context, the subjective singularities of individuals, their personal
psychological motivations or intentions do not matter. What matters is the possibility to
link any trivial information or data left behind or voluntarily disclosed by individuals with
other data gathered in heterogeneous contexts and establish statistically meaningful corre-
lations. The process bypasses individual consciousness and rationality [...] and produces
their »effects of government« by anticipatively »adapting« the informational and physical
environment of persons according to what these persons are susceptible to do or wish, not
by adapting persons to the norms which are dominant in a given environment.« (Ebd.)

In diesem Zusammenhang lisst sich auch die Taktik des Mikrotargetings lesen,
eine individualisierte Bespielung algorithmisch ermittelter Profile mit sogenann-
ten dark ads, die der Offentlichkeit weder zuginglich noch fiir sie nachvollziehbar
sind. In dieser opaken Praxis manifestiert sich nicht nur ein neuer Strukturwan-
del, sondern auch die Abwesenheit jeglicher Méglichkeit, iiberhaupt normative
Diskurse zu fithren, geschweige denn sich — klassisch diskurstheoretisch gespro-
chen - iiber den deliberativen Austausch zu den artikulierten Inhalten zu posi-
tionieren. Das rekursive Paradoxon liegt hier allein schon darin begriindet, dass

11 | Rainer Miihlhoff hat in ganz &hnlicher Hinsicht unter besonderer Beriicksichtigung des
»user experience designs« drei grundierende Strukturmerkmale fiir die die Unmiindigkeit der
User gezielt ausnutzende und verstarkende Interaktionsmodi mit digitalen devices aufgezeigt:
Nutzerverhalten gilt demnach als »auf einer pré-reflexiven, mit sozialen und affektiven Stimuli
arbeitenden Ebene beeinflussbar. [...] Es besteht die Tendenz, Nutzerverhalten flichendeckend
statistisch zu vermessen und auf Grundlage solcher Daten pradiktiv zu modellieren.« Zudem wer-
den »Einblicke in die technischen Strukturen, Algorithmen und Plattformen [...] der durchschnitt-
lichen Nutzer_in gezielt vorenthalten; der verstdndige Umgang damit bleibt den technologisch
versierten Menschen vorbehalten« (Miihlhoff 2018: 551).
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Normen ihrerseits idealiter Ergebnisse eines moglichst rational grundierten ge-
sellschaftlichen Aushandlungsprozesses sind — und dieser wiederum in einem
essenziellen Spannungsverhiltnis mit der privatisierten und aufmerksamkeits-
Skonomisch orchestrierten Ausrichtung zeitgendssischer Plattformen steht.

Selbst dort, wo Normen noch partiell Entscheidungsmacht ausstrahlen - et-
wa bei der Frage nach Zensur von Fotografien und Videocontent auf Facebook —
werden diese sukzessive Teil eines entscheidungslogisch vorstrukturierten Pro-
gramms, verkiirzt auf einen Klick auf skalierbare Optionen, die wiederum allen-
falls Big-Data-basierte und -generierte Zugehorigkeiten erzeugen. So schreibt Zu-
ckerberg in seinem Manifest Building Global Community Anfang 2017:

»The guiding principles are that the Community Standards should reflect the cultural norms
of our community, that each person should see as little objectionable content as possible,
and each person should be able to share what they want while being told they cannot share
something as little as possible. [...] The idea is to give everyone in the community options
for how they would like to set the content policy for themselves. Where is your line on
nudity? On violence? On graphic content? On profanity? What you decide will be your
personal settings. We will periodically ask you these questions to increase participation
and so you don’t need to dig around to find them.« (Zuckerberg 02/16/2017)

In dieser Fokussierung auf Aktivierung und Skalierbarkeit, der Mathematisierung
des Normativen, vermittelt Facebook also keine einseitig aufgeladenen Bilder, kei-
nen dezidierten Inhalt (die Firma vermarktet genau auf dieser Basis auch so »tiber-
zeugend« und effektiv die These von der vermeintlichen eigenen ideologieresis-
tenten >Neutralitit<) und verfolgt keine artikulierte politische Agenda: »I've spent
a lot of time over the past year reflecting on how we can improve our commu-
nity governance. Sitting here in California, we're not best positioned to identify
the cultural norms around the world« (ebd.), schreibt Zuckerberg vermeintlich
bescheiden und inklusiv in seinem Manifest. Das »Hey, dul«, in dem Althusser
noch den auffordernden Gestus klassischer Ideologien versinnbildlicht sah, ver-
liert in der Folge seinen verordnenden Tonfall. Stattdessen bemiiht die Plattform-
logik vielmehr das, was Dieter Mersch unter indirektem Bezug auf die berithmte
Marxsche Formel vom sich selbst verwertenden Wert als » Kommunikation hecken-
de Kommunikation« (Mersch 2013: 41) bezeichnet: Ein panta rhei der Kommunika-
tion, dem es einzig um die Aufrechterhaltung ihres eigenen Fliefens geht. Das
Individuum wird dabei gezielt angesprochen — jedoch vor dem Hintergrund ei-
ner grofler angelegten Entpersonalisierung, die sich durch die opake Schichtung
des Anzeigenmarketings und umfassende Black Boxes ihren Kanal bahnt: Wer
oder was das Targeting und mit ihm subtile Verhaltensmodulation betreibt, wer
oder was die individuelle »line on nudity« oder »on violence« fiir die passgenaue
Ausrichtung welcher Anzeige nutzt, bleibt — trotz diverser Transparenzinitiativen
und -applikationen — weitestgehend unklar (vgl. Pasquale 2015; Christl und Spie-
kermann 2016).
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Die Architekt_innen der Infrastruktur jedenfalls kiimmert insgesamt weni-
ger das, was explizit durch den Informationskanal flieft, als vielmehr der Kanal
selbst. Fiir Facebook ist das Gesagte nicht von Belang, allenfalls die Abweichung
vom vorgegebenen Register, die Unterbrechung oder Stérung des Flusses selbst
wird registriert — als noise, Sand im Getriebe, der entweder gleichsam als wei-
tere Information in den Dienst der universellen Einhegung genommen wird —
oder aber, als Anderes, Nicht-Einhegbares (wie im Falle von iibertriebenem Hate
Speech, Selbstmord- und Enthauptungsvideos), zensiert werden muss. Auch die-
ses reduktive Verstindnis lisst sich ideengeschichtlich auf eine urkybernetische
Pramisse zuriickfithren: die Annahme einer notwendigen Korrelation zwischen
dem Ausmafl an Demokratisierung und der Intensitit der Kommunikation, die
letztlich die Konzentration auf die alleinige Regelung und Ausrichtung von Kom-
munikationsstrémen auf den Plan ruft, wobei deren (politische) Inhalte und Se-
mantik kaum mehr eine Rolle spielen.

Dieser Facette entspricht im Kontext der netzwerklogisch durchdrungenen
und plattformbasierten Gegenwartskommunikation eine entsprechende Prifor-
mierung wie auch die immer offenkundiger werdende Tatsache, dass das »ver-
netzte Soziale ein entscheidungslogisch >gerichtetes< und damit verschlossenes
Soziales ist« (Mersch 2013: 65). Dieter Mersch hat darauf hingewiesen, dass der
Shannon-Weaversche Informationsbegrift in dieser Hinsicht vor allem homolog
zu verstehen ist, weil er immer schon auf eine »Strukturalitit« verweist. So rekon-
struiert er »nicht den intuitiven Begriff der Information, sondern definiert ihn im
Rahmen des mathematisch Modellierbaren« (ebd.: 61). Aus dieser Perspektive er-
scheinen diverse Facebook-Tools allenfalls wie eine technologisch implementier-
te Verlingerung dieses frithen informationstheoretischen Paradigmenwechsels:
Exemplarisch wird dem Individuum eine Vielzahl an Variablen und Optionen ge-
boten — auf Facebook gibt es mittlerweile etwa sechzig potenzielle Geschlechter
sowie eine bestindig wachsende Zahl an Emoticons, wihrend der Messenger di-
verse 3D-Masken mit Spezialeffekten bietet —, doch jenseits der breiten Auswahl
wird vor allem eine konstitutive Logik flagrant, die die Modi der Responsivitit
und deren ertragreiche Verwertungsmoglichkeiten im kybernetischen Kapitalis-
mus entscheidend prigt. Je priziser die Wahl, je spezifischer die Selektion inmitten
eines immer grofler werdenden Spektrums an Auswahlméglichkeiten, desto de-
finierter das individuelle Profil und — mit Shannon und Weaver gedacht — desto
wertvoller, das heift aufschlussreicher die Information. Andreas Bernard verweist
so folgerichtig auf das Paradox, »dass die Freiheitsversprechen der Pionierjahre
zwar weiterhin die ideologischen Grundlagen aller neuen Gerite [...] liefern [..],
die Verfahren der Individualisierung aber [...] nicht mehr darauf abzielen, das Sub-
jekt zu zerstreuen, sondern dingfest zu machen« (Bernard 2017: 40).
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Kybernetische Gouvernementalitat

In Facebooks Verwandlung der Kommunikation in eine algorithmisch lesbare,
das heifit eine entscheidungslogisch formalisierte Operation konkretisiert sich
somit letztlich das, was das Autorenkollektiv Tigqun schon vor einigen Jahren als
»kybernetische Hypothese« bezeichnet hat: die kontrollgesellschaftliche Perspek-
tive, nach der soziale Verhaltensweisen nicht nur »als voll und ganz programmiert
und neu programmierbar zu betrachten« (Tigqun 2007: 12 f) sind, sondern auch
im Modus eines feedbacklogischen Regelkreises bespielt, das heifdt indirekt be-
wegt werden kénnen: »Wer die Kommunikativitit kontrolliert, kontrolliert nicht
nur den Menschen, sondern auch das, was sie entscheiden, sagen, wiinschen
oder tun und lassen.« (Mersch 2013: 54 f.) So lassen sich tiber die »soziale In-
frastruktur« Facebooks nicht nur spezifische Muster, Gewohnheiten, Interessen
und Bediirfnisse dekodieren und kalkulieren. Diese kénnen — darin begriindet
sich sowohl das Werbeversprechen als auch der Erfolg des Unternehmens — auch
kommunikativ intensiviert und qua Newsfeed ausgerichtet werden.

Dabei ist zu betonen, dass die kybernetische Regierungspraxis nicht als ei-
ne unidirektional-digitale machine d gouverner agiert, die per Knopfdruck Massen
bewegt. Die heutigen Kontrollreflexe sind subtiler, fokussieren eine incentivier-
te, systematische Selbstoptimierung wie -regulierung und assoziieren so neoli-
beralen Geist mit kybernetischem Steuerungswissen. Im Zentrum stehen weder
Disziplin noch Befehl, weder direkte Manipulation noch autoritires Controlling,
sondern Verfithrungen, Verlockungen, Anstéf3e, Einfliisterungen — kurz: das Ma-
nagement von Affekten. So gilt auch fiir Facebooks Regierungstaktik: »Das Genie
des Herrschens besteht darin, die Aufgaben des Herrschers von den Beherrschten
erledigen zu lassen« (Bauman und Lyon 2013: 75).

Dem Unternehmen geht es nicht darum, eine Art gleichschaltenden Uber-
wachungsstaat zu formieren und damit das hierarchische Register der Unter-
driickung zu verfolgen, sondern um die Codes der Entfaltung. Daher bedarf es
eines bestindigen Ausbaus der Kanile, einer Vervielfiltigung der Optionen und
Entscheidungspfade, ganz im Zeichen autopoietischer Systeme. Man adressiert
einen kommunikativen Moglichkeitssinn, verfolgt nicht »die Information als
Information, sondern [...] die bedingungslose Aufrechterhaltung ihrer Zirkula-
tion« (Mersch 2013: 50). Entsprechend versagt sich das >Reglement< der Platt-
form — darin begriindet sich auch die anfingliche Ablehnung von Initiativen wie
dem Netzwerkdurchsetzungsgesetz und iiberhaupt fixen Setzungen und Geset-
zen — einer eindeutigen Direktion; es geht ihm vielmehr um das konsequente,
betriebssichernde FlieRen der Kommunikationsstrome, das AnstofRen und die
Ermoglichung von Feedbacks. Die einzige Stinde — dies kann man auch in der
Kommunikations- und Entschuldigungspraxis Zuckerbergs bei den letzten Skan-
dalen beobachten — wire es demgemif, sich zu ex-kommunizieren, nicht mehr
dem informativen Rauschen zu lauschen und keine Mitteilung zuzulassen.
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Eine solche Ausrichtung ist nach Dieter Mersch trotz ihrer verallgemeinerten
Responsivitit auch als eine »Form der Konditionierung« (ebd.: 51) zu lesen. Denn
obgleich sie weder explizit politisch noch apolitisch ist, bemiiht sie unter dem
Deckmantel semantischer Indifferenz vor allem eines: den Imperativ des kon-
nektiven (Selbst-)Anschlusses. Die Affirmation der kommunikativen Vernetzung
markiert so eine immer schon vorgelagerte Grundbedingung und Positivitit und
geht — im Falle Facebooks — zugleich mit der Verabsolutierung einer spezifischen
Kommunikationsform einher, die das Soziale (und Politische) als maschinenles-
bare Abstimmungsfolge, das heifit als Numerisches, aus- und zurichtet.

So mag es kaum verwundern, dass das >soziale« Netzwerk zuletzt den Boden
fur Ideen bereitete, die tiber entsprechende Buzzwords — von der »direct tech-
nocracy« iiber »smart states« bis zum »government as platform« — nicht nur re-
alpolitisches Interesse erfahren (vgl. Maschewski und Nosthoff 2018b), sondern
Staatsmodelle beschreiben, in denen sich die Gesellschaft iiber eine algorithmi-
sche Mechanik und Big Data, das heifst einen bestindigen Fluss der Ratings, koor-
diniert, (selbst-)reguliert und organisiert. Derartige Automationshorizonte schei-
nen nicht nur kybernetische Regierungskonzepte, etwa Karl Deutschs Vorstellung
eines Staats als Regelkreismodell, zu reaktivieren, sondern — heute mit anderen
Moglichkeiten als die fritheren >Technokraten«<— einen »Systemwechsel< zu avisie-
ren, der die parlamentarische Demokratie als zu langsam, zu wenig partizipativ
und smart, zu unflexibel, als schlicht unzeitgemifd zu entlarven wiinscht.

Vor diesem Hintergrund schligt die emotionskybernetische Infrastruktur
Facebooks eine durchaus interessante Volte, denn indem sie das Individuum
bestindig affiziert, anst63t, anspricht und engagiert, tut sie dies schliellich nur,
um es als Ansammlung von Datenpunkten in Datenbanken zu erfassen, das
heiflt in Datenpakete zu segmentieren, um es im nichsten Schritt zu kommer-
zialisieren und gleichsam zu regieren. Nicht von ungefihr spricht Zuckerberg
davon, dass »Facebook eher einer Regierung gleicht als einem Unternehmenc;
davon, dass es sein Ziel sei, den Usern zu »dienen«."”? In dieser emblematischen
»Zweckdienlichkeit« reflektiert sich nicht zuletzt eine klassisch-gouvernementale
Aufgabe, die Foucault La Perriére entnahm: »[D]iese Dinge, deren die Regierung
sich annehmen muss]...] [,] sind die Menschen [...] in ihren Beziehungen, in ihren
Bindungen und ihren Verflechtungen.« (Foucault 2006: 146) Dieser Prozess der
Gouvernementalisierung fillt in der datenaffinen Gegenwart auf einen fruchtba-
ren, kybernetisierten Boden, der Affekte und eben jene »Verflechtungen« iiber
effektive Ruckkopplungsmechanismen kategorisier- und bespielbar macht.

Facebook selbst ist dabei nicht als isolierte Plattform zu begreifen. Das ky-
bernetische Regierungssystem, das Zuckerberg Stiick fur Stiick ins Werk setzt,
ist vielmehr zu einem mehrheitstauglichen Dispositiv geworden, das sich suk-
zessive nicht nur in das gesellschaftliche, sondern auch das politische Imagina-
re einsenkt. Von den erwihnten neokybernetischen Regierungsmodellen, die auf

12 | Vgl.Klein 02.04.2018 beziehungsweise Frenkel und Roose 21.03.2018.
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datenbasierte Selbstregelungsprozesse setzen, bis hin zu den >Updates< diploma-
tischer Beziehungen durch die Ernennung von digital ambassadors zur Stirkung
der Bindung zum Quasi-Staat Silicon Valley, lassen sich diverse Anzeichen aus-
machen, die eine grundlegende Machtverschiebung kennzeichnen. Dabei geht es
nicht nur um die realpolitisch nachvollziehbaren Ubernahmen solutionistischer
Denkmodelle und Praktiken. In erster Linie sind diese als Konsequenzen von sich
fast unmerklich den Weg bahnenden Diskursverschiebungen zu deuten: Sprach
Zuckerberg einst davon, dass nicht mehr auf Facebook zu sein »fast einen Nach-
teil« darstelle, ist dies mittlerweile zum Hauptargument selbst einiger Facebook-
Kritiker_innen im Kontext der Debatte um #deletefacebook oder #regulatefacebook
geworden. Dass Facebook und die hiermit verbundene Vernetzungslogik heute
unverzichtbar scheint, ist so nicht zuletzt auch Verdienst einer effektiven Rheto-
rik.

Heute kime es neben dem Aufbau »organisierter«, das heifdt nachhaltiger
und unabhingiger Netzwerke (Geert Lovink) also vielleicht zunichst darauf an,
»disruptive< Metaphorologien nachzuzeichnen und ihre Diskurseffekte machtpo-
litisch in Frage zu stellen. Konkret hiefle das etwa, damit anzufangen, »soziale«
Netzwerke nicht weiterhin als »soziale Netzwerke« zu bezeichnen. Stattdessen
wiren sie als dasjenige zu benennen, was sie sind: privatisierte, damit also weder
egalitire noch per se demokratische — und am allerwenigsten neutrale — Macht-
gefliige.
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