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1. Emleitung

Big Data und die daraus gewonnen Informationen wirken in weite Teile
moderner Demokratien hinein. Anbieter grofer Internetplattformen nut-
zen Daten oder Datenspuren ihrer Mitglieder, um Informationsstrome
zu optimieren (Foster et al. 2020). Politische Entscheidungstrager nutzen
Daten, um gesellschaftliche Prozesse besser zu steuern, sei das bei der
Bekidmpfung von Kriminalitit (Lynch 2018), bei der Verbesserung der Ge-
sundheitsversorgung (Pan et al. 2017) oder in der modernen Stadtplanung
(Glaeser 2019), um nur ein paar Beispiele zu nennen. Parteien, Politikerin-
nen und Politiker nutzen Daten, um den Erfolg ihrer Wahlkampagnen zu
maximieren (Nickerson und Rogers 2014).

Die Nutzung von Daten in diesen Kontexten ist nicht neu. Was sich
verandert sind die Datentypen, die fiir diese Aktivititen verwendet werden
und die Art und Weise, wie sie verwendet werden. Traditionelle Daten-
quellen, wie ein Zensus der Bevolkerung oder andere grof$ aufgesetzte
Bevolkerungsbefragungen, erscheinen oft zu langsam in einer Welt, in
der Entscheidungen schnell getroffen werden miissen und sich soziale Ge-
gebenheiten schnell dndern (Lane 2020). Immer hiufiger werden deshalb
sogenannte digitale Datenspuren verwendet.!

Als digitale Datenspuren werden Daten bezeichnet, die sich aus der In-
teraktion von Individuen mit digitalen Geriten oder Online-Informations-
systemen ergeben (Howison et al. 2011, S.769). Dazu gehoéren Transakti-
onsdaten von Zahlungssystemen, Telekommunikationsnetzen, Webseiten,
Smartphone-Apps und Sensoren (Stier et al. 2020). Die Begeisterung fiir di-
gitale Datenspuren rithrt vor allem von der Feinkérnigkeit der Daten her,
die es ermdglichen, individuelle und soziale Verhaltensweisen und Verhal-
tensanderungen in hoher Frequenz und in Echtzeit zu beobachten. Da-
riber hinaus handelt es sich um nicht-teilnehmende Messungen, d.h. die

1 Einen Uberblick Gber digitale Datenspuren liefern Keusch und Kreuter (2021), wir
verwenden in diesem Beitrag einige der dort prasentierten Materialien.
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Datenerhebung erfolgt, ohne dass die beobachtete Person aktiv dazu etwas
beitragen muss.?

In diesem Beitrag zeichnen wir nach, wo digitale Datenspuren entste-
hen, wenn sich Nutzerinnen und Nutzer im Internet und auf sozialen Me-
dien bewegen und wie diese verarbeitet und genutzt werden, um Inhalte
gezielt und personalisiert zu verbreiten und zu bewerben. Ein grundlegen-
des Verstindnis der Funktionsweise und der Prozesse um die Erhebung
und Nutzung von digitalen Datenspuren ist notwendig, um aktuelle politi-
sche und soziale Entwicklungen etwa zur Personalisierung von Inhalten
verschiedener Art nachvollziehen und kritisch beurteilen zu konnen. Als
praktisches Beispiel der Nutzung digitaler Verhaltensspuren wollen wir da-
bei einen Blick auf die gezielte Ansprache von Biirgerinnen und Biirgern
mittels politischem Microtargeting werfen. Die hier diskutierten Daten-
quellen konnen selbstverstindlich auch in anderen Kontexten verwendet
werden.

2. Politisches Microtargeting

Das wohl bekannteste Beispiel der Nutzung digitaler Verhaltensdaten ist
fiur Werbezwecke mittels Microtargeting, d.h. der zielgruppenbasierten An-
sprache etwa auf Webseiten oder auf Social Media Plattformen wie Face-
book, Instagram, Twitter und TikTok.? Ziele hierbei sind zum Beispiel,
Werbung passgenau denjenigen Personen oder Gruppen von Personen
auszuspielen, fiir die ein Produkt entworfen wurde, bei denen eine hohe
Kaufbereitschaft vermutet wird, die eine grofSe Reichweite besitzen, um
ein Produkt in ihren Netzwerken weiter zu verbreiten, oder bei denen
der grofSte Absatz erwartet wird. Zunehmend etabliert sich Microtargeting
aber auch im politischen Raum. Politisches Microtargeting bezeichnet die
Segmentierung von Personen in immer feiner definierte Gruppen anhand
von Interessen, Praferenzen und Verhaltensweisen, die beispielsweise aus
den digitalen Verhaltensspuren der Individuen abgeleitet werden (Krusch-
inski und Haller 2017). Diese Gruppen konnen dann mit speziell auf sie
zugeschnittenen Inhalten gezielt angesprochen werden.

Leitgedanke des politischen Microtargetings ist zum einen, dass Res-
sourcen wie Wahlkampfmittel effizient eingesetzt werden, etwa indem
politische Werbung verstirkt an die Personen ausgespielt wird, bei denen

2 Von informierter Einwilligung einmal abgesehen, dazu kommen wir spiter.
3 Siehe hierzu auch den Beitrag von Kelber und Leopold in diesem Sammelband.
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noch keine gefestigte Wahlabsicht vermutet wird (Nickerson und Rogers
2014; Kruschinski und Haller 2017). Zum anderen konnen Inhalte effektiv
eingesetzt werden, das heiflt, dass diese an die Zusammensetzung der
Zielgruppe angepasst werden, in der Hoffnung so eine groere Wirkung
zu erzielen als mit allgemein gehaltenen Inhalten. Beispielsweise konn-
ten Zielgruppen, die vor allem junge Familien beinhalten, mit Inhalten
zu Familien- und Bildungspolitik beworben werden, wihrend Zielgrup-
pen, die primir aus Rentnerinnen und Rentnern bestehen, verstarkt mit
Inhalten zum Ausbau der Rentenversorgung angesprochen werden. Die
Hoffnung hier ist, dass speziell auf einzelne Individuen oder Gruppen
von Individuen mit dhnlichen Eigenschaften zugeschnittene Inhalte (etwa
Wahlwerbung fiir die eigene Partei) deutlich effektiver sind als allgemeine
Mafnahmen (Nickerson und Rogers 2014). Darauf basierend, entwickeln
Datenanalystinnen und Datenanalysten mithilfe digitaler Verhaltensdaten
und neuer Analyseverfahren immer detailliertere Werkzeuge zur Segmen-
tierung von Individuen in einzelne Gruppen.

Insgesamt ist die gezielte Ansprache von (potentiellen) Wahlerinnen
und Wahlern in Deutschland zwar noch weit weniger verbreitet als etwa
in den USA. Allerdings lasst sich auch fir Deutschland beobachten, dass
insbesondere der Einsatz von digitalen Verhaltensspuren stetig zunimmt
(Jungherr 2016). Insbesondere Social Media Plattformen wie Instagram,
TikTok, Facebook und andere stellen hierfiir ideale Bedingungen bereit,
da ihre algorithmen- und datengetriebenen Businessmodelle auf die zielge-
naue und personalisierte Ansprache ihrer Nutzerinnen und Nutzer ausge-
richtet sind (Kruschinski und Bene 2021).4

Zu den fihrenden Plattformen, auf denen in Deutschland (politische)
Werbung im Internet geschaltet wird, gehoren YouTube, Facebook und
Instagram (Kemp 2021). Die Nutzungshaufigkeit dieser Plattformen unter-
scheidet sich zwischen einzelnen Bevolkerungsgruppen deutlich. Das heifit
auch, dass auf verschiedenen Plattformen verschiedene Bevolkerungsgrup-
pen erreicht werden. Zudem verschiebt sich die Popularitit der Plattfor-
men regelmafig mit der Entwicklung neuer Technologien (Beisch und
Schifer 2020). So spielen etwa insbesondere fir jungere Erwachsene Platt-
formen wie TikTok, Snapchat und Twitch eine deutlich grofere Rolle als
far altere Generationen. Ebenso verschieben sich die selbst auferlegten Re-
geln einzelner Plattformen zur Schaltung politischer Werbung. Beispiels-
weise ist derzeit (2021) Werbung zu politischen Zwecken auf Twitter nicht

4 Siehe hierzu auch den Beitrag von Djeffal in diesem Sammelband.
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mehr erlaubt (Twitter ohne Datum)’. Google hingegen erlaubt politische
Werbung als kontextuelle Werbung, d.h. zum Beispiel im Zusammenhang
mit thematisch dhnlichen Videos auf YouTube. Ebenso mdglich ist das
Targeting von Personengruppen aufgrund von Alter, Geschlecht und Re-
gion mit politischer Werbung bei Google (Google 2019). Ohne grofere
Einschrankungen hinsichtlich der Targetingmerkmale ist politisches Mi-
crotargeting derzeit bei Facebook® moglich, wobei sich dies auch in naher
Zukunft dndern soll (Bovermann 2021). Aufgrund der stetigen Verinde-
rungen erlautern wir die Nutzung von digitalen Verhaltensdaten zum
Zweck von Microtargeting deshalb weitestgehend unabhingig von einer
bestimmten Plattform und bringen nur gelegentlich Beispiele, die sich
auf einzelne Plattformen beziehen. Die Sammlung und Auswertung von
digitalen Verhaltensdaten fiir zielgruppengenaue Werbe- und Personalisie-
rungszwecke ist generell weit verbreitet und kann im Prinzip auf jeder
Webseite, nicht nur in sozialen Medien, vorgenommen werden.

3. Daten

Die fiir die Entwicklung und Anwendung der fiir Algorithmen notwendi-
gen digitalen Verhaltensdaten stammen in der Regel entweder von den
Plattformen selbst (Plattform-Online-Daten), oder werden tber Tracking-
netzwerke erhoben (Off-Plattform-Online-Daten). Mitunter werden auch
Offline-Daten hinzugezogen, die wir hier nur am Rande streifen.

3.1. Plattform-Online-Daten

Unter Plattform-Online-Daten verstehen wir hier alle Daten, die Nutzerin-
nen und Nutzer in ihrer Interaktion mit der Plattform erzeugen oder ange-
ben. Dazu gehdren etwa soziodemographische Informationen, die bei
einer Registrierung angegeben werden. Verpflichtend ist bei vielen Platt-
formen eine Altersangabe, etwa um Volljihrigkeit festzustellen oder um
Kinder von der Nutzung auszuschliefen. Freiwillige Angaben umfassen je
nach Ausrichtung der Plattform z.B. Bildungsabschliisse, Beziehungsstatus,

5 Das bedeutet allerdings nicht, dass Politikerinnen und Politiker und ihre Parteien
nicht mit Accounts auf Twitter vertreten sein kénnen.

6 Wir sprechen hier von der Plattform Facebook als ein Beispiel und nicht tiber alle
Angebote des jetzt in Meta umbenannten Unternehmens.
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Geschlecht oder Informationen zum Arbeitgeber. Der Fullgrad dieser Va-
riablen, d.h., die Anzahl der Personen, die diese Merkmale angeben, ist ty-
pischerweise eher gering (Salganik 2018, S.24). Auch geografische Merk-
male, die mit Erlaubnis der Nutzerinnen und Nutzer zu Fotos, Tweets
oder Posts hinzugefiigt werden, fehlen haufig. Rieder und Kiihne (2018,
S.427) sprechen in ihrer Literaturtibersicht beispielsweise von etwa 20%
geo-getaggter Fotos auf Instagram, 10% geo-getaggten Tweets auf Twitter
und etwa 10% mit Ortsangaben markierten Fotos auf Facebook.

Eher verfiigbar, weil sie direkt aus der Interaktion mit der Plattform
entstehen, sind Informationen zu Interaktionen mit anderen Nutzerinnen
und Nutzern und deren Inhalten. Hierzu gehoéren Likes, Retweets, das Tei-
len von eigenen Inhalten, besuchte Events und Gruppenmitgliedschaften,
sowie Informationen iber die mit einem “Gefillt mir” versehenen oder
geteilten Inhalte selbst, aber auch Interaktionen mit Unternehmensseiten
und deren Produkten wie etwa Bewertungen. Auch Datum und Uhrzeit
des Logins auf die Plattform kénnen gespeichert werden. Aufferdem kon-
nen Informationen zum Besuch einer Seite (innerhalb von z.B. Facebook)
gemeinsam mit Datum und Uhrzeit abgespeichert und dber diese Merk-
male mit anderen Aktivititen zum gleichen oder dhnlichen Zeitpunkten
verlinkt werden. Wie Abbildung 1 zeigt, lassen sich aus den reinen Be-
suchs- und Aktivititsdaten zunachst nur sehr wenig Informationen direkt
ableiten.
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Abb 1. Beispieldaten von Facebook-Seiten, die mit “Gefdllt mir” markiert
wurden

Seiten, die du mit ,,Gefdllt mir*“ markiert hast
Seiten, die du mit ,Gefalit mir* markiert hast
Auf Facebook ansehen

convival Immobilien

15.10.2021, 18:35

Benjamins Diner Mannheim

21.09.2021, 00:13

Brass2Go - The Marching Band - Brass 2 Go

14.08.2021, 16:56

Weitere wichtige Informationen lassen sich beispielsweise tiber den user
agent string auslesen, den Nutzerinnen und Nutzer beim Aufrufen einer
Webseite an den Server, der die Webseite hostet, ibermitteln. Das konnen
etwa Informationen tber den genutzten Browser, das Betriebssystem, den
Hersteller des Computers, den Typ des digitalen Endgerats (PC, Smartpho-
ne, Tablet) und weitere im Browser installierte Software sein (siche Abb.
2). Auch die IP-Adresse eines Endgerats wird beim Besuch einer Webseite
Gibermittelt. Uber diese lassen sich Riickschliisse auf die geografische Regi-
on ziehen, an dem sich ein Gerat und somit die das Gerat nutzende Person
aufhalten. Informationen zum Betriebssystem, der BildschirmgrofSe etc.
werden genutzt, um zu steuern, wie die Informationen auf dem Browser
angezeigt werden, z.B. ob eine fiir mobile Endgerite freundliche Version
der Webseite angezeigt werden muss. Forscherinnen und Forscher oder
Organisationen, die Werbung schalten wollen, kdnnen Informationen
tiber das Betriebssystem mitunter als Proxy fiir den sozio-6konomischen
Status der Nutzerinnen und Nutzer verwenden.
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Abb 2. Beispiel etnes User-Agent String

Your user agent: Mozilla/5.0 (iPhone; CPU iPhone OS
14_8 like Mac OS X) AppleWebKit/605.115 (KHTML, like
Gecko) Version/14.1.2 Mobile/15E148 Safari/604.1

Other HTTP headers

Accept:
text/html,application/xhtml+xml,application/xml;g=0.9,*/*;,g=
Accept-Encoding: gzip, deflate, br

Accept-Language: en-us

Host: duckduckgo.com

User-Agent: Mozilla/5.0 (iPhone; CPU iPhone OS 14_8
like Mac OS X) AppleWebKit/605.115 (KHTML, like
Gecko) Version/14.1.2 Mobile/15E148 Safari/604.1

Durch die Haufung von bestimmten besuchten Seiten oder die Korrela-
tion der Haufigkeit mehrerer besuchter Seiten lassen sich thematische
Praferenzen zusammenfassen. Besucht z.B. jemand innerhalb von Face-
book Seiten von Restaurants, kann Dining als interessierendes Thema
abgelegt werden (Abb. 3). Aufwendigere statistische Verfahren erlauben
die Bildung von sogenannten Clustern dhnlicher Themen. Hierzu werden
Seiten anhand moglichst vieler Merkmale kodiert (Kleidung, Art der Klei-
dung, Preis der Kleidung, Designerkleidung etc.) und anhand statistisch
geschatzter Ahnlichkeiten andere Seiten oder Themen gefunden, die inter-
essant sein konnten.
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Abb 3. Bespielliste fiir eine Person auf Facebook ermittelte Themen

@ Deine Themen

Eine Sammlung an Themen basierend auf deinen Aktivitdten auf Facebook, die dazu
verwendet wird, dir in verschiedenen Bereichen auf Facebook neue Inhalte
vorzuschlagen, wie etwa im News Feed, in deinen Nachrichten und in Facebook
Watch.

The Tonight Show Starring Jimmy Fallon (2014- tv series)
Comedy (TV & Movie Genre)

Late-Night Comedy Talk Shows

NCAA College Football

Football (American Rules)

Mathematics

Restaurants & Dining

Visual Arts

Artificial Intelligence & Machine Leamning

Ahnlich zu der Gruppierung von Seiten lassen sich auch Nutzer und Nut-
zerinnen anhand beobachteter Daten mittels Clustering, einem Verfahren
des sogenannten unsupervised machine learnings in Gruppen einteilen. Ziel
hierbei ist es, Cluster von Personen zu bilden, sodass die Individuen in-
nerhalb eines Clusters moglichst dhnlich sind, zwischen den Clustern je-
doch moglichst verschieden. Als Ahnlichkeitsmerkmale konnten alle oben
genannten Informationen wie Alter, Einkommen, Weltanschauung aber
auch Social Media Aktivitat, Interessen und Praferenzen genutzt werden.
Die Inhalte konnen dann spezifisch auf die Personen in einem Cluster
zugeschnitten werden. Ein bekanntes Beispiel aus der Markt- und Sozial-
forschung fiir unsupervised machine learning sind die Sinus Milieus. Diese
fassen Menschen mit dhnlichen Wertvorstellungen und einer vergleichba-
ren sozialen Lage in zehn Cluster, sogenannte Milieus, zusammen (Flaig
und Barth 2018). Die resultierenden Milieus sind sowohl durch soziale
Lage (Unterschicht bis Oberschicht) als auch Grundorientierung (Traditi-
on bis Neuorientierung) definiert.

Fehlen fir manche Nutzerinnen und Nutzer Informationen, die bei
anderen vorhanden sind, so lassen diese sich mit Techniken wie dem
supervised machine learning erginzen oder imputieren. Hierbei wird z.B.
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geschatzt, wie wahrscheinlich eine Person, die ihr Alter, Geschlecht, ihre
Bildung und ihren Beziechungsstatus angegeben hat, eine bestimmte Par-
tei praferiert (fehlende Information), basierend auf den politischen Prafe-
renzen anderer, ihr dhnlicher Personen, die neben ihrer Parteipriferenz
demographische Angaben hinterlegt haben.

Wenn Plattform-Online-Daten mit anderen Informationen verkniipft
werden, z.B. mit Antworten zu einem Personlichkeitstest, dann kann auf
diese Weise auch gelernt werden, welche Merkmale und Merkmalskombi-
nationen welchen Personlichkeitstyp vorhersagt. Ein Beispiel aus der aka-
demischen Forschung fiir Vorhersagen solcher unbeobachteter Merkmale
(wie Personlichkeiten) anhand beobachteter Merkmale (z.B. Likes) ist die
Studie von Kosinski et al. (2013). Die Autoren konnten zeigen, dass die
in der psychologischen Personlichkeitsforschung weit verbreiteten Big Fi-
ve Personlichkeitsmerkmale (Offenheit fur Erfahrungen, Gewissenhaftigkeit,
Extraversion, Vertraglichkeit und Neurotizismus) mittels statistischer Vor-
hersagemethoden aus nur wenigen Likes, die auf Facebook abgegeben
wurden, vorhergesagt werden konnen. Die Erkenntnisse aus dieser Stu-
die wurden spiter unter anderem von der Datenanalysefirma Cambridge
Analytica in ihrem datengetriebenen Modell der gezielten Ansprache von
Wihlerinnen und Wihlern aufgegriffen.

Auch sensible Informationen wie sexuelle Orientierung, politische An-
sichten oder Gesundheitsinformationen lassen sich auf diese Weise poten-
tiell aus beobachteten Informationen abschatzen (Cabanas et al. 2018).
Solange fiir einen Teil der Nutzerinnen und Nutzer sowohl die Merkmale,
die zur Vorhersage genutzt werden (die predictors oder inputs) als auch die
Merkmale, die vorhergesagt werden sollen (die outcomes oder outputs), be-
obachtet werden, lasst sich ein statistisches Modell fiir jegliche beobachte-
ten Outcomes trainieren. Wie genau diese Vorhersagen sind, hingt jedoch
von einer Reihe von Faktoren ab.

In anderen Worten heif§t das, nur weil sich ein Vorhersagemodell trai-
nieren lasst, bedeutet dies noch lange nicht, dass die Vorhersagen auch zu-
treffen. Kosinski et al. (2013) berichten beispielsweise, dass das Geschlecht,
Ethnizitit und ob ein Mann homosexuell ist, vereinfacht gesprochen, an-
hand von Social Media Likes in den ihnen zur Verfiigung stehenden Daten
in etwa 90% der Fille korrekt vorhergesagt werden konne. Merkmale
wie Konsum von Alkohol oder Drogen, Homosexualitit von Frauen und
politische Einstellungen lassen sich mit ihren Modellen jedoch deutlich
schlechter vorhersagen. Das heift, es lasst sich zwar anhand der beobachte-
ten statistischen Zusammenhinge eine Vorhersage treffen, diese trifft aber
moglicherweise in vielen Fallen nicht zu. Eine Studie des Pew Research
Centers in den USA kam zum Beispiel zu dem Schluss, dass die von Face-
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book fiir US-Nutzerinnen und Nutzer abgeschitzte politische “Affinitit”
fir mehr als ein Viertel der Personen nicht zutrifft (Hitlin und Raine
2019). Um dies zu zeigen, wurden Teilnehmerinnen und Teilnehmer der
Pew-Studie gebeten, die ithnen von Facebook zugeschriebene politische
Affinitit in den Einstellungen ihres Accounts abzulesen und anzugeben,
ob diese ihre tatsichlichen politischen Ansichten trifft oder nicht. Da
die statistischen Modelle und Algorithmen als Betriebsgeheimnis der Of-
fentlichkeit verborgen bleiben, liegen insgesamt wenige Erkenntnisse vor,
wie prazise die Algorithmen Vorhersagen treffen konnen. Die Frage etwa,
ob die Vorhersagemodelle der ehemaligen Datenanalysefirma Cambridge
Analytica besonders prazise waren, wurde von verschiedenen Seiten ange-
zweifelt (siehe z.B. Chen und Potenza 2018). Wie wichtig die Prizision der
Vorhersage ist, hingt aber davon ab, was im Nachgang mit den gewonne-
nen Informationen geschieht.

Insgesamt bleibt festzuhalten, dass sich unter Verwendung einer Viel-
zahl an Daten, die zum Beispiel auf Social Media und auf anderen On-
lineplattformen anfallen, auch nicht direkt beobachtete Informationen
abschitzen lassen. Oft ist fiir Aulenstehende jedoch nicht klar, wie zutref-
fend diese geschitzten Informationen sind. Der Fundus an Daten, die fiir
die gezielte Ansprache einzelner Personen oder Gruppen von Personen
genutzt werden konnen, kann durch die Kombination von direkt beob-
achteten und mittels statistischer Verfahren abgeschatzter Informationen
gerade bei Plattform-Online-Daten schnell groff werden. Einen Einblick
in die Informationen, die zum Beispiel Facebook iiber seine Nutzerinnen
und Nutzer bereithilt, lisst sich unter www.facebook.com/dyi gewinnen.

3.2 Off-Plattform-Online-Daten

Besonders ergiebig und nittzlich werden Daten aus digitalen Verhaltens-
quellen, wenn Plattform-Online-Daten mit weiteren Daten aus anderen
(Online-)Quellen verkntpft werden kdnnen. Wir wollen letztere hier als
Off-Plattform-Online-Daten bezeichnen. Ein Kerninstrument der Off-Platt-
form-Online-Daten sind Cookies, die sich zur Sammlung von digitalen
Verhaltensdaten tber einzelne Plattformen und Webseiten hinaus eignen.
Weitere Techniken des Trackings von Nutzerinnen und Nutzern sind
z.B. Browser und Canvas Fingerprinting (Libert 2015) und die Nutzung
von Advertising Identifiers, insbesondere auf mobilen Geriten wie Smart-
phones und Tablets (Kollnig et al. 2021). Fingerprinting-Techniken arbei-
ten durch das Wiedererkennen von Nutzerinnen und Nutzern anhand
von (nahezu einzigartigen) Kombinationen etwa aus Gerit (Marke, Her-
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steller, Modell und weitere Merkmale), dem genutzten Browser und der
auf einem Gerit installierten Schriftarten. Advertising Identifiers (Ad-IDs)
sind Identifikationsnummern, die auf Android- und iOS-Geriten genutzt
werden, um Nutzerinnen und Nutzer beispielsweise tiber Apps hinweg
verfolgen zu koénnen und Werbepartnern die Moglichkeit zu geben, perso-
nalisierte Werbung zu schalten. Aufgrund der Omniprisenz und Bekannt-
heit von Cookies fokussieren wir uns diesem Beitrag auf diese.

Cookies sind kleine Textdateien, die bei Besuchen von Webseiten von
den Betreibern der Webseiten auf digitalen Endgeriten wie Computern
und Smartphones der Besucherinnen und Besucher abgelegt werden (Go-
mer et al. 2013; Urban et al. 2018). Cookies erlauben die Re-Identifikation
von Nutzerinnen und Nutzern bei wiederholten Website-Besuchen, aber
auch das Sammeln von Nutzeraktivititen tber verschiedene Webseiten
hinweg. Sogenannte first-party cookies werden genutzt, um das Browsen
auf Webseiten angenehmer zu gestalten. Sie werden von der besuchten
Website (der first-party) gesetzt und ermdglichen beispielsweise, dass Nut-
zerinnen und Nutzer Spracheinstellungen nicht bei jedem Websitebesuch
neu konfigurieren massen, oder dass sie bei einem erneuten Aufruf einer
Website automatisch in ihren Account eingeloggt sind. Third-party cookies
hingegen werden zwar durch die first-party gesetzt, laden jedoch Informa-
tionen, die aufferhalb der besuchten Website, also bei einer third-party,
liegen. Durch diese externe Referenz konnen Informationen tber den
Besuch der first-party Website mit einer third-party Webseite ausgetauscht
werden.

Die third-parties sind dabei oft Werbeunternehmen, die Cookies auf
sehr vielen Webseiten im Internet als third-party cookies einbinden lassen.
Besucht eine Nutzerin oder ein Nutzer nun beispielsweise eine zweite
Website, auf der das gleiche third-party cookie eingebunden ist, so ist
die Information, dass ein und dieselbe Person beide Websites besucht
hat, fiir das third-party Werbeunternehmen ersichtlich. Sind die Cookies
einer third-party nun auf sehr vielen Webseiten eingebunden, lassen sich
detaillierte Informationen tber die Onlineaktivititen einzelner Personen
sammeln. Da jedoch nicht immer cookies von allen third-parties auf
einer Webseite eingebunden sind, tauschen gelegentlich third-parties die
in Cookies genutzten Informationen zur Wiedererkennung einzelner Nut-
zerinnen und Nutzer auch untereinander aus (Urban et al. 2018). So
lassen sich auch dann Onlineaktivititen fir eine third-party beobachten,
wenn diese selbst kein entsprechendes Cookie eingebunden hat, aber eine
andere. Ist z.B. ein Cookie einer anderen third-party eingebunden und
die beiden third-parties tauschen die von ihnen genutzten Informationen
zur Identifikation einer Person untereinander aus, so konnen verschiedene
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third-parties durch Cookie Synchronisierung die beobachteten Onlineaktivi-
taiten untereinander teilen und vervollstindigen. So ldsst sich sicherstel-
len, dass die beobachteten Daten ein moglichst vollstaindiges Bild der
Onlineaktivititen einer Person zeichnen, auch wenn ihre eigenen Cookies
nicht zwingend auf jeder Website eingebunden sind.

Schatzungen beziglich der Verbreitung von Cookies zum Zweck der
Sammlung von Onlineaktivititen von Nutzerinnen und Nutzern gehen
davon aus, dass bis zu 99% der populirsten Webseiten im Internet po-
tentielle third-party cookies einsetzen (Kontaxis und Chew 2015; Libert
2015). Anhand der durch Cookies gesammelten Daten kénnen Tracking-
unternehmen schitzungsweise bis zu 73% der Internetaktivititen von
durchschnittlichen Nutzerinnen und Nutzern beobachten (Englehardt et
al. 2015; Yu et al. 2016). Die Sammlung von Nutzerverhalten durch Coo-
kies wird dabei dominiert von einigen wenigen Unternehmen, allen voran
Alphabet, der Mutterfirma von Google, sowie Meta/Facebook (Binns et al.
2018; Brandtzaeg et al. 2019; Englehardt und Narayanan 2016). Diese Un-
ternehmen sind zugleich auch diejenigen, die einen enormen Datenfun-
dus aus Nutzungsaktivititen innerhalb der eigenen Plattformen generieren
konnen, wie wir weiter oben beschrieben haben.

Sind Nutzerinnen und Nutzer in ihren Account eingeloggt oder haben
nach dem Ausloggen aus ihrem Account die entsprechenden Cookies
nicht geldscht, so lassen sich die Daten aus Off-Plattform-Aktivititen und
Online-Plattform-Aktivitaten, also das Besuchen von Websites auferhalb
der eigenen Plattform, leicht verkniipfen. Durch diese Kombination der
Daten entstehen fir Plattformen groffe Datenpools, die, insbesondere in
Kombination mit (un)supervised machine learning Algorithmen gut fiir
die zielgenaue und personalisierte Ansprache von Individuen genutzt wer-
den kénnen.

Die Fulle von Unternehmen, die third-party Cookies setzen und tber
Webseiten hinweg Daten sammeln geht weit tiber die genannten Unter-
nehmen hinaus und das Verfolgen von Nutzeraktivititen ist nahezu ubi-
quitar (Christl 2017). Normativ kritisch kann dies werden, wenn die Da-
tensammlung in Kontexten passiert, in denen dies nicht erwartet wird.
Die Philosophin Helen Nissenbaum hat auf diese Problem in dem von
ihr konzipierten Framework der Contextual Integrity hingewiesen (Nissen-
baum 2019). Zur Veranschaulichung ziehen wir die Plattform ResearchGa-
te, eine europdischen Plattform zur Netzwerkbildung von Wissenschaftle-
rinnen und Wissenschaftlern, heran. Mit Stand Marz 2020 hat eine Nutze-
rin von ResearchGate, die der Voreinstellung zum Setzen von Cookies
zustimmt, mit einem Schlag dem Setzen von 500 third-party cookies zu-
gestimmt. Zudem wird durch die Zustimmung zum Setzen von Google
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Cookies rund weiteren 1500 Firmen, den Technology-Partnern von Goog-
le, Zustimmung zur Nutzung ihrer so gewonnenen Daten erteilt.

Abbildung 4: Auszug der ersten 100 third-party Cookiebetreiber, deren Cookies
auf der Plattform ResearchGate eingebunden sind und so digita-
len Verbaltensdaten aufzeichnen. Stand Mirz 2020. Eine volle
Liste inklusive der Technologypartner von Google befindet sich
unter https://github.com/rubac/cookies_ RG

1020, Inc. dba Placecast and Ericsson Emodo Adform A/S Adssets AB Audience Trading Platform Ltd.
1plusX AG Adhese AdsWizz Inc. AudienceProject Aps
2KDirect, Inc. (dbaiPromote) adhood.com Adtelligent Inc. Audiens S.rl.

33Across Adikteev / Emoteev AdTheorent, Inc Aubigent

7Hops.com Inc. (ZergNet) ADITION technologies AG AdTiming Technology Company Limited -audio content & control GmbH
:Tappx Adkemel LLC ADUX Automatic Inc.

AMillion Ads Ltd Adledge advanced store GmbH Avazu Inc.

A.Mob Adloox SA ADventori SAS Avid Media Ltd

Accelerize Inc, Adludio Ltd Adverline Avocet Systems Limited
Accorp Sp.z0.0. ADMAN - Phaistos Networks, S.A. ADWAYS SAS Axel Springer Teaser Ad GmbH
Active Agent AG ADman Interactive SL ADYOULIKE SA Agzerion Holding B.V.
Acuityads Inc. adMarketplace, Inc. Aerserv LLG Bandsintown Amplified LLG
adémedia AdMaxim Ine. Affectv Ltd Bannerflow AB

Adacado Technologies Inc. (DBA Adacado)  Admedo Ltd Affle International Beachfront Media LLG

adality GmbH admetrics GmbH Alive & Kicking Global Limited Beemray Oy

ADARA MEDIA UNLIMITED Admixer EU GmbH Alliance Gravity Data Media BeeswaxIO Corporation
AdClear GmbH Adnami Aps Amobee, Inc. BEINTOO SPA

AdColony, Inc. Adobe Advertising Cloud Antvoice BeOp

AddApptr GmbH Adobe Audience Manager Apester Ltd Better Banners A/S
AdDefend GmbH Adprime Media Inc. AppNexus Inc. BidBerry SRL

AdElement Media Selutions Pyt Ltd adrule mobile GmbH Arcspire Limited Bidmanagement GmbH
Adello Group AG Adserve.zone / Artwork AS Arkeero Bidstack Limited

Adelphic LLC Adselutions BY ARMIS SAS BIDSWITCH GmbH

Adevinta Spain S.L.U. AdSpirit GmbH Arrivalist Co. Bidtellect, Inc

Adform A/S adsquare GmbH ATG Ad Tech Group GmbH BidTheatre AB

Durch die Kombination der so erhobenen Daten mit Befragungen (eines
Teils) der Nutzerinnen und Nutzer einer Webseite lassen sich zum Beispiel
mit den zuvor beschriebenen Methoden des supervised machine learnings
auch Modelle trainieren, die die Inhalte der Befragung dann fir alle
Webseiten-Nutzerinnen und -Nutzer vorhersagen kénnen. So kénnte man
beispielsweise einige Personen etwa in einer Onlinebefragung nach ver-
schiedenen Merkmalen wie soziodemographischen Informationen, Partei-
priferenzen und Wahlabsicht befragen und die so gewonnenen Daten mit
ihren Onlineaktivititen verkniipfen. Anhand dieser Daten liefSe sich dann
ein statistisches Modell trainieren, das spater angewandt werden konnte,
um allein anhand der z.B. aus Cookies gesammelten Onlineaktvititen In-
formationen zu soziodemographischen Informationen, Parteipriferenzen
und Wahlabsicht der Onlinenutzerinnen und -nutzer zu generieren. In der
Praxis zeigt sich, dass die Vorhersage basierend auf Onlineaktivititen in
der Regel fiir einige Merkmale wie Alter, Geschlecht, Bildung, Beruf und
Einkommensgruppen gut funktioniert, fiir andere Merkmale jedoch keine
sehr genauen Vorhersagen getroffen werden konnen (siche z.B. Hinds und
Joinson 2018 und Kapitel 3.1).
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Unsere eigene Forschung zu digitalen Verhaltensspuren hat gezeigt,
dass Merkmale wie politische Einstellungen oder Wahlverhalten sich fiir
Internetnutzerinnen und -nutzer in Deutschland nur mit verhiltnismifig
geringer Genauigkeit aus reinen Off-Plattform-Online-Daten abschitzen
lassen (Bach et al. 2021). Abbildung 5 verdeutlicht dies anhand eines
Vergleichs der Vorhersagegenauigkeit verschiedener supervised machine
learning Modelle. Vorhergesagt wird dabei, ob eine Person die Partei
Biindnis 90/Die Griinen bei der Bundestagswahl 2017 gewihlt hat oder
nicht (linke Abbildung) bzw. die Partei Alternative fiir Deutschland gewihlt
hat oder nicht (rechte Abbildung). Unsere Modelle sind dabei inspiriert
von Datensammlungs- und -auswertungspraktiken wie man sie auch in der
Praxis vorfindet. Die Boxplots fassen die Giite der Vorhersagen anhand
verschiedener Pradiktorengruppen zusammen. Die Vorhersagegtite wird
dabei Gber die ROC-AUCs’ der Crossvalidierungssets® abgebildet. Verein-
facht gesagt ist die Genauigkeit der Vorhersagen dann hoch, wenn die
Werte moglichst nah an den Wert eins reichen.

In der ersten Zeile (“Soz.dem.”) haben wir fiir die Vorhersage der
Wahlentscheidung nur soziodemographische Merkmale genutzt, also etwa
Alter, Geschlecht und Bildung. In der zweiten Zeile (“Websites/Apps”)
hingegen haben wir Informationen tber die von einer Person wihrend der
vier Monate vor der Wahl besuchten Websites und auf ihrem Smartphone
genutzten Apps als Pradiktoren genutzt.” In der dritten Zeile (“Soz.dem.
+ Tracking allg.”) haben wir sowohl soziodemographische Informationen
als auch allgemeine Informationen tber das Onlineverhalten der letzten
Monate einer Person genutzt, etwa die durchschnittliche Linge und die
am héufigsten beobachteten Wochentage und Uhrzeiten der Internetnut-
zung. In der vierten Zeile (“Soz.dem. + Nachrichtenkonsum”) war dage-
gen insbesondere der Nachrichtenkonsum von Interesse, ausgehend von
der Annahme, dass der Nachrichtenkonsum einer Person Aufschluss tiber
ihre politischen Priferenz geben konnte. In der letzten Zeile schlieflich
(“Soz.dem. + Websites/Apps”) haben wir alle in den anderen Modellen

7 Area under the Receiver Operating Curve. Wiirde man fiir jede Person eine Miinze
werfen, um die Wahlentscheidung zu bestimmen, so wiirde sich ein ROC-AUC
Wert von 0,5 ergeben. Ein Vorhersagemodell, das viele richtige Vorhersagen macht
(also etwa fur tatsichliche AfD-Waihlerinnen und -Wahler die AfD-Wahlentschei-
dung auch vorhersagt), weist ROC-AUCs grofer 0,5 und nahe eins auf.

8 Datenpunkte, die wahrend des Trainings unserer machine learning Modelle ge-
nutzt werden, um aus einer Fiille von méglichen Modellen das Beste auszuwihlen.

9 Fir Informationen zur Sammlung dieser Daten verweisen wir aus Platzgrinden
auf das Papier (Bach et al. 2021).
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enthaltenen Pridiktoren, die wir aus digitalen Verhaltensspuren abgeleitet
haben, mit soziodemographischen Informationen kombiniert. Wie oben
erwahnt, lassen sich jedoch mit keinem der Modelle besonders genaue
Vorhersagen erzielen. Das heifit, die von uns trainierten Modelle erlauben
es uns nicht, aus den digitalen Verhaltensspuren die politischen Praferen-
zen einer Person, gemessen tber ihre Wahlentscheidung, treffgenau nach-
zuvollziehen. Interessanterweise zeigt sich jedoch, dass die Vorhersagen
fir die Wahl der AfD weniger Varianz tiber die verschiedenen Crossvali-
dierungssets aufweisen. Vereinfacht gesagt konnen wir daraus schliefSen,
dass es Unterschiede in der Vorhersagegiite fir die einzelnen Parteien
gibt. Zwar lassen sich fiir keine der beiden Parteien besonders genaue
Vorhersagen treffen, fiir die AfD funktioniert es jedoch etwas besser als fiir
die Griinen.

Wie oben schon angeschnitten sind die Unterschiede in der Vorhersage-
glte der Modelle je nach Nutzung der Daten mehr oder weniger relevant.
Kampagnen, die sich darauf konzentrieren Leute an die Wahlurnen zu
bringen, kénnen durchaus Erfolge verzeichnen und sind mitunter effekti-
ver als solche, die versuchen Meinungen zu verindern (siche zum Beispiel
Nickerson und Rogers 2014 und Baldwin-Philippi 2019, zum Unterschied
zwischen persuasion und mobilisation). Das heift, selbst wenn die Vorher-
sagegilite von Modellen variiert und nicht immer zutrifft, so kénnen sie
dennoch in politischen Kampagnen hilfreich sein, um Ressourcen effekti-
ver einzusetzen, etwa wenn fiir einen Teil der Personen korrekte Vorhersa-
gen gemacht werden und diese dann etwa zur Wahl mobilisiert werden
konnen.

Zusammenfassend lasst sich also festhalten, dass durch nahezu omni-
prasentes Verfolgen von Nutzeraktivititen im Internet groffe Mengen an
Daten und Informationen anfallen und gesammelt werden. Diese konnten
dann unter anderem zum Trainieren eines statistischen Vorhersagealgo-
rithmus genutzt werden, der die gezielte Wahlerinnen- und Wahleranspra-
che ermoglicht. Wenn etwa fir einen Teil der Nutzerinnen und Nutzer
sowohl Wahlabsicht und Onlineaktivititen beobachtet werden, konnte
mit diesem Algorithmus fiir all die, bei denen nur Onlineaktivititen
beobachtet werden, eine Vorhersage gemacht werden, etwa ob sie unent-
schlossen sind, welche Partei sie wahlen werden. Die so identifizierten
unentschlossenen Wahlerinnen und Wahler kdnnten dann mit gezielt auf
ihre Praferenzen zugeschnittenen Inhalten angesprochen werden. Solange
der Algorithmus jedoch nicht selbst trainiert wird oder offen einsehbar ist,
wie gut die Identifikation der unentschlossenen Wahlerinnen und Wahler
ist, bleibt die Qualitit der Vorhersagen offen. Die bisherige Forschung,
die sich dieser Frage widmet, deutet daraufhin, dass fiir einige Merkmale
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genaue Vorhersagen getroffen werden kénnen, wihrend sich fir andere
Merkmale nur unscharfe Vorhersagen machen lassen.

Abbildung S: Die Boxplots fassen die Giite der Vorhersagen beziiglich der Wahl-
entscheidung einer Person fiir oder gegen die genannte Partei an-
hand verschiedener Pradiktorengruppen zusammen. Die Vorbersa-
gegite wird dabei iiber die ROC-AUCs der Crossvalidierungssets
abgebildet. Vereinfacht gesagt ist die Genauigkeit der Vorbersagen
dann hoch, wenn die Werte maglichst nah an den Wert eins
reichen.

Buindnis 90/Die Griinen Alternative fir Deutschland

Soz.dem. ~|:H» Soz.dem. ~|I| .

<‘:|:|— Websites/Apps { . |:|]~

Soz.dem. + Tracking allg. i Soz.dem. + Tracking allg.
75 1.0

Soz.dem. + Nachrichtenkonsum ~I>
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3.3 Offline-Daten

Abschliefend wollen wir noch Offline-Daten erwihnen. Eine detaillierte
Behandlung dieser Datenquellen wiirde den Rahmen dieses Kapitels spren-
gen. Wir wollen sie dennoch hier erwihnen, um aufzuzeigen, welche wei-
teren Daten sich mit den hier genannten verkniipft lassen und beispiels-
weise in den USA haufig auch im politischen Microtargeting Verwendung
finden (Nickerson und Rogers 2014).

Ein gutes Beispiel sind Informationen, die iber Kundenkarten oder
Kundenbindungsprogramme gewonnen werden. Die Verknipfung kann
zum Beispiel tber Adressen, Telefonnummern oder E-Mail-Adressen, die
bei der Registrierung einer Kundenkarte oder eines Kundenkontos ange-
geben werden, stattfinden. Wird die gleiche Adresse, Telefonnummer
oder E-Mail-Adresse bei der Nutzung von Onlineplattformen angegeben,
so konnen die Datenquellen problemlos zusammengefiigt werden. Auch
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wenn keine eindeutigen Informationen zur Verkniipfung von Informatio-
nen aus verschiedenen Quellen vorhanden sind, lassen sich Informationen
mittels Record-Linkage-Verfahren, die auf statistischen Wahrscheinlichkei-
ten basieren, verkniipfen (siche z.B. Tokle und Bender 2020).

Als Lieferant von Offline-Daten werden haufig Data Broker wie das
Unternehmen Acxiom (https://www.acxiom.de) genutzt. Data Broker sind
Unternehmen, die auf die Sammlung von Daten iber Individuen aus
verschiedensten Quellen sowie das Handeln und Lizenzieren dieser Daten
an Dritte spezialisiert sind. Auch wenn Data-Broker in 6ffentlichen Debat-
ten um Daten und Demokratie im digitalen Zeitalter oft nicht so stark
im Rampenlicht stehen wie Betreiber sozialer Medien, so sind sie doch
ein integraler Bestandteil von Datenstromen in modernen digitalisierten
Demokratien.

4. Zusammenfassung und Diskussion

Dieses Kapitel gibt einen kurzen Einblick in die wesentlichen Datenstrome
und zeigt, dass aus unstrukturierten Daten mit Hilfe statistischer oder
datengetriebener Verfahren strukturierte Informationen tber Individuen
generiert werden konnen. Motiviert haben wir dabei die Nutzung der
Daten im Kontext von Wahlwerbung, aber selbstverstindlich konnen diese
Daten auch zu anderen Zwecken genutzt werden.

Wie eingangs erwahnt sind digitale Datenstrome, egal aus welchen
Quellen sie kommen, fiir viele von Interesse. Auch evidenzbasierte Politik
ist auf Daten angewiesen, um den Zustand einer Gesellschaft zu erfassen
und Verdnderungen in einer Gesellschaft zu erkennen. Deshalb ist es bei
der Generierung neuer Regularien besonders wichtig, die Verwendungs-
zwecke der Daten im Auge zu behalten und nicht Datenstrome per se
abzuschneiden.!® So flieen automatisiert erhobene Datenstrome etwa von
Kassensystemen und aus Onlinequellen mitunter in die Berechnung von
Inflationsindizes ein (Leclair et al. 2019). Spatestens seit der Coronapande-
mie wird zudem an zahlreichen Stellen deutlich, dass Datenstrome von
Plattformen oder Transaktionen Informationsliicken schliefen konnten,
etwa bei der Vorhersage der Pandemieentwicklung selbst (Salomon et al.
2021).

Derzeit liegt die Verantwortung der Datenweitergabe bei den einzelnen
Nutzerinnen und Nutzern. Die Informationsdichte tiber die moglichen

10 Siehe hierzu auch den Beitrag von Buchmann in diesem Sammelband.
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Verwendungen ist allerdings sehr hoch und selbst solche Nutzerinnen
und Nutzer, die sich der verhaltensorientierten Online-Werbung bewusst
sind und maflgeschneiderte Werbung und personalisierte Suchergebnisse
als hilfreich empfinden, wissen oft nicht, wie und was Unternehmen aus
ihren Daten lernen kdénnen (Dolin et al. 2018; Hitlin und Raine 2019;
Ur et al. 2012). Auch wenn im Kleingedruckten der Einwilligungen im
Prinzip nachvollzogen werden kann, mit wem die Daten geteilt werden
und fir welche Analysen die Daten verwendet werden, bleibt die gesamte
Daten- und Analysekette hiufig doch undurchsichtig (z. B. Christl 2017).
Ein Grund dafiir ist, dass die Details der Algorithmen, die zur Analyse
der Daten verwendet werden, oft nicht bekannt sind, wodurch eine Pru-
fung der Angemessenheit des Informationsflusses (Nissenbaum 2019) un-
moglich wird. Ob hier mehr Transparenz hilft, oder eine Verlagerung
der Verantwortung ein besseres Instrument wire, ist eine offene Debatte.
Denkbar wire zum Beispiel, dass schadhafte Nutzung von Daten nicht nur
zivilrechtlich sondern auch strafrechtlich zu verfolgen, ganz unabhingig
davon woher Datenstrome kommen und welcher Nutzung zugestimmt
wurde.

Diese Fokussierung auf die Verwendung ist vor allem auch im Hinblick
darauf sinnvoll, dass die einzelnen Nutzerinnen und Nutzer ohnehin nur
begrenzt Kontrolle dariiber haben, welche Vorhersagen fiir sie getroffen
werden. Selbst wenn sich Einzelne gezielt dafir entscheiden, Informatio-
nen uber sich zurlickzuhalten, erlauben moderne mathematische und
statistische Verfahren das Imputieren fehlender Werte, und Algorithmen
konnen darauf trainiert werden, bestimmte Informationen vorherzusagen
(Bischoff et al. 2018; Christl 2017; Lecuyer et al. 2015). Wenn also gent-
gend andere ihre Informationen teilen, kdnnen sich einzelne nicht gegen
eine Inferenz auf ihre eigenen Informationen schiitzen. Es ist deshalb
durchaus tberlegenswert, die Verantwortung stirker auf die Seite der Da-
tennutzer zu verlagern. Nissenbaums Leitgedanken zur Contextual Integrety
konnen hier ein Ansatz sein, der auf einen normgerechten Umgang mit
Daten pladiert.

Eine Regulierung der Verwendung anstatt einer Regulierung der einzel-
nen Datentypen oder Datenstrome wire auch deshalb tberlegenswert, da
sich derzeit ohnehin nicht absehen lasst, welche zusatzlichen Datenstrome
auftauchen werden, welche Verlinkungen von Datenquellen in der Zu-
kunft denkbar sind und welche Rechenleistung zukiinftig vorhanden sein
wird, um Vorhersagen zu beschleunigen oder zu verbessern. Wichtig wire
es deshalb einen Rahmen zu schaffen, der flexibel genug ist Individuen vor
Schaden zu schiitzen ohne die positive Nutzen von Daten zu blockieren.
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