Plattformen

In den sich digitalisierenden sozialen Welten haben — neben anderen — die Gesell-
schaftswissenschaften ein besonderes Interesse an den Plattformen und der soge-
nannten Plattformisierung gefunden. Plattformen stechen dabei als besondere
Markt- und Organisationsform hervor, die selbst nicht mehr produziert, sondern
nur noch Vermittlungsdienstleister ist, und damit zumindest auf den ersten Blick
eines Parasitismus verdichtig macht. Diese neuen Akteure treten dann bezeichnen-
der Weise unter anderem als Taxiunternehmen ohne Taxis, Pizzalieferdienste ohne
Ofen, oder Mietgiganten ohne Immobilien auf. Mit der Digitalisierung erwachsen
Plattformen aus der ganz eigenen Okonomie der Infrastruktur und Information.
Wer Angebote machen kann, den Informationsiiberschuss durch Zentralisierung zu
organisieren und aus den dabei ebenso zentrierten Daten lukrative Schliisse zu zie-
hen, kann sich leicht gegen konservative Marktakteure effektiv in Stellung bringen.

Dabei profitieren Plattformen nicht nur von den Anbietern, welche ihre Infrastruk-
turen nutzen, sondern auch von sogenannten ,prosumers’ und klassischen Konsu-
menten. Im Lichte dieser Entwicklungen erértern René Kénig und Patrick Sumpf
den Status der Miindigkeit von Plattform-Nutzer*innen. Analog dazu behandeln
Christian Stegbauer und Alexander Mehler in ihrem Beitrag die sich mit der digita-
len Vernetzung und Marktentwicklung formierende Zentrum-Peripherie-Struktur
und wie darin Machtasymmetrien, Wissen und Nicht-Wissen organisiert werden.
Zweifelsohne haben sich inzwischen viele 6konomische Machtzentren im Netz aus-
gebildet, weswegen Oliver Nachtwey und Philipp Staab den digitalen Wandel
abschlieffend aus einer kapitalismuskritischen Perspektive untersuchen.
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René Konig und Patrick Sumpf
Hat der Nutzer immer Recht?

Zum inflationaren Ruckgriff auf Vertrauen im Kontext von Online-
Plattformen

Zusammenfassung: Online-Plattformen bilden die Infrastruktur fiir einen schnel-
len und simplen Austausch zwischen verschiedenen Interaktionspartnern (z.B. Nut-
zer, Entwickler, Werbende). Auf der einen Seite wurde das plattform-basierte Web
2.0 durch seine einfach bedienbaren Oberflichen fiir die breite, auch weniger tech-
nisch affine Bevolkerung nutzbar. Auf der anderen Seite fiihrte dies zu einem gestei-
gerten Black-Boxing der hintergriindigen sozio-technischen Komplexitit des Net-
zes. Gleichzeitig werden Risiken und Unsicherheiten zu einem groflen Teil auf die
Nutzer tibertragen, denn von diesen wird erwartet, dass sie bei der Zustimmung zu
Geschiftsbedingungen (und weiteren Regelwerken) informierte Entscheidungen
treffen. Das hier emergierende System basiert somit fundamental auf Vertrauen in
und durch Nutzer. Diese Vertrauensbasierung wird im Zeitalter von Big Data und
dem Internet der Dinge weiter verstirke, indem sich die digitale und die physische
Welt zunehmend vermischen und Datenfliisse noch intransparenter werden. Wir
analysieren diese Entwicklung aus der Perspektive der Vertrauensforschung und fol-
gern, dass Nutzervertrauen inflationdre Ausmafle angenommen hat — mit weitrei-
chenden Implikationen fiir die Governance von Plattformen und die digitale Sozio-
logie.

Einleitung

Online-Plattformen — in Form von Web-Diensten oder auch Apps (z.B. Facebook,
Google) — dominieren heute als Design- und Geschiftsmodelle das Internet und
damit letztlich fast alle Lebensbereiche moderner Gesellschaften. Sie reduzieren
dabei einerseits die Komplexitit der hintergriindigen Technologie, wodurch das
Internet fiir grofere Anwendergruppen mit nur geringen technischen Kompetenzen
erfahrbar und auch interaktiv nutzbar geworden ist. Andererseits trug dies zu einem
stirkeren Black-Boxing des Internets bei, denn die Prozesse wurden damit auch
immer undurchsichtiger fiir den durchschnittlichen Nutzer — zumal dieser heute
eine Vielzahl von plattform-basierten Diensten verwendet. Diese gleichzeitige Nihe
(aufgrund der tiefen und vielseitigen lebensweltlichen Einbindung der Plattformen)
und Ferne (aufgrund ihrer schwer zu durchdringenden Komplexitit) erfordern ein
besonderes Maf§ an Vertrauen auf der Nutzerseite. Gleichzeitig sind auch die
Dienstbetreiber und involvierte Dritte auf das Vertrauen der Nutzer zwingend ange-
wiesen und tibertragen diesen tiberproportional viel Verantwortung — worin auch
ein Unterschied zu bisherigen Diskussionen von Vertrauen in Expertensysteme im
Kontext von Technologickonflikten (z.B. Slovic 1993; Wynne 2006) besteht. Wir
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diagnostizieren einen inflationiren Riickgriff auf die voraussetzungsreiche Ressource
Vertrauen und beleuchten im Folgenden die damit verbundenen gesellschaftlichen
Problemlagen.

Dabei beziehen wir uns insbesondere auf Luhmanns (2000) nach wie vor zentrale
Ausfithrungen zu Vertrauen. Er versteht darunter die Uberbriickung doppelter
Kontingenz in der modernen Gesellschaft. Doppelte Kontingenz zeichnet sich
durch die Handlungsfreiheit von Vertrauensnehmer und -geber und ihrem wechsel-
seitigen Wissen dariiber aus. Die Komplexitit dieser sozialen Drucksituation, nim-
lich zu wissen, dass man nicht weif, wie alter ego handeln wird, fithrt zur funktio-
nalen Notwendigkeit von Vertrauen in modernen Gesellschaften. Damit wird Ver-
trauen zur ,riskanten Vorleistung® (Luhmann 2000: 27), da es vom Vertrauensneh-
mer immer auch ausgenutzt und durch seine kontingente Handlungsweise ent-
tduscht werden kann. Dadurch wird deutlich, dass Vertrauen letztlich ,, Tduschung®
(ebd.: 38) ist: Man handelt als sei die Zukunft sicher und blendet alternative, nicht
weniger wahrscheinliche Zukunftsentwiirfe aus. Dabei ,,(...) erschlieffc Vertrauen
durch Reduktion von Komplexitit Handlungsmoglichkeiten, die ohne Vertrauen
unwahrscheinlich und unattraktiv geblieben, also nicht zum Zuge gekommen
wiren® (ebd.: 30). Eben diese handlungsleitende Facette von Vertrauen ist es, die
die Nutzerteilnahme an Online-Plattformen stimuliert.

Wie Lewis und Weigert (2012) treffend bemerke haben, hat Guido Mollering
(2001; 2006 a; 2006 b; 2013) die theoretische Debatte iiber Vertrauen in den letz-
ten Jahren entscheidend geprige. Im Anschluss an Luhmann betont auch Méllering
den fiktiven Charakter von Vertrauen, der durch vorgetiduschte Selbstvergewisserun-
gen der Vertrauenden im Angesicht unsicherer Zukunftserwartungen bestimmc ist.
Zentraler Baustein von Vertrauen ist demnach jener der Aufhebung (engl.: suspen-
sion) von Unsicherheit: ,,(...) suspending irreducible social vulnerability and uncer-
tainty as if they were favourably resolved” (Mollering 2006 a: 356). Die Authebung
dieser irreduziblen sozialen Unsicherheit miindet in die Aufrechterhaltung einer
positiven Zukunftserwartung, die Méllering als einen prozesshaften Zustand des
strusting bezeichnet (2013). Als Schlussfolgerung seiner Analyse und Anleitung
zur Forschung fragt er schliefSlich danach, wie die Fiktion des Vertrauens unter diesen
Bedingungen sozial konstruiert wird (Mollering, 2006 b: 112). Um dem nachzugehen
verweist er — in Anlehnung an klassische Ausfithrungen von Georg Simmel — maf3-
geblich auf die idiosynkratische Rolle von Wissen und Nichtwissen, die das Ver-
trauensphinomen umgibt (ebd.). Demnach basiert Vertrauen zum Teil auf Wissen
tiber das Vertrauensobjekt — dies kann als rationale Hilfte von Vertrauen bezeichnet
werden. Das Moment der Aufhebung jedoch bezieht sich auf das Ausblenden von
Nichtwissen und den ,quasireligious faith“ (Simmel 2004: 178; Méllering 2001),
den dies fir Vertrauende bedeutet: Irrationales’ Vertrauen aufbringen und damit
handlungsfihig werden im Angesicht potentieller Enttduschung, Risiko und Kon-
tingenz. Matthias Kohring etwa (2001: 91 ff) brachte dies auf die Formel: Ver-
trauen statt Wissen, nicht durch Wissen.
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Auf der Grundlage des Méllering’schen Vertrauensbegriffs ergeben sich daher zwei
Leitfragen fiir die Analyse von Vertrauen in Online-Plattformen:

1. Wie lidsst sich das Verhiltnis aus Wissen und Nichtwissen im Kontext von Platt-
formen beschreiben?

2. Wie wird Vertrauen in Plattformen als Authebung von Unsicherheit konstruiert
und welche Folgen lassen sich ableiten?

Im Folgenden analysieren wir zunichst die hintergriindigen Design- und Funki-
onsprinzipien von Plattformen und ihre gesellschaftlichen Implikationen, bevor wir
Vertrauen anhand der Leitfragen ciner soziologischen Analyse unterzichen und
darauf aufbauend gesellschaftliche und disziplinire Schlussfolgerungen anstellen.
Der Beitrag gibt damit einerseits Impulse fiir empirische Studien, da wir angesichts
unserer Beobachtungen eine dezidierte sozio-technische Analyse von Online-Platt-
formen fiir erforderlich halten. Andererseits verweist er in der theoretischen Dimen-
sion auf die Relevanz vorangegangener Uberlegungen zum Vertrauensbegriff und
bietet Ansitze fiir seine Anwendung im Bereich der digitalen Soziologie.

Online-Plattformen und ihre gesellschaftlichen Implikationen

Die Durchsetzung von Plattformen als dominantes Design- und Geschiftsprinzip
der Online-Welt ist nur mit einem Blick hinter die Kulissen verstindlich. Schmidt
definiert Plattformen recht breit als Angebote, ,,(...) die einer Vielzahl von Nutzern
eine gemeinsame Infrastrukeur fiir Kommunikation und Interaktion bieten®
(Schmidt 2009: 22). Dabei offenbart sich zunichst ein typisches Problem aufstre-
bender Technologien: Begriffe werden unscharf verwendet, insbesondere da sie
neben der technischen auch eine soziale Dimension aufweisen, die nicht selten von
tibersteigerten (positiven wie negativen) Erwartungen begleitet wird. Dies zeigt sich
etwa mit Blick auf einen der prigenden Beitrige zum Thema Plattformen, O’Reil-
lys (2005) Abhandlung zum Web 2.0 — einem weiteren inzwischen etablierten Ter-
minus. Ein entscheidendes Kriterium, wodurch sich dieses vom ,alten® Web 1.0
abgrenze, sei die Nutzung des Webs als Platiform, so O’Reilly. Den Unterschied
erkldre er mit Bezug auf die Arbeitsweise von Google, dem Unternchmen, das er als
,Fahnentriger” des Web 2.0 bezeichnet:

Keine geplanten Releases, stattdessen kontinuierliche Verbesserung. Keine Lizenzierung oder Ver-
kauf, nur die reine Benutzung. Keine Portierung auf diverse Plattformen, um Benutzern den Einsatz
auf dem jeweils gewiinschten Equipment zu erméglichen, stattdessen eine hoch skalierbare Anzahl
gewdhnlicher PCs mit Open-Source-Betriebssystemen und eigenentwickelten Programmen, die nie-
mals jemand auf8erhalb der Firma zu sehen bekommen muss. (O'Reilly 2005)

Neben technischen Aspekten verweist O’Reilly hier also auf einen sozialen Aspekt,
nidmlich eine neuartige Organisationsform fiir die Software-Entwicklung und Inter-
aktion zwischen Unternehmen und Endnutzern. Dies tut er recht optimistisch mit
besonderem Fokus auf die sich daraus aus seiner Sicht ergebenden wirtschaftlichen
Maoglichkeiten. Dabei kniipft er an Gedanken der Open-Source-Bewegung an, wel-
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che bereits Jahre zuvor zu grundlegend neuen Organisationsformen bei der Soft-
ware-Entwicklung aufrief und diese auch praktizierte. Hier sticht insbesondere Ray-
monds Essay (2000) hervor, in dem er einen Wandel von der ,kathedralen“-artigen
zur ,basar“-artigen Konstruktionsweise von Software beschreibt: Anstelle einer vor-
sichtig geplanten Organisation riicke dabei eine sehr offene Entwicklungsweise mit
zahlreichen Teilnehmern und hiufig neuen und unfertigen Versionen in den Fokus.
Nutzer nehmen dabei eine besondere Rolle ein, da die Entwickler diesen genau
zuhoren sollten, so Raymond (,listen to your customers®, ebd.). In Entwicklerkrei-
sen findet sich verbreitet das Motto, der Nutzer habe immer Recht (,the user is
always right®), in Anlehnung an den Slogan ,the customer is always right“, der sich
bis in das frithe zwanzigste Jahrhundert zuriickverfolgen lisst.! O’Reilly (2005) geht
noch einen Schritt weiter, indem er Nutzer von Plattformen gar zu ,Mitentwick-
lern® erklirt.

In diesem Zusammenhang lohnt sich ein genauerer Blick auf die Semantik des
Plactform-Begriffs, wie sie von Gillespie vorgenommen wurde (2010). Er differen-
ziert dabei zwischen einer computerbezogenen, architektonischen, symbolischen
und politischen Bedeutung. Dabei beinhaltet der Begriff eine inkludierende Kom-
ponente, obgleich Plattformen auch eine emporstellende Funktion haben:

Subway platforms allow riders to step directly on to the train, instead of loitering below among the
dangerous rails. But the ‘platform’ is defined not just by height, but also by its level surface and its
openness to those hoping to stand upon it. Even in its political context, where the ‘platform’ by defi-
nition raises someone above the rest (and is rarely used to describe the beliefs of ordinary citizens),
the term retains a populist ethos: a representative speaking plainly and forcefully to his constituents.
In any of ‘platform’s’ senses, being raised, level and accessible are ideological features as much as phy-
sical ones. (Gillespie 2010: 351)

Darauf aufbauend mahnt er eine kritische Betrachtung der begrifflichen Implikatio-
nen an. Tatsichlich ldsst sich mit Blick auf Raymonds und O’Reillys Ausfithrungen
eine euphemistische Tendenz identifizieren, die dem Plattform-Begriff eine Konno-
tation der Demokratisierung im Sinne einer stirker inkludierenden und partizipie-
renden Rolle der Nutzer zuweist. Der User wiirde zum ,,Produser”, der sich auch
produzierend einbringe, so das Argument (Bruns 2008). Wie wir zeigen werden, ist
diese Nutzerzentrierung insbesondere mit Blick auf die damit einhergehenden
hohen Anspriiche an Vertrauen der beteiligten Akteure problematisch.

Plattformisierung des Webs und gesellschaftliche Auswirkungen

Unabhingig davon, ob man die optimistisch-normative Einschitzung der Nutzer-
zentrierung teilt, scheint klar, dass Plattformen verschiedene Akteure in neuartigen
Interaktionsformen zusammenbringen. Neben Endnutzern und Entwicklern sind

1 Das Motto ,the customer is always right“ stammt aus dem Dienstleistungssektor und wurde
1905 im Boston Daily Globe einem Herrn Field zugerechnet (Speake 2015: 66). Der
Ursprung von ,the user is always right“ geht mindestens bis in die 1970er Jahre zuriick und
fand sich hier etwa im informationswissenschaftlichen Kontext (Jackson 1973: 388).
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dies hiufig auch Dritte, etwa Werbetreibende oder Anbieter zusitzlicher Pro-
gramme. Auf technischer Seite wird dies insbesondere durch sogenannte APIs (app-
lication programming interface) realisiert. Dabei handelt es sich um Programmier-
schnittstellen, die den Austausch von Daten zwischen den verschiedenen Akteuren
und Diensten ermoglichen. Zweifellos haben APIs einen erheblichen Beitrag zur
Etablierung des Plattform-Modells geleistet und damit auch das Web als Ganzes
entscheidend geprigt. Helmond (2015) diagnostiziert in diesem Zusammenhang
eine ,Plattformisierung® (,platformization) des Webs. Die Schnittstellen erlauben
dabei einerseits eine Dezentralisierung der Datenproduktion, da Plattformen (etwa
durch Plugins wie Facebooks Like-Button) auf diese Weise auch Zugriff auf Daten
aufSerhalb ihrer Dienste erhalten, welche sie dann rezentralisiert sammeln kénnen
(Gerlitz/Helmond 2013). Darin erkennen Gerlitz und Helmond einen Wandel von
Link- und Klick-basierten Geschiftsmodellen zu einer ,Like economy®, welche in
besonderer Weise soziale Interaktionen systematisch erfasst und monetarisiert:

In this Like economy, the social is of particular economic value, as user interactions are instantly
transformed into comparable forms of data and presented to other users in a way that generates more

traffic and engagement. (ebd.: 1349)

Diese Entwicklung zur Plattformisierung hat sich in den letzten Jahren noch durch
Fortschritte in der Datenverarbeitung (Stichwort: ,Big Data‘) und eine Ausweitung
auf mobile Endgerite unter Zunahme von Sensoren (Stichwort: ,Internet der
Dinge‘) verschirft. Auf diese Weise erhalten Plattformen eine omniprisente und
tiefgreifend prigende soziale Bedeutung. In diesem Sinne lief3e sich daher fragen, ob
wir es nicht nur mit einer Plattformisierung des Webs, sondern auch mit einer
Plattformisierung der Gesellschaft zu tun haben. Ein signifikanter Teil gesellschaftli-
cher Interaktionen vollzieht sich im sozio-technischen Rahmen von Plattformen
und wird von den dort herrschenden Strukturen beeinflusst. In diesem Zusammen-
hang diagnostizieren etwa van Dijk und Poell eine ,platform society (2015: 1;
siehe auch: van Dijk u.a. 2018), die mit einer Transformation der Offentlichkeit
einhergehe.? Gleichzeitig werden Plattformen ihrerseits gesellschaftlich geprigt, ins-
besondere durch einprogrammierte Werte und Normen und das konstante Feed-
back der ko-entwickelnden User qua Nutzung.

Ein eindriickliches Beispiel, dass dieses wechselseitige Verhiltnis mitsamt seiner
Sprengkraft illustriert, ist der Konflikt zwischen Bettina Wulff und Google. Die
chemalige deutsche First Lady hatte den Suchmaschinenbetreiber verklagt, da bei
der Eingabe ihres Namens in der Suchmaske wenig schmeichelhafte Vorschlige
erginzt wurden, etwa ,Prostituierte® oder ,Escort® (Pasquale 2015: 72). Google
rechtfertigte sich mit Verweis auf die Plattform-Logik, nach der man lediglich ein
Vermittler sei, der die Vorschlige auf vorangegangene populire Suchanfragen der

2 Ob es soziologisch gerechtfertigt erscheint, bereits von einer ,plattformisierten Gesellschaft®
oder einer ,platform society” zu sprechen, bedarf weiterer Analysen zum Verhiltnis von Platt-
formen und Gesellschaft.
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Nutzer zuriickfiihre. Dieser Vorgang offenbart die Besonderheit des plattformisier-
ten Interaktionsraums und seine problematischen Implikationen: Einzelne Nutzer
sind zwar kaum als organisierte Gruppe kollektiv handlungsfihig (Dolata/Schrape
2014), ihr Einzelhandeln kann allerdings in aggregierter Form gravierende Konse-
quenzen haben, ohne dass dies intendiert wire.?

Gleichzeitig verweist das Beispiel auf eine Machtasymmetrie, die die oben skizzierten
optimistischen Uberlegungen einer stirkeren Inklusion und Partizipation von Nut-
zern relativiert und stattdessen das ungleiche hintergriindige Sozialgefiige offenbart.
Darin partizipieren Nutzer zwar, jedoch in der von der jeweiligen Plattform vorge-
gebenen Struktur (d.h. einem sozio-technischen Regelsystem) und hiufig auch
ohne sich dessen bewusst zu sein. Neben der Weiterverarbeitung von Suchanfragen
gilt dies fiir eine Vielzahl von Handlungen im plattformisierten Web: Mausbewe-
gungen, die aufgezeichnet werden, Geodaten, die erthoben und ausgewertet werden,
Surfverhalten, das durch den Einsatz von Web-Trackern differenzierte Nutzerprofile
generiert — um nur einige Beispiele zu nennen. Diese Praktiken werden wiederum
mit der zuvor skizzierten Entwicklerphilosophie gerechtfertigt, wenngleich die
umfassende Uberwachung von Nutzerverhalten und die darauf aufbauende kom-
merzielle Auswertung (Fuchs 2011) vermutlich nicht das war, was Raymond in sei-
nem Aufsatz zu Software-Entwicklung mit ,listen to your customers“ (Raymond
2000) intendiert hatte. So mehrt sich inzwischen auch die Kritik an solchen hinter-
grindigen Geschiftsmodellen und alternative Modelle und Plactformen erhalten
stirkere Aufmerksamkeit. Scholz stellte etwa den kapitalistischen Plactformprinzi-
pien ein Modell des ,Platform Cooperativism® (Scholz 2014) entgegen, welches
Nutzer stirker in ihrer Rolle als mafigebliche Gewinngeneratoren beriicksichtigen
soll. Auch Lanier fordert, Nutzer miissten fiir das Bereitstellen ihrer Daten entlohnt
werden (Lanier 2013).

Neben der konomischen Ebene beinhaltet die Machtasymmetrie des Plattform-
Modells auch eine Wissensasymmetrie. Zwar gilt in der Regel das Prinzip der infor-
mierten Zustimmung, d.h. Nutzer miissen tber die Verarbeitung ihrer Daten in
Kenntnis gesetzt werden und dieser zustimmen. Dies wird vor allem durch Allge-
meine Geschiftsbedingungen (AGB) realisiert. Allerdings stellt sich im Kontext
einer plattformisierten Gesellschaft, in der selbst ein durchschnittlicher Nutzer hiu-
fig auf unzihlige Plattformen zuriickgreift, die Frage, inwiefern dieser Anspruch
tiberhaupt eingeldst werden kann. Bereits im Jahre 2008 — also noch vor der Mas-
senverbreitung des Smartphones und den zugehérigen oftmals plattformbasierten
Apps — schitzte eine Studie, dass ein durchschnittlicher Nutzer zur Realisierung die-
ser ,Kenntnisnahme* etwa 40 Minuten pro Tag allein mit dem Studium von AGBs
verbringen miisste (McDonald/Cranor 2008: 560). Aus diesem Grund ist davon
auszugehen, dass Plattformbetreiber durch detaillierte Auswertung der Nutzungs-

3 Zu diesen sogenannten ,emergenten Effekten® siche James Coleman (1990).
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praktiken und Profilbildung zwar ein umfassendes Bild ihrer User haben, diese aber
umgekehrt kaum iiber Kenntnisse eben jener Prozesse verfiigen.

Neben Informationen zur Datenverarbeitung schrinken AGBs in der Regel auch
die Verantwortung der Plattformbetreiber fiir ihre eigenen Dienste ein. Dies gilt
auch fiir nicht-kommerzielle Angebote, wie etwa die der Wikimedia Foundation,
welche — im Sinne der von Gillespie ausgearbeiteten Plattform-Logik — simtliche
Verantwortung fiir Inhalte von sich weist:

Because the Wikimedia Projects are collaboratively edited, all of the content that we host is provided
by users like yourself, and we do not take an editorial role. This means that we generally do not
monitor or edit the content of the Project websites, and we do not take any responsibility for this
content. Similarly, we do not endorse any opinions expressed via our services, and we do not repre-
sent or guarantee the truthfulness, accuracy, or reliability of any submitted community content.
Instead, we simply provide access to the content that your fellow users have contributed and edited.
(Wikimedia 2012)

Auf diese Weise werden etwaige Risiken, die durch die Verwendung von Plattfor-
men entstehen kénnen, auf die Nutzerseite iibertragen. Gleichzeitig verweisen
jedoch solche Praktiken auf ein weiteres Problem: Auch das Betreiben von Plattfor-
men birgt Risiken. Unabhingig von der juristischen Haftbarkeit und der hiufig
stattfindenden umfassenden Uberwachung von Nutzerpraktiken lassen sich schon
aufgrund der sozio-technischen Komplexitit von Plattformen nicht-intendierte
Nebenfolgen kaum ausschliefSen. Da die meisten Plattformen jedoch abhingig von
einer mehr oder weniger groflen und aktiven Nutzerbasis sind, werden die hier
potenziell entstehenden Kosten meist hinter einfachen Interfaces und niedrigen
Einstiegshiirden verstecke.

Charakteristika der plattformisierten Gesellschaft

Zusammenfassend lassen sich vier zentrale Charakteristika einer plattformisierten
Gesellschaft identifizieren (vgl. Kénig/Nentwich 2014: 2):

1. Permanente Instabilitit: Die Plattformen werden konstant weiterentwickelt und
befinden sich meist in einem permanent unfertigen ,Beta’-Stadium. Dies
bedingt sich durch die hintergriindige Entwicklungsphilosophie und den fort-
laufenden Innovationsdruck in diesem dynamischen Kontext. Anderungen kon-
nen mehr oder weniger jederzeit umgesetzt werden und Nutzer sind dazu
gezwungen, sich an diese anzupassen.

2. Abhiingigkeit: Aufgrund der vielseitigen und tiefgreifenden Penetration von
Plactformen in allen Lebensbereichen entsteht eine hochgradige Abhingigkeit
von Plattformen auf der Nutzerseite. Dabei haben diese nur eingeschrinkte
Optionen zur Gestaltung der Dienste, (bzw. ihr Nutzungsverhalten wird impli-
zit als Votum fiir die Gestaltung der Dienste genutzt). Gleichzeitig sind auch die
Plattformbetreiber, sowie etwaige Dritte (z.B. Werbetreibende), von einer mog-
lichst zahlreichen und aktiven Nutzerschaft abhingig.
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3. Mangelnde Verantwortlichkeiten: Nicht nur auf juristischer Ebene mangelt es an
Verantwortlichkeiten fiir die Folgen plattformbasierter Handlungen. Hinter-
griindige Prozesse bleiben fiir durchschnittliche Nutzer in der Regel intranspa-
rent, so dass bereits die Zurechenbarkeit von Ereignissen schwierig ist, insbeson-
dere wenn Akteure anonym bzw. pseudonym agieren. Dies wird durch die indi-
rekte Vermittlung von Daten durch APIs von Drittanbietern und das Outsour-
cing in Cloud-Dienste zusitzlich verschirft. Zudem werden viele Entscheidun-
gen automatisiert von Algorithmen getroffen, da die anfallenden Datenmengen
kaum anders bewiltigt werden kénnen. In diesem Bereich sind viele Fragen der
Verantwortlichkeit noch vollkommen ungeklirt. Durch die hohe Geschwindig-
keit der Prozesse ist die Kategorie der Verantwortlichkeit schliefSlich lediglich
aus historischer bzw. juristischer Perspektive interessant. Die faktische Konse-
quenz plactformbasierter Handlungen vollzieht sich indessen unmittelbar.

4. Niedrige Einstiegshiirden und versteckte Kosten: Die Abhingigkeit der Dienste von
Nutzern und der Druck zur Innovation fithren zu méglichst niedrigschwelligen
Einstiegshiirden (einfach gestaltete Interfaces und Anmeldeverfahren, meist
zunichst unentgeltliche Dienste) und einer Verschleierung etwaiger Kosten und
Risiken.

Wie wir zeigen werden, spielt Versrauen fur die unterschiedlichen Akteure einer
durch Plattformen geprigten Gesellschaft eine herausragende Rolle. Bedingungen
und Folgen von Vertrauenserweisen gewinnen hier eine neuartige Dynamik, die
einer spezifischen soziologischen Aufmerksamkeit fiir diesen sozio-technischen digi-
talen Raum bedarf. Doch was sind Bedingungen und Folgen von Vertrauen?

Vertrauen in Online-Plattformen — Bedingungen und Folgen
Die Einleitung hat zwei Leitfragen fiir die Analyse von Vertrauen in Plattformen
destilliert:

1. Wie lisst sich das Verhiltnis aus Wissen und Nichtwissen im Kontext von Platt-
formen beschreiben?

2. Wie wird Vertrauen in Plattformen als Aufhebung von Unsicherheit konstruiert

und welche Folgen lassen sich ableiten?

Diese Forschungsfragen werden im Folgenden unter Riickgriff auf die oben
beschriebenen vier Charakteristika einer plattformisierten Gesellschaft eruiert.

Wissen und Nichtwissen im Kontext von Online-Plattformen

Unter Bezug auf die zuvor skizzierten Eigenschaften von Plattformen und den
involvierten Akteuren lisst sich zunichst eine Beschleunigung der Verwertung von
Wissen und Nichtwissen beobachten. Was Willke (2002) bereits fiir die Wissensge-
sellschaft der spiten 1990er und 2000er Jahre beschrieb, nimmt durch die Logik
von Plattformen immer radikalere Ziige an: Die Vorldufigkeit, Reversibilitit und
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Fragilitit von Wissen. Fiir den Erweis von Vertrauen durch Nutzer bedeutet dies,
dass die rationale Komponente, auf die sie sich zur Absicherung von Vertrauen stiit-
zen konnen, immer instabiler wird. Zum Vergleich: Hatte man sich frither einmal
mit Windows 95 als Betriebssystem vertraut gemacht, so waren gemachte Erfahrun-
gen mit dem System sicher fiir einige Jahre giiltig, genauso wie Wissen und Nicht-
wissen tiber die Software und dessen Vorteile und Probleme. Demgegeniiber verdn-
dern sich Funktionen und Teilnahmebedingungen von Plattformen wie Google
oder Facebook so schnell, das verlissliches Wissen der Nutzer dariiber sehr verging-
lich ist. Im Zuge dieser permanenten Instabilitit (s.0.) plattformbasierter Software
lasst sich kaum eine fiir Vertrauensbildung rational verldssliche Wissensbasis auf-
bauen.

Hinzu kommyt, dass die zuvor beschriebenen niedrigen Einstiegshiirden und Abhin-
gigkeiten die Rolle von Nichtwissen in diesem Kontext zu verdndern scheinen. Ent-
scheidend ist, dass Nutzer zur Generierung von Handlungsfihigkeit — ergo Teil-
nahme an Plactformen — Vertrauen aufbringen miissen. Im Zuge des Black-Boxing
der Plattformen entwickelt sich Nichtwissen dabei von einer risikofokussierten,
defizitiren Komponente zugunsten ciner explorativen, handlungsantreibenden
Komponente: Weil die Komplexitidt quasi unsichtbar ist und verldssliches Wissen
nur unter prakeisch nicht aufbringbaren Kosten erzeugt werden kénnte, riicke die
Verarbeitung von Nichewissen zugunsten potentieller Chancen der Plattformeeil-
nahme in den Mittelpunkt — wer méchte schon gerne auflen vor bleiben bei der
Nutzung von Google, Facebook oder WhatsApp? Dieser Vorgang ,Nichtwissen
produktiv zu erschlieffen®, so Strulik (2004: 179), zeichnet sich durch beschleunig-
ten Entscheidungsbedarf im Umgang mit offenen Zukiinften im Sinne einer ,Chan-
cenausbeutung’ aus, und steigert Bedarf und Verwertung von Vertrauen als ermdogli-
chende und treibende Ressource einer solchen Entwicklung (ebd.). Dies zeigt sich
geradezu prototypisch im hochdynamischen Umfeld von Plattformen, die sich letzt-
lich immer in einem Zustand des ,permanently beta® (Neff/Stark 2004), also der
andauernden Unfertigkeit befinden. Ein solches Modell basiert hochgradig auf
Nichtwissen, denn weder wissen die Nutzer, welche Anderungen auf sie zukom-
men, noch wissen die Plattformentwickler, welche Anderungen zukiinftig notwen-
dig erscheinen. Funktionieren kann diese Konstellation nur, da alle beteiligten
Akteure die prinzipielle Nichtwissbarkeit von Zukunft mit Vertrauen tiberbriicken.
Doch dies birgt zwangslaufig Risiken, weshalb Vertrauen neben seiner produktiven
immer auch eine problemerzeugende Dimension aufweist, wie Strulik (2011) her-
ausgearbeitet hat.

Das cinleitend beschriebene Moment der Aufhebung (Méllering 2006 b), also der
(Selbst)-Tduschung von Vertrauenden durch Ausblenden von Nichtwissen, fiihrt
gewissermaflen beildufig zur Produktion von Risiken. Die beschleunigte Verwertung
von Nichtwissen zur Vertrauenserzeugung im Plattformen-Umfeld resultiert zudem
in einer gesteigerten Bedeutung von Systemrisiken. Verschirft wird dies noch
dadurch, dass sich mégliche unintendierte Nebenfolgen bei der Nutzung von Platt-
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formen hiufig nur mangelhaft symbolisieren und visualisieren lassen. Die Logik
von Plattformen und dessen versteckte Kosten (z.B. Souverinititsverlust durch
algorithmische Vorentscheidungen, unabsehbare zukiinftige Effekte von bereitge-
stellten Daten) lassen sich nicht in einfache Bilder fassen.

Konstruktion von Vertrauen in Online-Plattformen

Vertrauen spielt weiterhin im Kontext des oben diagnostizierten Problems mangeln-
der Verantwortlichkeiten eine wesentliche Rolle. Durch die verhiltnismifige Irrele-
vanz von Verantwortung und dessen schwieriger Zurechenbarkeit entsteht eine Art
diffuses System, das als Oberfliche (Interface) fiir die Nutzer erkennbar wird —
wenngleich seine volle Komplexitit (im sogenannten Backend) verborgen bleibt.
Durch die Steigerung dieser Komplexitit durch Vernetzung und ,Vollintegration®
unterschiedlicher Dienste in Datenverarbeitungssystemen werden aus Konsumen-
tensicht erhéhte Vertrauensbereitschaften erforderlich, um auch zukiinftig in Platt-
form-Umfeldern aktiv zu sein. Im Zuge des bisherigen Umgangs mit Plattformen
hat sich, insbesondere aus Sicht von Durchschnittsnutzern, Verzrautheir im Umgang
damit etabliert, also eine Art Nutzungsgewohnheit.# Diese Vertrautheit, die sich
durch eine tendenziell wenig risiko-reflexive Nutzung von Technik charakeerisieren
lasst, fithrt zu einer Verlagerung dieser Risiken in die gesellschaftliche Latenz: Indi-
viduelle wie kollektive Risiken und Gefahren der massenhaften, oft unhinterfragten
Nutzung werden wenig thematdisiert, u.a. um den gewinnbringenden Betrieb des
Systems fuir die Beteiligten nicht zu gefihrden — schliellich profitieren von diesem
sowohl Anbieter (u.a. datengetricbene Geschiftsmodelle) als auch Nutzer (u.a.
Kommunikationserleichterungen) wenigstens kurzfristig. Im Nachgang der Snow-
den-Enthiillungen scheint diese Vertrautheit, zumindest in Europa, mehr und mehr
aufgebrochen zu werden (Hakim 2014) und weicht einem sozialen Modus des aki-
ven Vertrauens, das sich den potentiellen Risiken stirker bewusst ist bzw. bei Ent-
tiuschung kaum reklamieren kann, tiber die Risiken nicht im Bilde gewesen zu
sein. Vor dem Hintergrund massiv wachsender Komplexitit von plattformbasierten
Geschiftsmodellen und dadurch minimierter Kontroll- und Eingriffsméglichkeiten
bei gleichzeitig hohen Nutzungsvorteilen ergibt sich ein Gemisch, das eine Vertrau-
ensinflation nach sich ziehen kann: Es kommt zu einem {iberproportionalen Riick-
griff auf Vertrauen (im Verhiltnis zu Misstrauen), wodurch die problemerzeugende
die produktive Dimension von Vertrauen potenziell iibersteigt — mit der Folge sich
ausweitender Risiken fiir das Gesamtsystem. Vertrauen wird hier entwertet, da die
Wahrscheinlichkeit seiner Einlosung, d.h. das Zutreffen der positiven Zukunftser-
wartung, durch die exzessive Nutzung dieser Ressource immer geringer wird.

Im Falle enttduschten Nutzervertrauens kommen Regeln der Zurechnung von Ver-
antwortung ins Spiel: Herrscht beispielsweise im Rahmen von Plattformnutzung
cher die Attitiide eines ,selbst schuld® wenn es zu nicht-intendierten Nebenfolgen

4 Zum Verhiltnis von Vertrauen und Vertrautheit siche Luhmann (1988).
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kommt, kann auch hier von aktivem Vertrauen ausgegangen werden: Dieses
herrscht immer dann, wenn die Ursache fiir den Vertrauenserweis einem Entschei-
der — dem User — attribuiert wird. Wird bei Enttduschung von Zukunftserwartun-
gen der Umwelt die Schuld dafiir zugerechnet, also vermeintlich niche selbst indu-
zierten, externen Faktoren (Im Enttduschungsfall stellt man nur fest: ,Es bricht tiber
mich herein‘, man hatte nichts zu entscheiden), spricht man hingegen von Zuwver-
sicht (Luhmann 1988). Diese Unterscheidung verweist insbesondere auf bewusste
gegeniiber latente Vertrauenserweise und betont die Folgen ihrer Enttduschung, die
sich bei Entscheidern oder eben dufleren Umstinden identifizieren lassen. Diese
dufleren Umstinde, auf die man zurechnen kann, lassen sich als ,sozio-technisches
System" fassen, dessen Elemente fiir die soziale Konstruktion als auch die Sanktio-
nierung enttduschten Vertrauens in Frage kommen. In diesem Kontext liefle sich
etwa fragen: Welche Personen, Rollen, Organisationen oder Technologien werden
als Gewissheitsiquivalente adressiert, um bestimmte aus Vertrauen resultierende
Handlungsweisen bei Konsumenten abzustiitzen? Welche ,,access points® (Giddens
1990: 83) zum System fithren zur Hervorhebung dieser (und nicht anderer) Adres-
sen und wo lassen sich etwa Dominanzen erkennen? Eine Analyse dieser Zugangs-
punkte zum System der Plattformen, das heterogene Elemente zur Vertrauenszu-
schreibung bereithilt, wire lohnenswert um den genauen Charakter der Vertrauens-
bezichung zwischen Nutzer und System herauszustellen und einige der hier aufge-
worfenen Hypothesen empirisch zu priifen. Insbesondere liefSe sich herausarbeiten,
ob man es in diesem Fall mit genuinem Systemvertrauen (Luhmann 2000; Sumpf
2019) zu tun hat, das eine ,(...) gegenseitig gewusste Vertrauensbeziehung zwi-
schen konkreten Leistungsabnehmern (z.B. Kunden) und konkreten Leistungspro-
duzenten® (Kohring 2004: 131 f) hervorbringt. Alternativ wéren etwa Systemrepri-
sentanzen denkbar wie Vertrauen in Google, in technische Standards, in rechtliche
Absicherung etc., die dann als sichtbare Schnittstellen auf das undurchsichtige
Gesamtsystem generalisiert werden.

Ungeachtet dieser méglichen Systemwahrnehmung von Plattformen durch Nutzer
ergeben sich aus unseren Uberlegungen weitreichende Folgen fiir die Allokation
von Verantwortung, Nutzer- und Systemrisiken sowie damit verbundene For-
schungspraktiken.

Fazit

Aufgrund unserer Beobachtungen lassen sich einerseits gesellschaftliche Schlussfol-
gerungen {ber den Umgang mit Plactformen anstellen, andererseits ergeben sich
daraus Schliisse fiir die Soziologie als wissenschaftliche Disziplin.

Wie wir dargelegt haben, erfihrt Vertrauen im Kontext von Online-Plattformen
inflationdre Tendenzen, die auf die hintergriindigen Design- und Organisations-
prinzipien mit der weitreichenden Verantwortungsiibertragung auf die Nutzerseite
zuriickzufithren sind. Diese Inflation ergibt sich aus einer tibersteigerten Erwartung
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an die Nutzer: Zum einen sollen sie informierte Entscheidungen treffen und die
Verantwortung fiir ihr Handeln tibernehmen. Zum anderen wirkt Nutzerhandeln
auch zuriick auf die Plattformen, etwa als (implizites) Votum fiir die Gestaltung der
Dienste, oder durch (explizite) Bereitstellung von Inhalten. Dabei sind auch die
Plattformbetreiber aufgrund ihrer Geschifts- und Organisationsmodelle zwingend
auf aktive Nutzer angewiesen, die méglichst ohne ausgeprigtes Misstrauen agieren.
Diese hohen Erwartungen stehen im Kontrast zur tatsichlichen Leistungsfihigkeit
der Nutzer. Die realistisch nicht hinreichend zu bewiltigende Komplexitit der tech-
nischen Vorginge einerseits, und die kaum absehbaren individuellen und gesell-
schaftlichen Konsequenzen von Plattform-Handeln anderseits, werden reduziert,
indem Vertrauen an die Stelle von Wissen riickt. Getreu dem populdren Entwick-
lermotto ,the user is always right wird dem Nutzer gleichwohl eine weitreichende
Handlungsfihigkeit und Kompetenz zugesprochen. Vor dem Hintergrund unserer
Beobachtungen wire aber eben dieses Motto zu hinterfragen. Dies begriindet sich
nicht nur durch die von Verbraucher- und Datenschiitzern bereits hinreichend kri-
tisierten potentiellen negativen Folgen fiir die Nutzer. Problematisch ist auch, dass
der inflationdre Riickgriff auf Vertrauen durch seine inhirente Risiko- und Selbst-
tduschungslogik auch Plattformen als System fragil macht, obgleich sie eine derart
prigende Rolle in modernen Gesellschaften eingenommen haben. Dies ist nicht
zuletzt auch fiir die Plattformbetreiber selbst in héchstem Mafle riskant: Erstens
werden durch die ibersteigerten Vertrauenserwartungen an die User permanent
Handlungen evoziert, deren Rationalitit ,letztlich immer unbegriindbar® (Luh-
mann 2000: 31) ist — durch die Aggregation von Millionen von beschleunigten
Einzelhandlungen entstehen dadurch Systemeffekte, die Krisen und Zusammenbrii-
che zur Folge haben kénnen (Strulik 2011). Zweitens kann auch der Verlust von
Vertrauen oder gar das Umschwenken in Misstrauen unter den Nutzern diesen
Effekt haben — denn verlieren die Nutzer ihr Vertrauen, briche letztlich das System
zusammen. Nachhaltiger fiir beide Seiten wire es daher, Nutzer ein Stiick weit von
den iibersteigerten an sie gerichteten Erwartungen zu befreien.

In diesem Spannungsfeld von Vertrauen und Misstrauen schlagen Lee und See
(2004) eine Kalibrierung der beiden Ressourcen vor, insbesondere um Tendenzen
des ,overtrust® (ebd.: 55) bei der Nutzung automatisierter Software zu vermeiden.
Da Vertrauen unserer Analyse nach weitldufig vorhanden ist, bleibt die Stirkung
der Komponente Misstrauen hervorzuheben. Dies ist jedoch nicht nur im Sinne
von misstrauischen, kritisch-aufmerksamen Einzelnutzern zu verstehen, sondern
vielmehr als ,institutionalisiertes Misstrauen (Shapiro 1987; Strulik 2004): Eine
Stirkung bzw. Etablierung von unabhingigen und technisch kompetenten Institu-
tionen mit einem systemischen Blick der Koordination unterschiedlicher Plattform-
Betreiber, Drittanbieter und Nutzerinteressen konnte vor diesem Hintergrund eine
geeignete Mafinahme sein. Diese konnten etwa Audits von Algorithmen durchfiih-
ren (Sandvig u.a. 2014). Auf diese Weise wiirde die Vertrauensbildung ein Stiick
weit ins Systeminnere verlagert, so dass Verantwortlichkeiten stirker kollektiviert
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und vom Einzelnutzer wegdelegiert wiirden. Hier wiren auch Plattformen des Wis-
sensmanagements denkbar, auf denen die User im Rahmen ihrer Expertise (Erfah-
rungsberichte, Risikowahrnehmungen, Datenschutz etc.) partizipieren und so
Anbietern und Auditoren Ansatzpunkte fiir das Aufspiiren méoglicher Systemrisiken
béten. Dies sind freilich nur erste Anhaltspunkte fiir einen moglichen Umgang mit
der Vertrauensinflation, welche an anderer Stelle niher eruiert werden miissten.
Gleichzeitig bleibt hier abermals zu betonen, dass eine ginzliche Auflosung der Ver-
trauensproblematik nicht erreichbar ist.

Fiir die Soziologie bleibt zunichst festzuhalten, dass Online-Plattformen und ihr
sozio-technischer Kontext als ernstzunehmender Untersuchungsgegenstand etabliert
werden sollte. Zwar wird die Signifikanz von Plattformen zunehmend auch von der
Soziologie erkannt, insgesamt spiegelt die fachliche Aufmerksamkeit aber nicht aus-
reichend ihre tatsichliche gesellschaftliche Bedeutung wider. Dies ist vermutlich
unter anderem auf die technische Komplexitit der Dienste zuriickzufiihren, die
selbstredend auch fiir Sozialwissenschaftler eine Herausforderung fiir deren Analyse
darstellt. Denn es ist unerldsslich, auch die technischen Grundlagen der Dienste zu
ergritnden, wenn man ihre soziologische Bedeutung umfassend verstehen maochte.
Dabei dringt sich eine interdisziplinire Herangehensweise auf, die sich technische
Expertise (z.B. Informatik, Informationswissenschaft) zu Nutze macht. Gleichzeitig
gilt es, neue (digitale) Methoden zu entwickeln, die selbst auf Daten zuriickgreifen,
um weiterreichende soziologische Erkenntnisse zu erlangen (Rogers 2013). Fiir die
empirische Vertrauensforschung heif$t dies beispielsweise, dass klassische Methoden
quantitativer (etwa standardisierte Fragebogen) und qualitativer (Nutzer- und
Anbieterinterviews) Sozialforschung um innovative Ansitze erginzt werden miissen,
will man digitalem Vertrauen und Misstrauen auf die Spur kommen. Hier bote es
sich an, nach Mustern von Beziigen zu Wissen und Nichtwissen unter dem Aspekt
der Authebung zu suchen, die man z.B. mit linguistischen Methoden in Online-
Foren, Chat-Rooms oder Kommentarspalten von Nachrichten- oder sozialen
Medien finden kann. Schliefflich gilt es, bestehende theoretische Konzepte auf den
neuen Gegenstand anzuwenden und gegebenenfalls zu adaptieren und zu erginzen
— so wie wir es hier in Grundziigen fiir den Vertrauensbegriff getan haben.
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