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Technologieentwicklung und Gerechtigkeit
im Zeitalter der Digitalisierung’

Die Diversity-Folgenabschitzung als Instrument zur Auflésung des
Collingridge-Dilemmas

Emily Breuer und Olivia Hankins

1 Einleitung

Debatten um die Abwigung der Chancen und Risiken freier technologischer Entwicklung, insbesondere
in Bezug auf ethische Auswirkungen von KI auf unsere Gesellschaft und unser 6konomisches Handeln,
sind hochaktuell. Schon in den vergangenen Jahren wurden in Europa, als auch den USA Richtlinien fiir
den Umgang und die Entwicklung von KI-Systemen diskutiert und letztendlich sowohl von der
Europiischen Union (vgl. EU-Verordnungen 2024) als auch unter dem ehemaligen US-Prisidenten Joe
Biden ausgearbeitet (vgl. O’Brian/Parvini 2024). Im US-Wahlkampf 2024 betonte vor allem Kamala
Harris die Relevanz der Regulierung von technologischer Innovation, indem sie auf schwerwiegende
Auswirkungen von verzerrten KI-Systemen oder deren Missbrauch Bezug nahm.

When a woman is threatened by an abusive partner with explicit deepfake pho-

tographs, is that not existential for her? (ebd.)

! Wortkshop auf der #CDRK24 Konferenz unter dem Titel ,,Diversity-Folgenabschitzung: Ein Instrument, um
Diversitit, Inklusion und Chancengleichheit zu férdern® — geleitet von Thomas Bieler (ING Bank), Maria Hinz
(Barmer) und Christian Thorun (CDR-Initiative), betreut von Emily Breuer (Universitit Bayreuth) und Olivia
Hankins (Universitit Bayreuth). Der nachfolgende Beitrag ist im Rahmen eines Blockseminars ,,Ethik der Digi-
talisierung® an der Universitit Bayreuth entstanden und wurde durch den Workshop auf der #CDRK24 Konfe-

renz inspiriert.
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Harris macht deutlich, dass KI-Systeme in ihrer Anwendung einen bedeutenden Einfluss auf die
Gesellschaft haben und Fehler in thren Algorithmen zu schwerwiegenden Folgen fithren kénnen,
welche unsere demokratische Gesellschaft in Bezug auf ihre Grundpfeiler von Gleichheit und
Gerechtigkeit bedrohen kénnen. Das bedeutet, dass in frithen Entwicklungsphasen die Folgen
eines solchen Algorithmus nicht addquat erfasst worden sind. Demgegentiber stehen Haltungen,
welche in ethischen Bedenken und frithzeitigen Regulierungen von KI eine Beschrinkung des
technologischen Fortschritts sehen, da wir die genauen Auswirkungen heute noch nicht exakt
beziffern konnen. So hob Donald Trump nach seiner Wiederwahl die von Joe Biden
beschlossenen Richtlinien zum Umgang mit KI, wie ethische Uberlegungen zur Kennzeichnung
von Kl-Inhalten oder Sicherheitsabschitzungen der Systeme fiir die Gesellschaft, auf, da er diese
als Hindernis fur technologische Innovation betrachtete (vgl. Spiegel 2025). Dies kiindigte er
bereits im Wahlkampf mit den Worten: “We will repeal Joe Biden’s dangerous Executive Order
that hinders Al Innovation, and imposes Radical Leftwing ideas on the development of this
technology” (O’Brian/Patrvini 2024) an. Hinsichtlich dieser Entwicklung stellt sich auch fiir
Unternehmen die Frage, inwiefern sie an ethischen Uberlegungen und friihzeitigen Regulierungen

in der Entwicklung von Technologie festhalten sollten, wenn dullere Regularien wegfallen.

In diesem Artikel beabsichtigen wir die Relevanz einer frihzeitigen Bertcksichtigung
ethischer Prinzipien und Folgenabschitzungen in der Technologieentwicklung zu verdeutli-
chen und der Frage entgegenzutreten, ob wir tatsichlich Chancen verbauen, wenn wir ba-
sierend auf noch nicht vollstindig erkennbaren Auswirkungen von Technologien ethische
Richtlinien fir die Entwicklung setzen. Stattdessen konnten die Regulierungen sogar als Vo-
raussetzung dafir gesehen werden, Chancen iiberhaupt nutzen zu kénnen — indem sie ethi-
sche Risiken und Fehlentwicklungen minimieren. Diese Fragestellung weist auf ein Dilemma
hin, welches in der Literatur als Collingridge-Dilemma bekannt ist (vgl. Collingridge 1980).
Es besagt, dass die potenziellen Konsequenzen einer Implementierung der Technologie in
einem frithen Entwicklungsstadium in ihrem vollen Umfang noch unbekannt sind und sich
erst nach der Implementierung zeigen und daher schwer zu beriicksichtigen sind. Zeigen
sich die Folgen erst nach der Implementierung, so ist ein Gegensteuern aufgrund der bereits
vielseitigen Verwurzelung der Technologie schwierig und kostspielig, woraus sich ein Di-
lemma ergibt. Obwohl die Unsicherheit Gber die Zukunft das Dilemma schwer aufzulésen

scheint, hat ein Versuch héchste Relevanz, womit sich die Frage nach einer M&glichkeit der
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Auflésung des Dilemmas ergibt, d.h. wie man ethische Regulationen schon im Entwick-
lungsprozess einbindet, um schwerwiegende Folgen zu adressieren, die man noch nicht ge-

nau kennt.

In diesem Artikel méchten wir das Instrument der Diversity-Folgenabschitzung, welches
von der Corporate Digital Responsibility Initiative fiir Unternehmen entwickelt wurde, als Ver-
such betrachten, das Collingridge-Dilemma aufzulésen und es in Bezug auf sein philosophisches
Fundament analysieren. Die Corporate Digital Responsibility (CDR) Initiative unterstiitzt Unter-
nehmen, Verantwortung fir eine ethisch fundierte Umsetzung der Digitalisierung zu tiberneh-
men, wobei insbesondere der Mensch in den Vordergrund gestellt wird (vgl. CDR-Initiative 2024).
Die Diversity-Folgenabschitzung, welche von ihr als Instrument fiir unternehmensinterne Digi-
talisierungsprojekte entworfen wurde, soll ethische Uberlegungen zu Inklusion und Diversitit
schon in den Entwicklungsprozess implementieren, um negative Auswirkungen wie einer Diskri-
minierung von Mitarbeitenden tiber inadiquate Angepasstheit an Fihigkeiten im Umgang mit
digitalen Systemen, vorzubeugen. Im Folgenden werden wir die Diversity-Folgenabschitzung be-
ziiglich ihres Potenzials das Collingridge Dilemma zu adressieren betrachtet. Dabei wird sich trotz
einiger Unzuldnglichkeiten nicht nur zeigen, dass sie das Dilemma in relevanter Weise adressieren
kann, sondern auch dass sie Unternehmen eine gute Grundlage bietet ihrer Verantwortung und
eigenem Interesse in der Auflésung des Dilemmas nachzukommen. Thre gesellschaftliche und
ethische Relevanz zeigt sich dabei vor allem auch in ihrer Anwendbarkeit auf Szenarien, wo keine

politischen Regularien fir Unternechmen seitens der Politik getroffen werden.

2. Die Relevanz der Betiicksichtigung ethischer Prinzipien in der Entwicklung von
Technologie

2.1 Die Perspektive eines Laissez-faire-Ansatzes und die Regulierung der Entwicklung und des Einsatzes von
Kiinstlicher Intelligenz

Im Zeichen der Debatte um die (ethische) Notwendigkeit von Regularien in der KI-Entwicklung
bestehen unterschiedliche Positionen. Dabei werden Regularien einerseits als ein Hemmnis fir
die Entwicklung fortschrittlicher Technologie gesehen und ethischen Bedenken in der
Entwicklung wenig Raum geboten, woraus eine Laissez-Faire-Haltung erwichst, bei welcher

technologischer Fortschritt weitgehend ohne regulatorische Eingriffe geférdert wird und damit
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keine ethischen Richtlinien fiir die Unternehmen vorgegeben werden, sodass potenzielle aber
noch nicht genau absehbare gesellschaftliche Konsequenzen nicht zwangsliufig Berticksichtigung

finden, bzw. erst nach der Implementierung untersucht werden.

Auf der anderen Seite stehen Positionen, welche eine hohe Relevanz in der Vorgabe einheit-
licher ethischer MaB3stibe, wie Transparenzanforderungen oder Tests vor der Implementierung,
sehen, um ethischen Konsequenzen fiir die Gesellschaft aus der Entwicklung von KI-Systemen
vorzubeugen und Unternehmen Anreize zu setzen ethische Betrachtungen in ihre Entwicklungen
einzubeziehen. Als Beispiel ldsst sich hier der ,,Al-Act® der Europdischen Union anfithren, wel-
cher Regulierungen fur kiinstliche Intelligenz umfasst und (ethische) Risikoabwigungen trifft (vgl.
Europiisches Parlament 2023). Man versucht Richtlinien fiir Folgen zu implementieren, deren

Ausmal3 noch nicht feststeht, um Schaden von der Gesellschaft abzuwenden.

Aus der Unternehmensperspektive erscheint ein Laissez-Faire-Ansatz zunichst attraktiver,
da er zulisst, dass sich Technologie frei entwickeln kann, alle Moglichkeiten offenstehen und ge-
ringere Kosten in der Entwicklung anfallen, wenn nicht zusitzlich ethische Uberlegungen und
Richtlinien zu berticksichtigen sind und Ressourcen nicht durch etwaige zukiinftige Folgen, wel-
che heute noch nicht im Detail bestimmbar sind, gebunden sind. Es erscheint, als kénnte er dazu
beitragen, dass bahnbrechende Technologien schneller zur Marktreife gelangen und Wettbewerb
sowie wirtschaftliches Wachstum stimuliert werden. Dies bedeutet aber auch bedeutende Risiken
in unvorhergesechenen negativen Auswirkungen, da negative Auswirkungen fur die Gesellschaft
von einem Unternehmen unter dem Laissez-Faire-Ansatz nicht zwangsldufig internalisiert wer-
den, da sie nicht mit ibergeordneten Richtlinien an die ethischen Konsequenzen ihrer Entwick-
lung gebunden sind. Mit der Abschaffung einheitlicher gesetzlicher Richtlinien zur Entwicklung
und Einsatz von KI durch Donald Trump stehen Unternehmen in den USA einer Laissez-Faire-
Situation gegeniiber (vgl. Spiegel 2025), woraus die Frage erwichst, ob dennoch eine Betrachtung
ethischer Maf3stibe in der Entwicklung ihrer Technologie eingebunden bleiben sollten.

Im Folgenden werden wir vor diesem Hintergrund erldutern, weshalb insbesondere fiir die Un-
ternehmen auch unabhingig von gesetzlichen Vorgaben eine Relevanz in der frihzeitigen Berticksich-
tigung ethischer Uberlegungen und der gesellschaftlichen Folgen von Technologieentwicklungen be-
steht. Hs wird sich zeigen, dass ethische Ubetlegungen in ihrem eigenen wirtschaftlichen Interesse
liegen und eine Laissez-Faire-Situation sie nicht von ihrer gesellschaftlichen Verantwortung in der
Technologieentwicklung entbindet.
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2.2 Kiinstliche Intelligeng im Kontext gesellschaftlicher und ethischer Prinzipien

Unsere Gesellschaft basiert in einem hohen Male auf ethischen Prinzipien, welche unsere
politische Organisation, unser Wirtschaften und das Zusammenleben bestimmen. Es bestechen
verschiedene Vorstellungen von einer gerechten und moralischen Gesellschaft, wobei wir in
diesem Zusammenhang vor allem auf die Vertragstheorie John Rawls® verweisen wollen. Rawls
beschreibt die Gesellschaft als kooperatives System, dessen Gerechtigkeitsprinzipien auf der
Grundlage eines fairen Entscheidungsprozesses basieren (vgl. Rawls 1999). Er stellt eine
hypothetische Ausgangssituation dar, in der alle Mitglieder der Gesellschaft tber die
grundlegenden Prinzipien sozialer Gerechtigkeit entscheiden, dabei jedoch nicht wissen, welche
soziale Position sie spiter einnehmen werden. Da niemand weil3, ob er oder sie reich oder arm,
privilegiert oder benachteiligt sein wird, wiirden rationale Individuen Prinzipien wihlen, die fiir
alle fair sind (vgl. ebd.: 15-19). Unterschiedliche korpetliche und soziale Merkmale sind dabei
moralisch willkiirlich, weshalb kein darauf basierender Anspruch auf mehr Rechte besteht (vgl.
Wenar 2021). Dies impliziert ein Prinzip der Gleichheit und Nichtdiskriminierung. Ethische
Prinzipien wie Gleichheit und Gerechtigkeit sind somit nicht nur abstrakte Werte, sondern in der
gesellschaftlichen Ubereinkunft unseres gemeinsamen Wirtschaftens und Zusammenlebens
verankert. Auch wenn diese Uberlegungen in einem vorgesellschaftlichen Zustand hypothetisch
sind und keine tatsichliche vertragliche Vereinbarung besteht, zeigen sie auf, dass
Gerechtigkeitsprinzipien rational fundiert sind und aus ihr fiir die Mitglieder eine Verantwortung
ihrer Bewahrung und Verwirklichung erwichst. Dies ist keine rein politische und institutionelle
Verantwortung, welche allein die Wahrung von Rechten und einer staatlichen Struktur betrifft,
sondern betrifft jede unserer Handlungen, welche ecine Wirkung auf gesellschaftliche

Zusammenhinge hat, unter anderem auch die Entwicklung von Technologie.

Es besteht ein Bewusstsein dartiber, dass neue technologische Entwicklungen unsere Gesell-
schaft prigen und verdndern, woraus auch ein verantwortungsvoller Umgang hinsichtlich ihrer
Beriihrung ethischer Prinzipien erwichst. Dies kann derzeit vor allem vor dem Hintergrund der
Digitalisierung erkannt werden. So findet beispielsweise ein groB3er Teil unserer Kommunikation
mittlerweile in digitalen Rdumen statt, die hdufig als frei zugingliche und gleichberechtigte Platt-
formen des Meinungsaustauschs illustriert werden. Dennoch sind Plattformen, wie Facebook
oder X (ehemals Twitter) ebenso tiber technische Strukturen wie Algorithmen geprigt, wodurch
Aufmerksamkeit und Reichweite gelenkt werden und nicht allein in der Hand des Nutzers liegen.
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Die neue Technologie formt damit die Struktur unserer gesellschaftlichen Kommunikation, wo-
raus aber auch eine Verantwortung in der Entwicklung erwichst, ethische Prinzipien, auf welchen
unsere Gesellschaft baut, auch im digitalen Raum zu erhalten und diese in die Technologie zu
implementieren, damit beispielsweise Diskriminierungen im digitalen Raum ebenso sozial sankti-

oniert werden und sich nicht strukturell verfestigen (vgl. Seeliger/Sevignani 2022: 3—16).

Ein weiteres Beispiel besteht in Kl-gestlitzten Bewerbermanagementsystemen, welche Be-
werbungsverfahren fir eine offene Stelle optimieren sollen. Auch hier gilt es in ihrer Entwicklung
ethische Prinzipien, wie der Inklusion und Nicht-Diskriminierung, hinsichtlich des Geschlechts,
der Herkunft oder einer Behinderung zu berticksichtigen, da sie auf unsere gesellschaftlichen
Strukturen, wie die Zusammensetzung des Personals und Bewerbungschancen wirken. KI-Sys-
teme basieren dabei auf menschlichen Daten, wodurch die Gefahr besteht, dass bestehende struk-
turelle soziale oder politische Voreingenommenbheit, die in der Gesellschatt bestehen, in maschi-
nell lernende Algorithmen als Muster wahrgenommenen und verfestigt werden, sodass sich Ent-
scheidungsprozesse darauf berufen (vgl. Ruttkamp-Bloem 2023: 20-23). Wenn der Fall besteht,
dass diese Systeme mit voreingenommenen Daten trainiert wurden, sodass z. B. in der Vergan-
genheit tberwiegend minnliche Bewerber bevorzugt wurden, worauthin die entwickelte KI
Frauen oder andere Gruppen systematisch benachteiligt, so betrifft dies die Strukturen unserer
Gesellschaft und in einem grofleren Kontext die strukturelle Verankerung der ethischen Prinzi-
pien. Das heil3t, dass die Technologie nicht nur Entscheidungskriterien fir die Vergabe von Jobs
berthrt, sondern tiber mogliche Diskriminierungen auch fundamentale gesellschaftliche Prinzi-
pien der Gleichberechtigung oder Inklusion verletzen kann. Dies wird bei einer langfristigen Im-
plementierung nicht nur einzelne Jobvergaben beeinflussen, sondern auch die Umsetzung ethi-
scher Prinzipien prigen und damit die strukturelle Art und Weise, wie Entscheidungen in unserer
Gesellschaft getroffen werden. Die Relevanz der Implementierung ethischer Uberlegungen und
Folgenabschitzungen bei der Entwicklung von Technologie besteht somit darin, dass sie bedeu-
tende Einfliisse auf unsere gesellschaftlichen Strukturen und die Verwirklichung unserer ethischen

Prinzipien haben, welche auf eine gerechte Gesellschaft abzielen.

Die Verantwortung, die mit der Wirkung von Technologieentwicklungen auf die gesellschaft-
liche Struktur einhergeht, liegt dabei jedoch nicht allein in der Vorgabe von Regularien seitens

politischer Institutionen, sondern auch bei jedem Unternehmen (vgl. Strasser/Niedermayer 2021),
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da Unternehmen in einem hohen Maf3e mit der Gesellschaft verflochten sind und in einem Wech-
selspiel stehen. Thre Produkte und Dienstleistungen, d.h. auch ihre technologischen Innovationen
stellen Lésungen und Angebote fiir die Bewiltigung gesellschaftlicher Prozesse und Bediirfnissen
dar wie z. B. die Informationsbeschaffung mit Hilfe intelligenter Suchmaschinen oder Kl-basier-
ter Auswahlsysteme fiir Jobs oder Studienplitze. Diese betreffen mitunter bedeutende und le-
bensverindernde Angelegenheiten, da Entscheidungsprozesse der Systeme uns direkt betreffen
oder wir aufbauend auf unserem Informationsstand politische, 6konomische, aber auch individu-
elle Entscheidungen treffen, wodurch die Ausgestaltung der Technologie durch die Entwickler
relevanten Finfluss auf das Leben ihrer Nutzer und dartiber hinaus langfristig auf die gesellschaft-
liche Struktur hat.

2.3 Unternebmensethik inm Kontext von KI

Eine Implementierung ethischer Prinzipien in der Entwicklung von Kl ist jedoch nicht nur aufgrund
der gesellschaftlichen Verantwortungsbezichung eines Unternehmens relevant, sondern ist auch in ih-
rem eigenen Interesse begriindet. Auch wenn eine Laissez-Faire-Haltung hinsichtlich Innovationen
vielversprechender erscheinen mag, wird ein Unternechmen langfristie von einer frithzeitigen Imple-
mentierung ethischer Uberlegungen profitieren. Die Einbindung ethischer Uberlegungen in die Ent-
wicklung von Technologie ist auch eine Strategie der Risikominimierung von gesellschaftlichen Folgen
und damit auch fiir die Nutzer. Dazu geh6ren nicht nur rechtliche Aspekte, wie etwa die Haftung fiir
diskriminierende oder fehlerhafte KI-Entscheidungen, sondern auch wirtschaftliche Risiken. Investi-
tionen in Technologien, die sich spiter als ethisch problematisch und gesellschaftlich inakzeptabel et-
weisen, kénnen zu finanziellen Verlusten fithren und das Vertrauen der Offentlichkeit sowie die Re-
putation eines Unternehmens erheblich schidigen. Auch in Bezug auf die Marktakzeptanz spielt die
frithzeitige Einbindung ethischer Uberlegungen eine entscheidende Rolle, da Verbraucher und Unter-
nechmen zunechmend Wert auf verantwortungsbewusste Technologien legen, die Transparenz, Fair-
ness und gesellschaftliche Werte berticksichtigen, woraus sich eine sinkende Wettbewerbsfahigkeit er-
geben kann. So zeigen Anissa Dakhli’s Untersuchungen zur Beziehung zwischen der sozialen Verant-
wortung und der finanziellen Leistungsfahigkeit von Unternehmen, dass ein positiver Einfluss auf die
finanzielle Leistung eines Unternehmens besteht, wenn ethisches Verhalten und Transparenz in seinen

Aktivititen berticksichtigt werden (vgl. Dakhli 2021). Die Berticksichtigung ethischer Prinzipien ist
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dabei jedoch nicht nur eine Reaktion auf gesellschaftliche Entwicklungen, sondern auch in der Anreiz-
struktur eines Unternchmens verankert. Eine diverse und inklusive Unternehmenskultur trigt dazu
bei, vielfiltige Perspektiven und Innovationsideen zu férdern, was die Wettbewerbstdhigkeit langfristig
stirken kann. Auch wenn Gerechtigkeitsprinzipien in erster Hinsicht auch als Einschnitt in die Witt-
schaftlichkeit eines Unternehmens begriffen werden kénnen, z. B. tiber Quoten zur Finstellung be-
stimmter Personengruppen. So fuhrt, wie Scott E. Page untersucht hat, ein diverses Umfeld langfristig
zu einer besseren Anpassungsfihigkeit, kreativeren Losungsansitzen und einer erhShten Innovations-
kraft (vgl. Page 2007).

Durch die ethische Fundierung unserer Gesellschaft wird die Entwicklung neuer Technolo-
gie, welche im Kontext der Digitalisierung gesellschaftliche Strukturen neugestaltet, an die Be-
riicksichtigung ethischer Folgen gebunden sein und die Entwicklung von z. B. ethischen KI-Sys-
temen einen Anspruch darstellen. Damit wird auch der wirtschaftliche Erfolg der Unternehmen
und ihre Wirtschaftsweise im Kontext der Digitalisierung von ihrer Implementierung ethischer
Folgenabschitzungen abhingen (vgl. Lauer 2021: 21-23). Dies stellt jedoch eine bedeutende Her-
ausforderung dar, da die genauen Auswirkungen einer Technologie sich erst in ihrer zukiinftigen
Implementierung zeigen und im Entwicklungsprozess, zwar teilweise kalkuliert, aber schwer re-
guliert werden kénnen. Dies ist vor allem im Fall der KI-Systeme ersichtlich, da ihre Entschei-
dungsprozesse zwar auf ausgewihlten Trainingsdaten basieren, sie jedoch kontinuierlich tber die
Interaktion mit weiteren Daten hinzulernen, was die Abschitzung ihrer Entwicklung und Ausge-
staltung und damit auch ihrer gesellschaftlichen Auswirkungen erschwert. Wir kennen die ge-
nauen Folgen damit erst, wenn sie entstehen, was es schwer macht, Regulierungen prizise genug
zu gestalten, sodass sie die Folgen abfangen, bzw. ethische Bedenken adidquat auf die Zukunft
auszurichten. Damit stellt sich die Frage, wie wir heute alle ethischen Folgen der Technologie
abschitzen kénnen, die erst morgen sichtbar sein werden. Kann dieses Dilemma tiber die Imple-

mentierung ethischer Uberlegungen in der Technologie gelost werden?

Die Erliduterungen dieses Kapitels haben gezeigt, dass auch wenn seitens der Politik eine
Laissez-Faire-Haltung beziiglich der ethischen Regularien besteht, fiir Unternehmen eine Rele-
vanz in der frithzeitigen Beriicksichtigung ethischer Auswirkungen ihrer Technologieentwicklung
besteht, welche nicht nur in ihrer gesellschaftlichen Verantwortung, sondern auch in einem 6ko-
nomischen Eigeninteresse begriindet liegt. Die unternehmerische Praxis eines regulatorischen An-

satzes uber die Implementierung von ethischen Prinzipien in die Entwicklung von Technologie
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beinhaltet dennoch Unsicherheiten hinsichtlich ihrer Umsetzung, da es in einem frithen Stadium
der Entwicklung schwer ist die Folgen abzuschitzen, wihrend sie im Nachhinein eine zu starke
Verankerung und auch schon Auswirkungen aufweisen. Dieses so genannte Collingridge-Di-

lemma wird im Folgenden erldutert.*

3. Das Collingridge-Dilemma

Das Collingridge-Dilemma, welches auf David Collingridge zurtick geht, ist vor allem im Bereich
der Folgen und Risikoabschitzung neuer Entwicklungen bedeutsam, insbesondere in Bezug auf
deren Wirkung hinsichtlich der Ausgestaltung und Beforderung einer gerechten und inklusiven
Gesellschaft (vgl. Collingridge 1980). Dieses Dilemma besteht darin, dass frih im
Entwicklungsprozess der Technologie die potenziellen Konsequenzen dieser Technologie noch
nicht bekannt sind, sondern die Effekte erst zu ecinem spiteren Zeitpunkt nach ihrer
Implementierung sichtbar werden. Zu diesem Zeitpunkt ist es allerdings schwierig, die
Technologie noch zu regulieren, da Prozesse schon fest verankert sind. Kurz gesagt ist dieses
Dilemma ein Problem der Zeit und Technologieentwicklung (vgl. Demos Helsinki 2022). Im
Collingridge-Dilemma gibt es zwei Bedingungen, welche bestehen missen, um die
unerwiinschten Konsequenzen einer Technologie vermeiden zu kénnen. Zum einen muss Wissen
dariiber bestehen, dass eine Technologie schwerwiegende Konsequenzen hat oder in Zukunft
haben wird. Zweitens muss es moglich sein, die Technologie im spiteren zu verdndern, um diese
Konsequenzen zu beheben. In der Praxis bleiben diese Bedingungen jedoch hiufig unerfillt,

weshalb wir einem Dilemma gegentiberstehen.

Ein konkretes Beispiel, das dieses Dilemma eindeutig illustriert, besteht in der Entwicklung
des Autos. Im Jahr 1908 waren Verinderungen im Design und der Benutzung von Autos einfach
umzusetzen, wobei Prognosen zu spiteren sozialen Konsequenzen noch schwer méglich waren.
Die heutzutage auftretenden Folgen wie eine erhebliche Luftverschmutzung sowie soziale Verin-
derungen wie die Prigung unseres Mobilititsverhalten, der Stadtarchitektur und einer Beforde-
rung sozialer Ungleichheiten waren im Detail nicht vorherzusagen. Heute sind diese Folgen fast
jeden Tag sichtbar und effektive Anderungen schwer durchzufiihren, da sie sich fest in unserem

gesellschaftlichen Zusammenleben verankert haben. Dieses Dilemma besteht auch beziiglich ei-

201

- am 18.01.2026, 07:37:38.



https://doi.org/10.5771/9783748965039-191
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

ner Folgenabschitzung zu ethischen Konsequenzen der Digitalisierung. Wir kennen beispiels-
weise heute die Auswirkungen einer zunehmenden Etablierung von KI-Assistenten auf unsere
Gesellschaft nicht im Detail, da diese erst sichtbar werden, nachdem die Technologie schon in
der Gesellschaft und Wirtschaft verankert ist. Trotz frithen Bemithungen zur Regulierung von
KI-Systemen bleibt eine effektive Regulierung kompliziert, weil man in Anbetracht der Unsicher-
heit der zukiinftigen gesellschaftlichen Struktur und der Etablierung der Systeme nicht weil3, wo
der Fokus der Regulierung liegen sollte. Dieser kann lediglich tiber heutige Normen und Wert-
vorstellungen abgeschitzt werden. Das Dilemma von Collingridge kann damit auch folgenderma-

Ben formuliert werden:

Either one attempts to control technology by early prediction of consequences,
or one attempts to control technology by reacting to consequences as they un-
fold. If the former, then the attempt fails because of predictive unreliability. If
the latter, then the attempt fails because of developed rigidity. Therefore, either
the attempt to control technology fails because of predictive unreliability, or the
attempt to control technology fails because of developed rigidity (Croy 1996: 2).

Das Collingridge-Dilemma betrifft damit den Zeitverlauf und den Entwicklungsprozess. In der
Literatur bestehen unterschiedliche Lésungsansitze des Dilemmas. Unter anderen von Daniel
Tigard, welcher diskutiert, inwiefern eine Briicke zwischen den beiden Zeitpunkten in der
Technologieentwicklung und ihren Wissensstinden geschlagen werden kann, sodass Folgen in
frithen Stadien regulierbar sind und das Dilemma gel6st werden kann (vgl. Tigard 2022: 12-19).
Er verweist unter der Bezeichnung “embedded ethics” auf flexible Ansitze, welche eine Vielzahl
an Perspektiven in den Entwicklungsprozess einbeziechen, um mdégliche Konsequenzen tber die
darin enthaltenen unterschiedlichen Erfahrungen und Bediirfnisse zu erkennen (vgl. ebd.: 7-20).
Dabei soll insbesondere ein Bewusstsein fir ethische und soziale Wirkungen von Technologie
eingebettet werden und Sensibilitit gegeniiber Fehlern und Verzerrungen in Daten und
Technologie auf Grundlage eines Abgleichs mit ethischen Prinzipien entstehen (vgl. ebd.: 17-27).
Mit der Beriicksichtigung ethischer Uberlegungen und ihrer Einbettung in den friihen
Entwicklungsprozess tut sich dabei jedoch eine weitere Dimension des Dilemmas auf und zeigt,
dass diese Briicke zwischen beiden Zeitpunkten des Dilemmas auch mit einer solchen Einbettung

schwer uberwindbar scheint. Dies ist der Fall, weil technologische Entwicklungen
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gesellschaftliche Umstinde beeinflussen und dabei auch Normen und Werte formen. Wenn wir
jedoch unsere heutigen Wertmal3stibe anlegen, beriicksichtigen wir nicht jene, die in der Zukunft
gelten werden (vgl. Kudina/Verbeek 2019).

Kudina und Verbeek, adressieren dies in Abgrenzung zur wirtschaftlichen Variante des Di-
lemmas als ethische Version, welche darauf basiert, dass die Technologie oftmals auch unsere
herangezogenen Werte verindert (vgl. ebd.). Dabei besteht das Problem, dass ethische Regularien
entweder zu frih, d.h. bevor klar ist, wie die Technologie Bewertungsmalstibe beeinflussen wird,
eine Bewertung der Technologie vornehmen oder zu spit, wo die ethischen Auswirkungen zwar
bekannt sind, die Technologie aber bereits etabliert und kaum noch verinderbar ist (vgl. ebd.: 2—
5). Laut den Autoren gibt es zwei Wege dieses Dilemma zu adressieren. Zum einen Gber einen
techno-moralischen Weg, der versucht, die ethischen Aspekte einer Technologie vorherzusagen
und zu antizipieren (vgl. ebd.: 292-295). Dabei ist dieser Weg kaum zuverldssig, weil er keine
Dynamiken zwischen Technologie und Moralitit adressiert, sondern nur ihre Implikationen. Zum
anderen besteht der sozio-technische Weg, welcher Voraussagen iiber die Zukunft als spekulativ
zurlickweist und stattdessen Technologieentwicklungen als soziale Experimente auffasst, welche
ethische Uberlegungen in ihrer Durchfiihrung erfordern. Er versucht damit, den Prozess techno-
logischer Entwicklung zu regulieren (vgl. ebd.: 3). Die Autoren selbst plidieren, basierend auf
ihrer These, dass sich normative Werte zusammen mit neuer Technologie verindert haben, fiir
ein Vorgehen, das sich auf die Dynamiken der Interaktion zwischen Mensch und Technologie

fokussiert und die ethischen Wechselwirkungen analysiert (vgl. ebd.: 1-3).

[W]hen technologies are used, they typically do not play a role as technological
“objects” in interaction with human “subjects”; rather, they are “mediators” of

the relation between users and their environment (ebd.: 7).

Wenn man die Entwicklung Technologies somit als ein dynamisches System versteht, gibt es mehr
Moglichkeiten die Auswirkungen der Technologie auf die Gesellschaft zu verstehen. Nicht nur
die Gesellschaft, sondern auch die Technologicentwicklung, sind kein stagnierendes Objekt,

sondern verindern sie sich stetig und beeinflussen sich gleichzeitig.

Die Relevanz der Auflosung des Collingridge-Dilemmas ist eng mit der Relevanz des Finbe-
zugs ethischer Uberlegungen in die Entwicklung von Technologie verkniipft. Unternehmen ha-

ben ein Interesse daran, dass ihre Technologie zuverldssig funktioniert und in Zukunft zu keinen
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negativen Auswirkungen fiihrt, welche die Effizienz und Anwendbarkeit der Technologie gefihr-
den, als auch daran, dass sich keine negativen Effekte auf die Gesellschaft ergeben, sodass sie
ithrer Verantwortung nachkommen. Das Collingridge-Dilemma fasst dabei die Problematik zu-
sammen, vor welcher Entwickler in der Entwicklung stehen. In einem frithen Stadium, vor der
Implementierung sind Folgen noch nicht sichtbar und sind schwer zu regulieren, da sie sich erst
zeigen, wenn die Technologie implementiert und eine Korrektur schwierig oder sehr kostspielig
wird. Es liegt somit im Interesse eines Unternehmens, dieses Dilemma zu 16sen, um mdoglichst

geringe Risiken einzugehen und schwerwiegende Folgen zu vermeiden.

Im Folgenden wollen wir einen Ansatz vorstellen, welcher genau diesen Anspruch verfolgt
und sich zur Aufgabe macht ethische Uberlegungen zu Folgen technologischer Entwicklungen
auf die Diversitit in den Entwicklungsprozess zu implementieren, um diese zu regulieren und im
spiteren nicht auf schwerwiegende Konsequenzen fiir die Gesellschaft als auch fiir das Unterneh-
men zu stoflen. Wir werden diesen, als einen Versuch der Lésung des Collingridge-Dilemmas
diskutieren und aufzeigen, inwiefern er das Dilemma auflésen kann und wo Verbesserungspoten-

zial oder auch Schwierigkeiten bestehen.

4. Die Divetsity-Folgenabschitzung

4.1 Die Diversity-Folgenabschdtzung der Corporate Digital Responsibility Initiative

Die Corporate Digital Responsibility Initiative ist eine Initiative des Bundesministeriums fiir
Umwelt, Naturschutz, nukleare Sicherheit und Verbraucherschutz und bietet Unterstlitzung
sowie ein Austauschforum fiir eine verantwortungsvolle Umsetzung der digitalen Transformation
in Unternehmen. Dabei stehen neben der digitalen Verinderung insbesondere die sozialen und
ethischen Auswirkungen dieses Wandels im Vordergrund und sollen Berticksichtigung finden. Im
Jahr 2024 veréffentlichte die CDR-Initiative ein Instrument zur Diversity-Folgenabschitzung, fir
die Férderung von Diversitit, Inklusion und Chancengleichheit im Prozess der Digitalisierung,
welche Unternehmen als Leitfaden dienen soll (vgl. CDR-Initiative 2024). Dabei besteht die
Kernidee darin, dass schon im  Entwicklungsprozess digitaler —Produkte und
unternehmensinternen Dienstleistungen eine Vielzahl an Perspektiven und ethischen

Uberlegungen zur Betroffenheit implementiert werden, um Risiken nach der Implementierung
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schon in der Entwicklung zu erkennen und besser abschitzen zu kénnen (vgl. ebd.: 8-11). Darin
lisst sich ein Kalktl des Versuchs einer Auflésung des Collingridge-Dilemmas, erkennen, da
versucht wird Folgen, die eigentlich erst nach der Implementierung sichtbar werden und dann
schwer zu verbessern sind iiber eine frihzeitige Berticksichtigung ethischer Standards als auch
den Einbezug vieler Perspektiven, Betroffenheiten und Erfahrungen abzuschitzen. Unsere These
lautet somit, dass die Diversity-Folgenabschitzung versucht, das Collingridge-Dilemma
aufzulosen. Anldsslich einer genaueren Betrachtung der Diversity-Folgenabschitzung soll in
diesem Teil zunichst das von der CDR-Initiative herausgegebene Papier zur Diversity-

Folgenabschitzung dargestellt werden.

Laut der CDR-Initiative besteht eine gesetzliche, gesellschaftliche und wirtschaftliche Ver-
antwortung, sich mit ethischen Konsequenzen in der Technologieentwicklung zu beschiftigen
(vgl. ebd.: 9). Die Diversity-Folgenabschitzung ist dabei als Instrument geeignet, da sie einen
einfachen Prozess zur Sensibilisierung fir die Thematik der Inklusion, eine Identifikation von
Verbesserungspotenzialen sowie einen bedeutsamen Beitrag in der Einbindung ethischer Uberle-
gungen zum wirtschaftlichen Erfolg eines Unternehmens bietet (vgl. ebd.). Adressiert an poten-

zielle unternehmerische Nutzer formulieren dies folgendermalien:

Die Diversity-Folgenabschitzung erméglicht es Ihnen, im Rahmen einer Vor-
abkontrolle zu tberpriifen, welche Auswirkungen die Einfiihrung von neuen
digitalen Losungen auf Ihre Mitarbeitenden, Kund*innen und andere Stake-
holder hat (CDR-Initiative 2024: 10).

Die Diversity-Folgenabschitzung wird in drei Phasen gegliedert. Die erste Phase, die
Vorbereitungsphase, ist dabei in vier Schritte unterteilt, wobei insbesondere die Festlegung des
Anwendungsfalls und der zu untersuchenden Diversitits-Dimensionen sowie die Identifikation
der relevanten Stakeholder zu nennen sind. Um einen spezifischen Anwendungsfall wie z. B. die
Entwicklung einer Mitarbeiterplattform, und die damit verbundenen Auswirkungen in Bezug auf
Diversitit und Inklusion klar abzugrenzen, gibt die Initiative den Unternehmen einen
Fragekatalog an die Hand, welcher spezifische Fragen nach der Zielsetzung oder erhofften
Verbesserungen adressiert (vgl. ebd.: 15-21). In einem weiteren Schritt werden dann die
Diversititsdimensionen, welche im konkreten Fall untersucht werden sollen, festgelegt, d.h. es

werden Dimensionen, wie Alter, Geschlecht oder die Vereinbarkeit von Beruf und Familie
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festgelegt, beziiglich welcher man eine Folgenabschitzung durchfithren mdchte, definiert.
Wesentlich fiir die erfolgreiche Durchfiihrung der Folgenabschitzung ist dabei, einen konkreten
Anwendungsfall zu behandeln und zunichst nur einige und nicht zu hohe Ziele zu stecken, um
diese effektiv zu bearbeiten, auch wenn im Prinzip noch viel mehr Dimensionen des Falls
betrachtet, werden kénnten (vgl. ebd.: 15). Im Anschluss daran gilt es, die relevanten Stakeholder
in Bezug auf ihre Betroffenheit im konkreten Anwendungsfall zu identifizieren. Mit der
Bezeichnung der relevanten Stakeholder ist daran zu erinnern, dass die Diversity-
Folgenabschitzung nur in einem interdisziplindren Team erfolgreich ist, wobei relevante
Stakeholder ~zum  Beispiel —Mitarbeiter des Bereichs Human Ressource (HR),
Diversititsbeauftragte, Menschen aus den Dimensionen-Zielgruppen oder der Betriebsrat sein
kénnen. Damit alle Stakeholder an einem Workshop beteiligt werden kénnen, gilt es seitens des

Unternehmens eine geeignete Agenda und ein Format festzulegen.

Die zweite Phase beinhaltet zwei Schritte, die sich mit dem eigentlichen Workshop zur Fol-
genabschitzung bei der Entwicklung von digitalen Tools beschiftigen (vgl. ebd.: 22-24). Laut
dem Papier sollte der Workshop die Relevanz der Thematik praxisnah abbilden und den konkre-
ten Anwendungsfall in der Diskussion mit allen Stakeholdern hinsichtlich der Folgen fiir die
Diversitit analysieren (vgl. ebd.). Weiterhin sollten die zentralen Ergebnisse nach dem Workshop
gesammelt und zusammengefasst werden, wobei nicht nur die (kritischen) zentralen Ergebnisse,
sondern auch die Zielsetzung des Workshops und priorisierte Verbesserungsmaf3nahmen beriick-
sichtigt werden sollten.

In der dritten Phase, der Umsetzungs- und Reflexionsphase, sollen die Erfahrungen des
Workshops reflektiert und die entwickelten Verbesserungsmal3nahmen implementiert werden
(vgl. ebd.: 25-26). Weil jedes Unternechmen und ihr jeweiliger Anwendungsfall und die Ver-
besserungsmal3nahmen unterschiedlich sind, gibt es keine konkreten Empfehlungen seitens
der Initiative, wie die Verbesserungsmalinahmen implementiert werden sollten. Nach einiger
Zeit sollten die Unternehmen jedoch erneut nachfragen, inwieweit die Verbesserungsmal3-
nahmen geholfen haben und die Ergebnisse und Erfahrungen mit der Diversity-Folgenab-
schitzung kritisch reflektieren, wobei die Stakeholder auch in Bezug auf ein Feedback einge-
bunden werden sollten (vgl. ebd.: 25 f.). Die Methode einer Diversity-Folgenabschitzung
kann sich so immer weiterentwickeln, wozu zudem eine kurze Checkliste nach allen drei Pha-

sen besteht. Die CDR-Initiative beschreibt auch zwei Beispiele Anwendungsfille von der
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ING und der Barmer. Um besser zu verstehen, wie diese Diversity-Folgenabschitzung auf-
gebaut ist, betrachten wir das Fallbeispiel der ING (vgl. ebd.: 18). Das Unternchmen nutzt
ein internes digitales Tool fir die Abrufung eines Gesundheitsbudgets fir Mitarbeiter, wel-
ches Informationen und Méglichkeiten zu angebotenen Gesundheitsmalinahmen bereitstellt.
Im ersten Teil der Diversity-Folgenabschitzung konnten die relevanten Stakeholder identifi-
ziert werden, die in der Nutzung des Tools wegen ihres Alters, Geschlechts oder anderen
Diversititsdimensionen benachteiligt werden kénnten. Zum Beispiel waren einige digitale
Icons in ihrer Bedeutung nicht fiir jeden selbstverstindlich oder einige Schriftarten fiir einige
schwer zu lesen (vgl. ebd.). Damit wurden Probleme identifiziert, die ohne einen konkreten
Einbezug vielfiltiger Perspektiven und Bedtrfnisse unerkannt geblieben wiren, da sie fiir
Unbetroffene nicht ersichtlich waren. Nach dem Workshop standen damit konkrete Verbes-
serungen des digitalen Tools, hinsichtlich seiner gleichberechtigten Nutzbarkeit bereit. Die
ING berichtet diesbeztiglich:

Die Diversity-Folgenabschitzung hat sich dabei als Methode bewihrt und uns
— entgegen unserer urspringlichen Einschitzung — Verbesserungsbedarf bei
der Gestaltung des Tools und der enthaltenen Texte aufgezeigt (ebd.).

Dieses Beispiel zeigt, wie wichtig Diversity-Folgenabschitzung in der Technologieentwicklung ist,
da ohne eine spezifische Betrachtung von Perspektiven und Betroffenheiten in Bezug auf die
Diversitit und Inklusion mdégliche Folgen und Verbesserungspotenziale unentdeckt bleiben.
Wenn die Technologie sich ohne Diversititsmal3nahmen entwickelt, ist es fiir einige Menschen in
der Gesellschaft nicht nutzbar und sie werden exkludiert, was in gravierenden Folgen fir unsere
Gesellschaft und die Unternehmenskultur miinden kann. Vor dem Hintergrund aktueller
Technologieneuerungen ist beispielsweise die grole Frage, ob KI sich hinsichtlich Diversitit und
Inklusion adiquat entwickelt und wenn nicht, wie man diese adressieren kénnte. Die Diversity-
Folgenabschitzung  bietet hierbei einen bedeutsamen Ansatz, indem schon im
Entwicklungsprozess tber eine Implementierung vielseitiger Perspektiven und der
Berticksichtigung von Diversititsdimensionen die Folgen der Entwicklung berticksichtigt werden.
Die Diversity Folgenabschitzung gliedert sich in drei Phasen, welche in der folgenden Abbildung
dargestellt sind (vgl. Abbildung 1).
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Phase 1:
Vorbereitung

Die drei Phasen und ihre einzelnen Schritte:

1.1: Festlegung von Anwendungsfall und Zustdndigkeiten
1.2: Festlegung der Diversitdtsdimensionen

1.3: Identifikation relevanter Stakeholder

1.4: Vorbereitung der Workshops

2.1: Durchfiihrung der Workshops
2.2: Dokumentation der Workshopergebnisse

3.1: Umsetzung von VerbesserungsmalRnahmen
3.2: Reflexion der Ergebnisse, Diversity-Folgenabschdtzung

Rem s

Phase 2:
Konsultation ﬂ
\J Phase 3:
Umsetzung und
Reflexion
Y J

ABBILDUNG 1: PHASEN DER DIVERSITY-FOLGENABSCHATZUNG
(QUELLE: CDR-INITIATIVE 2024: 12)

4.2 Die Diversity-Folgenabschitzung als Instrument zur Auflisung des Collingridge-Dilemmas

Wie schon erwihnt, ist das Collingridge-Dilemma ein Problem der Zeit und Technologieentwick-
lung, wobei es unterschiedliche Ansitze gibt, das Dilemma zu adressieren und aufzulésen. Wir
méchten in diesem Kapitel zeigen, inwiefern der Diversity-Folgenabschitzung dies mit Bezug auf
die Ansitze von Tigard sowie von Kudina und Verbeek gelingt.
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Die Diversity-Folgenabschitzung versucht tiber den frithzeitigen Finbezug relevanter Stake-
holder vielfiltige Perspektiven in die Entwicklung einzubezichen und damit ethische Konsequenzen
frih abschitzbar zu machen. Sie werden bereits im Entwicklungsprozess tiber die verschiedenen
Blickwinkel und ethischen Anspriiche implementiert, sodass die Technologie iiber den konkreten
Einbezug von Diversititsdimensionen zukiinftige Folgen in der Entwicklung abzuschitzen ver-
sucht. Damit folgt die Diversity-Folgenabschitzung dem Ansatz Tigards, indem versucht wird, eine
Briicke zwischen den beiden Zeitpunkten des Dilemmas zu schlagen und ethische Uberlegungen in
die Entwicklung einzubetten (vgl. Tigard 2022). Mit diesem Ansatz stellt sich allerdings erneut die
Frage nach der Auflésung der ethischen Version des Dilemmas, d.h. jenes Dilemma, welches be-
rucksichtigt, dass auch ethische Normen, welche implementiert werden, nicht jene sein werden, wel-
che im spiteren unsere Wertvorstellungen abbilden (vgl. Kudina/Verbeek 2019). Die Diversity-
Folgenabschitzung scheint dies schwerlich vollstindig aufldsen zu kénnen. Mit Blick auf den inter-
aktiven Ansatz von Kudina und Verbeek, welcher die Wechselwirkungen von Mensch und Tech-

nologie in den Blick nimmt, ldsst sich ein genauerer Blick wagen (vgl. ebd.).

Die Diversity-Folgenabschitzung der CDR-Initiative ist flexibel aufgebaut, was sich anhand
vieler Feedbackprozesse und individuellen Ansitzen fiir das jeweilige Unternehmen und Produkt
zeigt und womit es keinen einzigartigen Weg fiir die Férderung von Diversitit gibt. Uber die
stetigen Reflexionsphasen und erneute Test-Phasen und Ricksprachen mit Stakeholdern kann die
Diversity-Folgenabschitzung eine gewisse Dynamik adressieren und Verinderungen in Wertvor-
stellungen oder neue Diversititsdimensionen einbeziehen. So kénnen potenzielle Risiken identi-
fiziert und notwendige Anpassungen vorgenommen werden, bevor die Technologie umfassend
in die Unternehmensstrukturen integriert ist. Dennoch wird die Diversity-Folgenabschitzung in
diesem Aspekt keine vollstindige Auflésung des ethischen Dilemmas erreichen, da sie die Dyna-
mik zwischen Technologie und Mensch und die daraus folgenden Verinderungen in Wert- und
Inklusionsvorstellungen noch zu wenig antizipiert. Doch auch in Bezug auf die urspriingliche
Version des Collingridge-Dilemmas, d.h. dass die ethischen Konsequenzen der Technologie heute
noch nicht regulierbar sind, da sie sich erst morgen zeigen, dann jedoch schwer reguliert werden
kénnen, bestehen Unzulinglichkeiten beziiglich dessen, ob die Diversity-Folgenabschitzung das

Dilemma auflésen kann. Wir wollen diese im Folgenden darstellen.
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5. Herausforderungen bei der Aufldsung des Collingridge-Dilemmas durch die Diversity-
Folgenabschitzung

5.1 Machtstrukturen und Hierarchien

Wir moéchten in diesem Kapitel die Diversity-Folgenabschitzung, nicht ausschlief3lich als
unternehmensinternes Vorhaben verstehen, sondern auch als ein Instrument, welches im
Allgemeinen auf Technologieentwicklungen anwendbar ist. Diese umfassen damit auch auf jene,
welche gesellschafts- und konsumentenorientiert sind, wie etwa die marktorientierte Entwicklung
von KI-Systemen. Wir halten dies fiir relevant, da die Diversity-Folgenabschitzung eine gute
Grundlage bietet, um ethische Uberlegungen und Folgenabschitzungen schon in den
Entwicklungsprozess zu integrieren und damit als Lésungsansatz fiir das auftretende Collingridge-
Dilemma betrachtet werden kann. Die Diversity-Folgenabschitzung versucht iiber einen frithen
Einbezug von diversen Perspektiven in den Entwicklungsprozess ethische Folgen zu erkennen
und zu berticksichtigen, sodass zukiinftige Folgen fiir die Gesellschaft und das Unternehmen
abschitzbar werden und reguliert werden kénnen. Die erfolgreiche Auflésung des Collingridge-
Dilemmas durch diesen Ansatz ist jedoch an weitere Faktoren gekniipft, welchen die Diversity-
Folgenabschitzung noch nicht in vollem Umfang begegnen kann und damit weiterhin Risiken
bestehen Folgen in einem frithen Stadium nicht regulieren zu kénnen, da sie in ihrer Tragweite

nicht erkannt wurden.

Dies ist insbesondere in Bezug auf die Berticksichtigung unternehmensinterner Machtstruk-
turen der Fall. Macht und Hierarchien im Unternehmen kénnen ein Problem fir die effiziente
Durchfihrung der Diversity-Folgenabschitzung darstellen, da in hierarchisch organisierten Un-
ternehmen Entscheidungstriger oft grollen Einfluss darauf haben, welche Risiken und ethischen
Folgen tberhaupt thematisiert werden. Dies kann zur Folge haben, dass bestimmte Folgen oder
Betroffenheiten nicht erkannt und nicht reguliert werden, wodurch sich kostspielige und gravie-
rende ethische Folgen bei der Implementierung der Entwicklungen ergeben kénnen. Das Col-
lingridge-Dilemma wird dementsprechend nicht gel6st.

In genauerer Betrachtung der von der CDR-Initiative vorgestellten Diversity-Folgenab-
schitzung zeigt sich dies insbesondere in der ersten Phase der Identifikation der Stakeholder
und der zweiten Phase der Durchfithrung des Workshops, wo Machtgefille und Hierarchien im

Unternehmen ein Hemmnis der erfolgreichen Umsetzung darstellen kénnen. In der Diversity-
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Folgenabschitzung, wie sie die Initiative vorschligt wird insbesondere auf eine verantwortungs-
volle Durchfithrung der Folgenabschitzung basierend auf einem Top-down-Ansatz, d.h. dass
die Bewertung und Umsetzung von Mallnahmen hauptsichlich von fithrenden Akteuren und
zentralen Entscheidungstrigern gesteuert werden, gesetzt, was durchaus ihre Berechtigung hat,
da Fihrungskrifte Giber eine gute Unternehmenskenntnis und Erfahrung in der Risikobewer-
tung verfiigen (vgl. CDR-Initiative 2024: 15-17). Damit besteht jedoch die Gefahr, dass Stake-
holder nicht einbezogen werden, weil die Hierarchien den Blickwinkel beschrinken kénnen, so
dass Stakeholder nur auf bestimmten Hierarchieebenen verortet werden. Dabei haben die Um-
setzenden zwar mit den vorgeschlagenen Diversitits-Dimensionen eine Richtlinie und Orien-
tierung, wobei gerade diese ebenfalls eine Beschrinkung darstellen kann, wenn zu wenige Di-
mensionen seitens der Leitenden identifiziert und fur relevant befunden wurden. In Anbetracht
einer erfolgreichen Abschitzung aller relevanter Folgen sollte eine Einschitzung in der Identi-
fikation der Stakeholder sich nicht allein an der Relevanzeinschitzung der mit der Diversity-
Folgenabschitzung Betrauten oder entlang der schon identifizierten Dimensionen orientieren,
sondern sich hierarchiefreier gestalten. Um dies zu erreichen, sollten in der Ermittlung der re-
levanten Stakeholder partizipative Formate, wie breite Umfragen oder offene Gesprichsfor-

mate eingesetzt werden, sodass zunichst jedem eine Partizipationschance eingerdumt wird.

Uns ist bewusst, dass auch dies zu Verzerrungen fihren kann, wenn sich bestimmte Stake-
holder tiberproportional beteiligen und andere nicht, weshalb wir eine dynamische und zweiglei-
sige Strategie, Uber eine Relevanzeinschitzung auf Grundlage der Diversititsdimensionen seitens
der mit der Folgenabschitzung betrauten Personen und zudem tber partizipative Prozesse unter
allen Mitarbeitern vorschlagen. Dynamisch meint hier, dass beide Prozesse miteinander im Aus-

tausch und in gegenseitiger Korrektur stehen.

Die Grundidee eines gleichberechtigten Einbezugs aller Mitarbeiter ist auch in der Work-
shopphase zu beachten. Hier ist vor allem bedeutsam, dass es sich um ein Kommunikationsformat
argumentativen Charakters unter Beteiligung unterschiedlicher Perspektiven und Schwerpunkt-
setzungen, wie etwa stirker mitarbeiterorientierten Forderungen oder finanziellen Betrachtungen
handelt. Um dies in einen ethischen Kontext zu setzen, spricht dies die Diskursethik von Jiirgen
Habermas an, die eine Orientierung an einer idealen Sprechsituation vorschligt (vgl. Habermas
2022). Es geht darum, dass ein legitimer Konsens auf rationaler Diskussion und dem bestmdgli-
chen Ausgleich der Interessen aller Beteiligten basiert, anstatt durch einseitige Machtinteressen
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oder emotionale Uberzeugungsstrategien geformt zu werden (vgl. Seiler 2014: 36). Eine ideale
Sprechsituation beinhaltet demnach unter anderem eine gleichberechtigte und hierarchiefreie
Kommunikationsstruktur, in welcher unabhingig von der Person die Giite des Arguments von
Bedeutung ist (vgl. ebd.: 32-36). Dies ist bedeutsam, damit sich das Ergebnis nicht allein aus
Partikularinteressen zusammensetzt, sondern in einem Konsens begriindet liegt. In Bezug auf die
Workshopphase bedeutet dies, dass eine Relevanz darin besteht, diese hierarchiefrei zu organisie-
ren, sodass es nicht zur Unterdriickung einzelner Perspektiven und keiner Beriicksichtigung
kommt. Dies kann erreicht werden, indem nicht nur alle Teilnehmenden mit gegenseitigem Res-
pekt und einer Gesprichsbereitschaft in den Dialog treten, sondern auch tber eine neutrale Lei-
tung des Diskurses durch eine Person, welche keine Anliegen in der Debatte vertritt, sondern sich

der Wahrung einer gleichberechtigten Diskurssituation verschreibt.

5.2 Zukiinftige Stakeholder

Wihrend sich die CDR-Initiative in Bezug auf Hemmnisse fiir eine Diversity-Folgenabschitzung
schon in Teilen mit Macht und Hierarchieaspekten beschiftigt, méchten wir auf einen weiteren
schr relevanten Aspekt aufmerksam machen, welcher bislang keine Berticksichtigung findet und
die erfolgreiche Auflosung des Collingridge-Dilemmas insbesondere bei der Ubertragung des
Ansatzes der Diversity-Folgenabschitzung auf konsumentenorientierte Technologieentwicklung
gefihrdet. Dabei handelt es sich um die Berlcksichtigung von Folgen auf zukiinftige

Generationen oder im unternehmensinternen Kontext auch auf zukiinftige Mitarbeiter.

Unsere Beziehung zu zukiinftigen Generationen ist dabei jedoch von Asymmetrien geprigt.
Neben der Tatsache, dass keine gegenseitige Interaktion stattfinden kann, besteht zudem ein
asymmetrisches Machtverhiltnis, indem wir mit unseren Entscheidungen mal3geblichen Einfluss
auf die Lebensbedingungen, als auch die Anzahl an zukiinftigen Menschen haben (vgl. Meyer
2021). Seitens zukiinftiger Generationen gibt es keine Handlungsméglichkeit ihre Anliegen zu
vertreten, da sie noch nicht existieren, aber auch, weil ihre Existenz in einem hohen Mal3e von
uns abhingt. Dies bedeutet, dass wir in unseren Entscheidungen und Entwicklungen nicht nur
einen Finfluss auf ihre Existenz oder ihre Lebensbedingungen haben, sondern auch darauf, was
diese Menschen in Bezug auf ihre Identitit ausmacht und in welchen gesellschaftlichen Strukturen
sie leben (vgl. ebd.). Auch wenn ihre bloB3e Existenz in der Zukunft sie nicht in ein Verantwor-

tungsverhdltnis zu uns setzt, so besteht dennoch eine Verantwortung basierend auf der Annahme,
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dass zukiinftige Generationen basierend auf ihren zukiinftigen Interessen in der Zukunft Rechte
haben werden und wir diese Rechte iber die Beeinflussung ihrer Interessen mit unseren Entschei-
dungen berithren (vgl. Hoerster 1991: 98-102).

Auch unsere Entscheidungen beziiglich der Entwicklung neuer Technologie beriihren die
Lebenswirklichkeit zukiinftiger Generationen. Nicht nur tiber die pure Existenz der neuen Tech-
nologie, sondern, wie wir zu Beginn des Artikels argumentieren, auch dartiber, dass die Entwick-
lung neuer Technologie die Strukturen und Prinzipien der Gesellschaft beeinflussen kann. Ent-
wickeln wir beispielsweise KI-Systeme, welche auf vorurteilsbehafteten Daten basieren und dis-
kriminierende Strukturen in der Gesellschaft tiber ihren Einsatz in Entscheidungsprozessen, wie
der Jobvergabe dahingehend prigen, dass Chancengleichheit beispielsweise in Abhingigkeit vom
Geschlecht definiert wird, so wird sich dies in einer heute noch nicht vollstindig bestimmbaren

Weise auf die zukiinftige Gesellschaft auswirken und ihre Zuschreibung von Rechten bestimmen.

Wir tragen demnach in der Entwicklung eine Verantwortung fiir die Auswirkungen der Tech-
nologie auf zukiinftige Generationen, wodurch, wie Emma Ruttkamp-Bloem anfiihrt, zukiinftige
Generationen in der Technologieentwicklung als Stakeholder berticksichtigt werden sollten (vgl.
Ruttkamp-Bloem 2023: 20-24). Im Kontext des Collingridge-Dilemmas ist dieser Aspekt hochst
relevant, da die Auswirkungen unserer heutigen Entscheidungen tber technologische Entwick-
lungen noch nicht genau bestimmbar sind. Dennoch besteht eine Verantwortung, diese Auswir-
kungen zu berticksichtigen, da ihre Auswirkungen oft schwer umkehrbar sind, sobald sich die
Technologie etabliert hat und auch weil wir zu einem gewissen Grad beeinflussen, welche Form
der gesellschaftlichen Prinzipien fortgefithrt wird. Eine Auflésung des Dilemmas muss diese Aus-
wirkungen deshalb tiber die Aufnahme zukiinftiger Generationen als Stakeholder berticksichtigen.
Dabei wird in einer der Einbeziehung von zukiinftigen Stakeholdern auch eine verstirkt zukunfts-
orientierte Sichtweise implementiert, die Risiken nicht nur in Bezug auf uns einbezieht, sondern

auch auf zukiinftige Generationen.

Die Diversity-Folgenabschitzung bezieht zukiinftige Generationen, oder in ithrem unterneh-
mensinternen Kontext zukiinftige Mitarbeiter*innen, nicht als Stakeholder mit ein, was dazu
tithrt, dass die Folgenabschitzung beziiglich einer méglichen Auflésung des Collingridge-Dilem-
mas Schwichen aufweist. Wir geben zu, dass es eine Herausforderung darstellt Interessen und

Folgen fir zuktnftige Generationen abzuschitzen, dennoch sehen wir eine Relevanz in diesem

213

- am 18.01.2026, 07:37:38.



https://doi.org/10.5771/9783748965039-191
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Ansatz, da das Risiko verringert werden kann, dass sich problematische Technologien unumkehr-
bar etablieren. In einem praktischen Sinne ist die Berticksichtigung zukiinftiger Stakeholder her-
ausfordernd, da die Perspektiven zukiinftiger Stakeholder, welche in der Diversity-Folgenabschit-
zung frihzeitig implementiert werden sollen, damit sich ethische Auswirkungen einer Technolo-
gie abschitzen lassen, noch nicht direkt bestimmbar sind. Dennoch kann wahrscheinlich allein
das Bewusstsein tiber zukiinftige Stakeholder schon eine bedeutende Rolle in der Verbesserung
der Folgenabschitzung spielen, da zukunftige Risiken nicht mehr allein in Bezug auf den Nutzen
fir heutige Stakeholder diskontiert werden, sondern auch auf Zukiinftige, was den zukiinftigen
Gefahren mehr Gewicht im Entscheidungsprozess verleihen wiirde. Im unternehmensinternen
Kontext wirde dies bedeuten, dass man z. B. vor dem Hintergrund des demographischen Wan-
dels potenzielle Perspektiven zukiinftiger jungen Generationen in einer alternden Gesellschaft
betrachtet und in Bezug auf Diskriminierungsrisiken fiir Personalstrategien evaluiert. Die Diver-
sity-Folgenabschitzung sollte demnach an die Verantwortung gegeniiber zuktnftigen Generatio-
nen appellieren und zukiinftige Generationen als festen Stakeholder ausweisen, sodass diese Per-

spektive Berticksichtigung findet.

Im Kontext eines Unternehmens kénnen im Einbezug von Interessen zukinftiger Generati-
onen jedoch auch Anreizprobleme entstehen, da die Kosten fiir zukiinftige Generationen nicht
mehr die eigenen sind. Die Diversity-Folgenabschitzung, wird diese Anreizprobleme nicht voll-
stindig 16sen kénnen, da sie auf der Grundlage operiert die Relevanz in der Beriicksichtigung
ethischer Uberlegungen in der Folgenabschitzung, neben dem Verweis auf die unternehmerische
Verantwortung, an unternehmenseigene Anreize, wie ihr Profitieren von einer diversen Unter-
nehmenskultur, zu kniipfen. Wihrend die anderen Punkte, welche fiir die Relevanz einer Bertick-
sichtigung ethischer Uberlegungen sprechen, sich neben der unternehmerischen Verantwortung
in der Gesellschaft auch an ein Eigeninteresse kniipfen lassen, so ist letzteres in Bezug auf zu-
kiinftige Generationen schwerer zu argumentieren, was die Auflésung des Collingridge-Dilemmas
gefihrdet. In diesem Punkt ist es beziiglich der Aufldsung des Collingridge-Dilemmas schluss-
endlich wahrscheinlich effektiver iibergeordnete und institutionelle Regulierungen zu implemen-
tieren, um die Beriicksichtigung zukiinftiger Stakeholder sicherzustellen, was nicht bedeutet, dass
ein Nicht-Bestehen solcher Regulierungen Unternehmen von ihrer Verantwortung entbindet. Es
bedeutet lediglich, dass die Auflésung des Collingridge-Dilemmas nicht vollstindig in heutigen

Interessen begriindet liegt und damit aus wirtschaftlichen Anreizen nur so weit bestreitbar ist, als
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dass Unternehmen von einer stirker zukunftsorientierten Schitzung und Strategie profitieren
werden. Dies bedeutet, dass eine Auflésung des Collingridge-Dilemmas auch dadurch geprigt ist,
dass es unternehmerische als auch politische Beitrdge gibt, was die Relevanz von Regularien in

der Technologieentwicklung statt eines Laissez-Faire-Ansatzes verstarkt.

Die Diversity-Folgenabschitzung kann im Allgemeinen als gute Grundlage zum Versuch ei-
ner Auflésung des Collingridge-Dilemmas verstanden werden, wobei sie Verbesserungspotenzial
hinsichtlich ihrer Sensitivitit gegentiber Macht und Hierarchiestrukturen in einem Unternehmen
als auch ihrer Zukunftsorientiertheit autweist. Insbesondere der letzte Aspekt hat jedoch auch
gezeigt, dass nicht nur die Diversity-Folgenabschitzung in der Berticksichtigung der Verantwor-
tung zukiinftiger Stakeholder vor einer Herausforderung steht, sondern ebenfalls die Méglichkeit
der Auflésung des Collingridge-Dilemmas betroffen ist, da Perspektiven zukiinftiger Stakeholder

noch nicht direkt identifizierbar sind und damit erst in der Zukunft sichtbar sein werden.

6. Ethische Verortung

Unsere Uberlegungen zu Gerechtigkeit und Diversitit sowie die Prinzipien der Diversity-Folgen-
abschitzung lassen sich auf bedeutende ethische Hintergriinde zuriickfithren. Beziiglich des Dis-
kurses zur Gerechtigkeit kommt der Theorie von John Rawls eine besondere Bedeutung zu, wobei
ebenso Immanuel Kants Moraltheorie und die Uberlegungen Jiirgen Habermas® zur demokrati-
schen Gesellschaft Implikationen fiir die Unternechmensethik und Technologicentwicklung mit
sich bringen. Die ethischen Aspekte der Diversity-Folgenabschitzung lassen sich demnach fol-

gendermallen darstellen.

Schon zu Beginn dieses Artikels haben wir die Frage, warum wir uns mit der Diversity-Fol-
genabschitzung befassen sollten, adressiert. Die Antwort auf diese Frage haben wir vor allem auf
Uberlegungen zu einer fairen Gesellschaft und unsere Verantwortung diese zu férdern gestiitzt,
welche sich unter anderem auf die Theorie der Gerechtigkeit des amerikanischen Philosophen
John Rawls zuriickfithren lassen. Dabei wird eine gerechte Gesellschaft mit freien und gleichen
Biirgern an Prinzipien der Fairness gekntpft, die die Gleichheit der Grundfreiheiten und eine
gerechte Verteilung von Ressourcen und Chancen sicherstellen sollen. Diese Prinzipien stellen
ein Fundament fiir eine gerechte Gesellschaft dar, in der alle Birger gleiche Chancen erhalten,

unabhingig von ihrer Herkunft, sozialen Stellung oder anderen Merkmalen (vgl. Wenar 2021). In
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der Umsetzung geht damit eine Verantwortung einher, systemische Barrieren abzubauen, die be-
stimmte Gruppen benachteiligen. Dies erfordert eine aktive Férderung von Inklusion und Ge-
rechtigkeit, indem Ressourcen und Chancen auf eine Weise verteilt werden, die die Bedurfnisse
und Rechte aller berticksichtigt. Wenn wir Rawls’ Theorie auf den digitalen Bereich anwenden,
dann ist ein gerechtes digitales System dasjenige, welches von allen Menschen frei und gleichbe-
rechtigt genutzt werden kann und weder im Zugang noch in der Nutzung Benachteiligungen be-
inhaltet. Die Fairness im Kontext der Digitalisierung und insbesondere auch in der Entwicklung
von KI bedeutet damit, dass alle Menschen die gleiche Méglichkeit haben, sie zu benutzen, ohne
dass Vorurteile basierend auf Geschlecht, Herkunft oder digitaler Kompetenz sie exkludieren.
Wie wir gesehen haben, versucht die Diversity-Folgenabschitzung genau dies, indem sie in der
Technologieentwicklung unterschiedliche Bedurfnisse berticksichtigt, um spitere Benachteiligun-

gen zu verhindern.

Ein zweiter Aspekt unseres Beitrags besteht in der Frage, wie Unternehmen ethische Uber-
legungen in die Entwicklung ihrer Technologie im Sinne einer Auflésung des Collingridge-Dilem-
mas einbinden kénnen. Die Diversity-Folgenabschitzung stellt dabei eine bedeutende Grundlage
dar. Dabei ist jedoch zu bemerken, dass allein die Umsetzung dieser noch kein Nachkommen der
moralischen Verantwortung eines Unternehmens darstellt. Laut Kant wird moralische Qualitit
nicht durch die Handlungen selbst bestimmt, sondern durch den guten Willen, d.h. die Absicht,
die hinter einer Handlung steht. Er argumentiert, dass Handlungen nicht vollkommen gut oder
schlecht sein kénnen, sondern stattdessen ein guter oder schlechter Wille besteht (vgl. Kant
1781/1990; Hubner 2014). Anders gesagt, sollte jedes moralische Gesetz eine richtige Basis ha-
ben, wobei sein moralischer Wert genauer in der Maxime, die ihm zugrunde und in thm verwirk-
licht ist, liegt (vgl. ebd.: 169). Damit liegt die Verantwortung eines Unternehmens auch darin eine
ernsthafte moralische Betrachtung vorzunehmen und sich selbst an moralische Prinzipien zu bin-
den, statt lediglich auf externe Anspriche zu reagieren, was auch von der CDR-Initiative betont
wird (vgl. CDR-Initiative 2024: 8-12). Angewandt auf den Kontext der digitalen Fairness und
Diversity-Folgenabschitzung bedeutet dies, dass Unternehmen Diversitit und Inklusion nicht nur
als Ziel anstreben sollten, sondern dies auch aus einem echten ,guten Willen® heraus tun. Dies ist
bedeutsam, damit die Diversity-Folgenabschitzung erfolgreich sein kann und gesellschaftliche

Veridnderungen ernsthaft angegangen werden kénnen.
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Ein dritter Aspekt betrifft die Frage, warum wir eigentlich die Stakeholder benétigen. Kénn-
ten wir nicht lediglich eine Checkliste nutzen, um die Probleme zu identifizieren? Die Antwort
auf diese Frage liegt in der Bedeutung demokratischer Prozesse und der Bedeutung des Gesprichs
fir eine effiziente Verbesserungskultur und Férderung von Inklusion und Diversitit. Jirgen Ha-
bermas argumentiert, dass nur durch den Dialog, eine nétige Kohidrenz und Legitimitit der Ent-
scheidungen erreicht werden kann, um die Herausforderungen der modernen Welt zu bewiltigen
und eine gerechtere, integrativere Zukunft zu gestalten (Habermas 2022). Dies bedeutet, dass an-
gesichts der Vielfalt in unserer Gesellschaft ein kontinuierlicher Dialog notwendig ist, sodass si-
chergestellt ist, dass die unterschiedlichen Perspektiven in Losungen bertcksichtigt werden und
keine Exklusion stattfindet. Demzufolge sind die Stakeholder wichtig fiir die Diversity-Folgenab-
schitzung, weil es ohne ihre Einbindung an demokratischen Strukturen, wie der des Meinungs-
austauschs und des Einbezugs von verschiedenen Perspektiven als Korrektivfunktion fehlt. Da-
mit stlitzt sich die Diversity-Folgenabschitzung auf bedeutende ethische Prinzipien, was sie zu

einem wichtigen Instrument fiir die Férderung von Inklusion und Gerechtigkeit.

7. Schlussbemerkung

Die Berticksichtigung von Diversitit und Gerechtigkeit in der Entwicklung technologischer
Neuerungen stellt ein bedeutsames Thema fiir die Gesellschaft, als auch fiir Unternchmen dar,
weil Technologieentwicklungen einen bedeutsamen Einfluss auf unsere gesellschaftlichen und
6konomischen Strukturen und Wertvorstellungen haben kénnen. Politische Organisationen, wie
die Europiische Union reagieren auf diese Zusammenhinge, aufgrund auch negativer und
Diskriminierender Wirkungen mit ethischen Regularien zum Einsatz und Entwicklung von
Technologie. Doch auch einzelnen Unternehmen kommt unabhingig von politischen Regelungen
eine Verantwortung in der Implementierung ethischer Standards in der Entwicklung zur
Risikominimierung zu. lhre Herausforderung besteht dabei in der Auflésung des Collingridge-
Dilemmas. Wir haben in diesem Artikel die Diversity-Folgenabschitzung, als einen Losungsansatz
betrachtet, wobei sich ergab, dass sie dieses Dilemma weitestgehend adressieren kann,
insbesondere deshalb, weil sie eine Basis fiir eine unternehmerische Beschiftigung mit den
ethischen Folgen in der Technologieentwicklung bietet und damit auch im Falle einer politischen

Laissez-Faire-Situation wirksam ist. Dabei besitzt sie das Potenzial auf konsumentenorientierte
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Technologieentwicklungen, statt nur unternehmensinterne Anwendungen ausgeweitet zu werden.
Dennoch weist sie Schwichen in Bezug auf den Einbezug zukiinftiger Stakeholder und ihrer
Sensitivitdt gegenitber Machtstrukturen auf, welche es insbesondere auch vor dem Hintergrund
der Losung der ethischen Variante des Collingridge-Dilemmas iiber den Einbezug ecines
Bewusstseins fiir Werteverdnderungen durch Technologie und zukiinftige Stakeholder anzugehen
gilt. Insgesamt stellt die Diversity-Folgenabschitzung jedoch bereits einen guten Weg in der
Entwicklung inklusiver Technologien dar, indem sie versucht beide Pole des Dilemmas zu
verbinden, wodurch sie einen wichtigen Schritt darstellt auch in der Zukunft die ethischen
Konsequenzen der Digitalisierung zu adressieren und Unternehmen ein Instrument zur Mitarbeit

an einer gerechten Gesellschaft zu bieten.
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