KOMMUNIKATION IN KIRCHE UND GESELLSCHAFT

Den Roboter fragt niemand,
ob er einen Mord begehen will
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Abstract von ihren Anfingen an hat die Digitalisierung neben
ihren strukturell zugehérigen Anwendungsgebieten auch andere
Hoffnungen geschiirt: die Aussicht auf Selbsterlésung des Menschen
durch Vernetzung, sogar auf seine Vergéttlichung. Dass Digitalisie-
rung vielen zunehmend unbeherrschbar scheint, eréffnet Raume fiir
unterschiedliche Theorien. Unsicherheit herrscht erst recht tiber Algo-
rithmen und kunstliche Intelligenz, iiber deren Chancen und Risiken.
Manche Forscher sind sicher, dass auf den Homo sapiens der ,Homo
Deus” folgt. Was bedeutet das fiir das Menschen- und Gottesbild?

Steht auch die Theologie vor einer Disruption?

ehr prizise arbeitet der motorbetriebene Arm aus Stahl.

Kaffeebecher greifen, unter der Kaffeemaschine absetzen,

Kaffee einflieflen lassen, Becher greifen, heben, absenken,
mit der Barista-Nadel ein Muster in den Milchschaum zeich-
nen. Kaffeebecher am Kundenschalter platzieren. Hochfahren.
Greifen, absetzen, greifen. Absenken. Die Barista-Nadel tief im
Nacken des Mannes genau in den Hirnstamm platzieren. Hoch-
fahren.

Ein Roboter fihrt einen Mord aus: perfekt geplant. So das
Szenario des Berliner Tatorts ,Tiere der Grofdstadt” (2018). Der
Roboter ist eine Sie, hei3t GISELA, ist humanoid und vielseitig
einsetzbar (vgl. Das Erste 2018).

Technisches mensch(lich) oder menschenihnlich werden
lassen, sozusagen eine Inkarnation zu gestalten, das ist eine
Spur, die sich von Anfang an durch die Digitalisierung zieht;
y[... lvon einem [...] fast metaphysischen Projekt begleitet. Die
digitale Technik wird in unserer Zeit als mafgeblicher Kanal
des Optimismus tiberfrachtet. Und das, nachdem vor ihr so viele
Gotter versagt haben® (Lanier 2014, S. 10).

Communicatio Socialis (3/2019) 52: 384-394. DOI: 10.5771/0010-3497-2019-3-384

IP 216.73.216.96, em 12.01.2026, 23:32:49. @ ge Inhatt,
\g des Inhalts i i o

der in



https://doi.org/10.5771/0010-3497-2019-3-384

Den Roboter fragt niemand, ob er einen Mord begehen will

Dass die Bezeichnung fir die ersten im Netz ,inkarnierten®
digitalen Agenten, nidmlich ,Avatar®, von Lanier in den frithen
1980er Jahren mitgepragt wurde, gibt diesem Zitat gleich mehr
Gewicht: Avatara ist im Hindi die Bezeichnung einer Inkarna-
tion des Gottes Vignu. Der war schon einiges, von Schildkréte
uber Fisch bis zum Gott Krishna. Er wird sich immer weiter in-
karnieren, bis alle Menschen erlést sind. Und jetzt im digitalen
Stellvertreter des Menschen?

Gottlichkeit brachte auch Marshall McLuhan, durch die
legendidre Beschreibung des Internets als ,global village“ be-
kannt, ins Netz. Der Medienwissenschaftler zitierte 1962 aus
dem Werk ,,Der Mensch im Kosmos® des franzésischen Jesuiten
Teilhard de Chardin (1881-1955). Der ging von

einer kosmischen Entwicklung aus, in der er Eine cyberphilosophische
Materie und géttlichen Schopfergeist zusam- Avantgarde iibertrug
mendachte. Das war seine Lésung, den bibli- das Konzept der Noogenese
schen Entwurf des Schépfungsliedes und den auf das Internet.

wissenschaftlichen der Evolutionslehre zu
verbinden. Aus einer Phase der unbelebten Hylogenese (hyle =
griech. Stoff) iiber die Phase des Lebendigen, die Biogenese (bios
= griech. Leben), entwickelt sich die Schépfung immer weiter,
insbesondere der Mensch durch zunehmendes geistiges Wachs-
tum. Die dritte Phase ist daher die Noogenese (nous = griech.
Geist). In dieser dritten Phase entwickelt sich die Menschheit
auf einen in der Zukunft gedachten Punkt Omega hin, in dem
sie ein Reifestadium erreicht hat, an dem die erhoffte Wieder-
kunft Jesu Christi ansetzen kann.

Teilhards Konzept fithrt also zur Wiederkunft Christi. Als
McLuhan ihn durch seine Zitierung im Kontext der Digitalisie-
rung ins Spiel brachte, nahm eine cyberphilosophische Avant-
garde (vgl. Muller 2001, S. 117) das zum Anlass, sein Konzept
der Noogenese auf das Internet zu tiibertragen: Die Menschheit
wiirde Stoff und Biologie hinter sich lassen und sich losgelost
von der Materie rein geistig durch die Daten im Netz vervoll-
kommnen. Dass hier eben nicht nur Menschen miteinander ver-
netzt wirden, sondern gar nicht fireinander bestimmte Daten,
wie heute bei Big Data (vgl. Nassehi 2018, S. 142), wurde in dieser
Denkart als Hoffnung gepriesen und nicht kritisch in den Blick
genommen. Der Selbsterlésungsprozess durch Daten ginge so
weit, bis am Punkt Omega - ja, eben nicht Christus kame, son-
dern eine Selbsterlgsung geschafft sei. ,With cyberspace, we are
essentially hardwiring the noosphere®, davon war der Compu-
terspezialist Barlow (zitiert nach Cobb 1998, S. 85) iiberzeugt.
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Das so fiir eigene Zwecke adaptierte theologische Konzept
fithrte also zu einem menschlich ganz anderen Erwartungshori-
zont, damit gingen beide Linien am Ende weit auseinander.

Der Erwartungshorizont bleibt aufgezogen. Keine Frage,
sagt Harari: Der ,,Homo sapiens” wird abgel6st durch den ,,Homo
Deus". Bioingenieure werden den Kérper des Homo sapiens ver-
andern, den Gencode optimieren und das Gehirn weiterentwi-
ckeln; ,sie werden dadurch neue kleine Gétter schaffen, die sich
von uns Sapiens moglicherweise genauso unterscheiden wie wir
uns vom Homo erectus” (Harari 2018, S. 74; zur Herausforderung
der Theologie durch die Thesen Hararis vgl. Jung *2019, S. 41).
Harari streitet die Existenz einer menschlichen Seele und damit
eine besondere Stellung des Menschen ab. Gleichwohl hebt er
eine Besonderheit hervor, die den Menschen von Tieren unter-
scheidet: Der Mensch als einziges Lebewesen ist fhig, sich mit
ihm fremden Artgenossen zu vernetzen. ,Diese ganz konkrete
Fahigkeit [...] erklart unsere Herrschaft itber den Planeten Erde®
(Harari 2018, S. 210).

Waichst Gott am sozialen Netzwerk

seiner Schopfung?

Braucht der vernetzt handelnde Mensch dann einen Gott? Und
wenn ja: Welcher ist ,der Gott, den wir brauchen“ (Ruhstorfer
2016)? Diese Frage verbindet sich mit einer philosophischen
Richtung, die angesichts der digitalen Entwicklung frith als
Schema herangezogen wurde (vgl. Cobb 1998), namlich die Pro-
zessphilosophie von Whitehead.

Whitehead ist Philosoph, nicht Theologe. Darum unterliegt
er keinem Denkverbot, Gott selbst als ,,Geschépf® anzunehmen.
Gott hat eine ,Urnatur®, in der er unabhingig von der Wirklich-
keit ist. Doch ,Gott in Abstraktion, allein mit sich selbst“ (White-
head 1987, S. 84) mangelt es an Wirklichkeit. Er hat ein Streben
nach der Welt, sozusagen Appetit auf sie, sodass er in der Welt
immanent wird. Géttliches Ordnen ,bedingt Kreativitat®. Indem
er ordnend in die Kreativitat der Wirklichkeiten wirkt, hat er An-
teil an den kreativen Prozessen. Daraus ergibt sich Gottes , Folge-
natur®. Das macht ihn unsterblich. Gleichzeitig ist die Welt ,nie
zweimal dieselbe [...], obwohl sie immer iiber das feste Element
des gottlichen Ordnens verfugt” (ebd., S. 79 f.).

In der Theologie gibt es Weiterentwicklungen (Mosaik
2018) der Prozesstheologie, allen voran durch Catherine Kel-
ler: ,Whiteheads Gott bezeichnet nicht eine kontrollierende
Macht, sondern einen lebendigen Prozess, der nicht getrennt
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ist von dem Universum, in dem wir alle leben — Menschen und
andere Geschépfe -, sondern verstrickt mit ihm“ (Keller 2016,
S. 20 f.), eingeflochten also auch in das vernetzte Handeln der
Menschen, die untereinander in Beziehung sind. ,Dieser Gott
erschafft uns nicht ex nihilo, sondern ruft uns eher heraus, wie
in der Genesis, aus einer Tiefe des Méglichen® (ebd., S. 21). Damit
ist die Schépfung nicht abgeschlossen. Vor allem: Ich kann Gott
im unabgeschlossenen Werden der Welt erkennen. Gott selbst
ist im Werden; er ist nicht der selbst unbewegte und unbewegli-
che Beweger (Thomas von Aquin, Summa theologia, prima pars,
quaestio 3 a. 1 co zitiert nach: Schneider 1886) der Welt.

Wie jetzt? Gott unendlich, aber unendlich offen in seiner
— ihrer? — eigenen Zukunft und eigenem Werden? Und damit
auch: Der Mensch unendlich offen in der eigenen Zukunft? Die
Schopfung: gar nicht abgeschlossen? Was bedeutet das: Kommt
etwas nach dem Menschen? An dieser Stelle nickt nicht nur
Yuval Harari entschlossen, sondern nicken mit ihm auch For-
scherinnen und Forscher im Bereich der kiinstlichen Intelligenz,
zum Beispiel auch Jiirgen Schmidhuber. Uber ihn hat einmal die
»New York Times" formuliert: Wenn kiinstliche Intelligenz eines
Tages sprechen kann, sagt sie ,Papa“ zu ihm (vgl. Markoff 2016).

Die Forschung an kiinstlicher Intelligenz beschiftigt sich
intensiv mit der Weiterentwicklung der erforschten Systeme.
Humanoide Roboter arbeiten nicht nur Auftrige ab, auf die sie
programmiert sind, sondern sie setzen sich selbst kleine evo-
lutive Ziele. Qualititen und Merkmale bei Lebewesen finden
Eingang in die Welt kiinstlicher Intelligenz: Sensoren lésen in-
trinsische Reize aus dhnlich wie Hunger und Durst, die als An-
trieb dienen (vgl. Pape 2012). Deep learning in neuronalen Netz-
werken ist die methodische Grundlage dazu (vgl. Schmidhuber
2015). Lernprozesse arbeiten nicht zuletzt auch mit Schmerz-
sensoren. Wenn ein Roboter beim deep learning auf Widerstand
trifft, erreicht ihn ein Signal, ein Reiz - ein ,Schmerz* also (vgl.
Carmichael 2016). Aber bewegt Schmerz allein als Signal auch
den Menschen? Es geht doch um mehr als das. Es geht um Mit-
gefithl, um Empathie, so der Microsoft-CEO Satya Nadella (vgl.
Nadella/Shaw/Nichols 2017).

Der Roboter stellt Fragen an den Menschen
Drei Fragekreise sind offen:
1. Ist es ,richtig, zu glauben, dass Menschen etwas Besonderes sind,

néimlich dass Menschen mehr sind als Maschinen und Algorithmen®
(Lanier 2014, S. 18)? Was macht den Menschen aus? Was ist Leib, was
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ist Geist, was ist Person? Ist der Mensch selbst nur ein Algorithmus, der
Kopien seiner selbst herstellt, wie Harari beschreibt (vgl. Harari 2018,
S.135)?

Mensch und Roboter sind immer noch zweierlei. Nicht jede
Form von kinstlicher Intelligenz ist humanoid. Im Gegenteil:
Nicht humanoid zu sein kann die bessere Option sein. Ein Bei-
spiel: Sptilmaschinen sind dazu optimiert, maschinell Geschirr
zu spiilen. Sie ahmen nicht nach, wie Menschen Geschirr spi-
len (vgl. University of Helsinki/Aalto University 2019, Kapitel 1,
What is AI?, II. Related Fields).

Dennoch wird kunstliche Intelligenz augenscheinlich
menschlicher. Welchen Stellenwert haben noch Empfindungen,
die sich nicht algorithmisch abbilden lassen? Nicht einmal die
starke Empfindung Schmerz ist offenbar etwas, das Mensch und
Tier besonders auszeichnet — was auch immer das bedeutet gerade
fur Passionsgeschichten, fiir Erlésungs- und Heilskonzepte nicht
nur in der christlichen Religion. Doch es bleibt bei allem beson-
ders menschlich, Schmerz anzusprechen, sich dariiber auszutau-
schen, Raum fiir Trost zu eréffnen.

Wenn dariiber hinaus die Vernetzungsfahigkeit die Beson-
derheit des Menschen ist, lisst sich das auch in theologischer
Kategorie beschreiben: Menschen unterschiedlicher Herkunft
und Sprache verbindet der Geist Gottes (Apg 2,1-13). Aus der Ko-
operation urspriinglich Fremder, die sich im Glauben miteinan-
der verbinden, entsteht Gemeinschaft, entsteht auch die Kirche.

2. Welche Begleitung braucht die Entwicklung in Digitalitit und Kiinst-
licher Intelligenz?

Dass die Entwicklung der Regelung bedarf, erkannte bereits
Isaac Asimov, der wahrend seines Studiums an der Columbia
University mit der amerikanischen Science-Fiction-Welt in Be-
rithrung kam. In dem Zusammenhang entstanden seine Robo-
tergesetze, die bis heute immer wieder zitiert werden. Von ihm
stammt auch das 1968 und 1969 verfasste, umfangreiche Hand-
buch zum historischen Blick auf das Alte und Neue Testament
der Bibel (vgl. Asimov 1981). Seine Robotergesetze formulierte
er erstmals 1942 in der Geschichte ,Runaround®.

,1. Ein Roboter darf einem menschlichen Wesen keinen Schaden zufii-
gen oder durch Untitigkeit zulassen, dass einem menschlichen Wesen
Schaden zugeftigt wird.

2. Ein Roboter muss den Befehlen gehorchen, die ihm von Menschen er-

teilt werden, es sei denn, dies wiirde gegen das erste Gebot verstofsen.

IP 216.73.216.96, em 12.01.2026, 23:32:49. @ ge Inhatt,
\g des Inhalts i i o

der in



https://doi.org/10.5771/0010-3497-2019-3-384

Den Roboter fragt niemand, ob er einen Mord begehen will

3. Ein Roboter muss seine eigene Existenz schiitzen, solange solch ein
Schutz nicht gegen das erste oder zweite Gebot verstofst” (Lohrmann/
Eberhorn 2018).

Das Spannungsfeld ist grofl zwischen den Kenntnissen, die
Menschen iiber kiinstliche Intelligenz und Algorithmen haben,
den Befiirchtungen, die sie damit verbinden, und der notwen-
digen Begleitung. ,In Deutschland herrscht weitverbreitetes
Unwissen iber Algorithmen, eine grofie Unentschlossenheit
hinsichtlich ihrer Chancen und Risiken sowie ein erhebliches
Unbehagen gegentuber Urteilen und Entscheidungen, die von Al-
gorithmen getroffen werden® (Grzymek 2019), trotz aller Bemii-
hungen um den ethischen Rahmen zum verantwortungsvollen
Umgang mit kiinstlicher Intelligenz (vgl. European Commissi-
on, High-Level Expert Group on Artificial Intelligence 2019).

Um zu gestalten, muss ich wissen (vgl. Choudhury/Lee/Ku-
renkov 2019). Die Schnittmenge der Menschen, die sich ethisch
positionieren kénnen, und der Menschen, die etwas von Digita-
lisierung verstehen, ist ,skalierbar, um es mit einem Wort aus
digitalen Start-ups zu sagen; nicht nur fachlich, indem - auch
theologisch-soziale — Ethiker und Computerforscher ergin-
zendes Wissen z. B. aus Sozial- und Geschichtswissenschaften
erhalten, sondern auch perspektivisch, indem missbriuchli-
che Nutzung, einfache Pannen, aber auch strukturelle Anwen-
dungsimplikationen der Digitalisierung in den Blick genommen
werden (vgl. Zwetsloot/Dafoe 2019). Finnland macht es vor und
legt mit ,Elements of AI“ ein Programm auf, um gerade in der
Breite der Bevolkerung Basiswissen tber kinstliche Intelligenz
zu vermitteln (vgl. Delcker 2019).

3. Digitalisierung und Algorithmisierung stellen die Frage nach Gott und
nach der Kompatibilitidt mit dem Glauben in bestimmter Ausprigung.

Denn die ,,bloe’ Ausweitung von Erfassungs-, Bearbeitungs-
und Speicherkapazititen fithrt zu Veranderungen, die nicht
blof} quantitativer Art, sondern qualitativ sind — ob jeweils evo-
lutionér, revolutionar oder gar ,disruptiv’, soll hier dahingestellt
bleiben® (Biisch 2017). Die damit verbundenen Verinderungen
und Verschiebungen in der Wahrnehmung der Welt, die geis-
tige Gemengelage zwischen Selbsterlésung, Leibfeindlichkeit
und Selbsttranszendenz (Neu-Gnostizismus und Neu-Pelagia-
nismus, vgl. Placuit Deo) fithren in Kirche und Glaube zu Ver-
unsicherungen. Kommt das an ein Ende, was Grundlage der
Theologie ist? Wie sehr sieht die Theologie selbst der Disruption
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entgegen, in der ,bisherige Lésungen nicht nur infrage gestellt",
sondern ,durch neue ersetzt werden“ (Jung *2019, S. 23)?

Da ist also erst die Frage nach Gott. Wie denken wir Gott?
Der prozesstheologische Ansatz fithrt weit, aber méglicherwei-
se auch zu weit weg. Denn wenn der Mensch sich in kiinstliche
Intelligenz hinein weiterentwickelt und uberflussig macht, sind
Mensch und Gott am Ende. Dann miissten sich die Menschen an
den Gedanken gewohnen, dass auch ihr Gott sich weiterentwi-
ckelt zum Gott ihrer technisierten Geschépfe.

Wenn man, wie die Theologin Saskia Wendel, Gott perso-
nal-theistisch in die Dipolaritit von Ur- und Folgenatur ein-
schreibt, werden sinnvolle Erinnerungen wach an alles, was

die Theologiegeschichte schon mal gewusst

Was in der Gesellschaft durch hat: Dann geht es um den Gott, der nicht
populistisch-konservative politische der ,unbewegte Beweger® bleibt, sondern
Krifte erkennbar wird, gibt es auch der als dreifaltiger schon in sich Beziehung
in Theologie und Kirche. ist und sich auf Beziehung mit seinen Ge-
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schopfen einlisst (vgl. Wendel 2018). Es
geht um Gott, den der Mensch nicht weif, sondern sucht, von
dem er hofft, dass er Zukunft fiir den Menschen will. Wie viel
Zukunft ist moglich? Es gibt einerseits die Tendenz, Disrupti-
on durch Sicherungen des Bestehenden zu begegnen: Was in der
Gesellschaft durch populistisch-konservative politische Krifte
erkennbar wird, gibt es auch in Theologie und Kirche.

Verantwortung der Theologie

in der scheinbar unberechenbaren Welt
Gefithlte Verunsicherungen verleiten dazu, Wahrheiten ange-
sichts der ,Gefahr der eigenen Sprachlosigkeit und eines immer
weiteren 6ffentlichen Relevanzverlusts einer Kirche“ (Nothelle-
Wildfeuer/Isenberg 2018) manifest werden zu lassen - im wahr-
sten Sinne des Wortes, etwa das ,,Mission Manifest — 10 Thesen
fur das Comeback der Kirche“ (vgl. Hartl 2018), das ,,Glaubens-
manifest” des Kardinals Gerhard Ludwig Miuller (vgl. Vatikan
News 2019) oder die , Erklarung der Wahrheiten“ von Kardinal
Burke und weiteren Mitautoren (vgl. Burke 2019).

Der Drang zur Manifestierung ist der Versuch, die Un-
iibersichtlichkeit der Welt in eine handhabbare analoge Benut-
zeroberfliche zu packen. Das erscheint zu stark vereinfachend
besonders in einer Zeit, in der aktuelle Methoden, mit denen
kunstliche Intelligenz funktionsfihig wird, die Uniibersicht-
lichkeit deshalb besser strukturieren als das, was noch in den
1960er- bis 1980er Jahren ausreichte, weil sie mit Unsicherheit
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umgehen kénnen (vgl. University of Helsinki/Aalto University
2019, Kapitel 3, Real World AI). Nicht, dass sie die Unsicher-
heiten reduzieren; sie machen sie aber mithilfe von Stochastik
berechenbar. Weder Manifestierung noch komplette Flexibili-
sierung ist also eine angemessene Denkfigur, sei es als Reaktion
auf die technische Entwicklung, sei es auf Anforderungen in der
Theologie.

Offenbarung ereignet sich immer neu im Raum der Kir-
che. Schrift und Tradition sind nach christlichem Verstindnis
Zeugnisse davon, wie sich Gott den Menschen offenbart. ,Sie
sind aber nicht selbst Offenbarung” (Seewald
2018, S. 253). Die Geschichte zwischen Gott  Menschen bleiben in der Verantwortung,

und Mensch geht in diesem Verstandnis im-  auf der Grundlage ihres Wertekontextes
mer weiter. Darum unterliegen selbst dog- das zu gestalten,
matische Glaubensinhalte einer Weiterent- was sie Roboter lernen lassen.

wicklung und lassen ,sich nicht durch einen o
Riickgriff auf ein abgeschlossenes, positiv anhand von Quellen
(etwa der Schrift oder Zeugnissen der Tradition) greifbares De-
positum normieren® (ebd., S. 278). Damit ist der Glaube der Kir-
che dynamisch.

Wahrheiten zu definieren ist Aufgabe der Dogmatik. Dabei ist
es auch ihre Verantwortung, dass die Theologie nicht in ,Geistver-
gessenheit” gerat (Bshnke 2017, S. 34 ff.). Die Rezeption von White-
heads prozessphilosophischem Ansatz in theologischen Konzepten
drangt dazu, die Frage nach dem Wirken des Geistes als gottlicher
Person in der Welt immer wieder zu stellen (ebd., S. 187). Das be-
deutet gleichzeitig die ,Wuirdigung von Leben als radikal perso-
nalem dynamischen Prozess“ (Beelitz 2014, S. 511 f.), der so lan-
ge weitergeht, wie Menschen ihre personliche Gottesbeziehung
suchen und ihr Leben in Beziehung zu den Mitmenschen und
ihrer Umwelt gestalten wollen.

»Was den Menschen von der Maschine unterscheidet, ist,
dass wir letztendlich liebende und geliebte Wesen sind®, sagt
Wolfgang Hildesheim, Physiker und Betriebswirt, Leiter Watson
und KI-Innovation bei IBM Deutschland in Hamburg. ,Deshalb
betonen ja auch viele Religionen die Fihigkeit zum Mitgefthl, zu
Empathie und Nachstenliebe." Aus dieser Fihigkeit entwickele
sich ,unser Wertekontext, unser Handeln und letztlich die ganze
differenzierte Struktur der Gesellschaft* (Schnabel 2018, S. 38).

Niemand fragt einen Roboter, ob er einen Mord begehen
will. Aber Menschen bleiben in der Verantwortung, auf der
Grundlage ihres Wertekontextes das zu gestalten, was sie Robo-
ter lernen lassen (vgl. Gadeib 2019).
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